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Now when the little Dwarf heard that he was to dance a second time before the Infanta, and by her own express command, he was so proud that he ran out into the garden, kissing the white rose in an absurd ecstasy of pleasure, and making the most uncouth and clumsy gestures of delight. "The Birthday of the Infanta" by OSCAR WILDE

## What inspired us to write this book

In the last five years, following the publishing of the first book about applying the MondPečarić method in operator inequalities, many new results were obtained by using said method. That has inspired us write a new book. We have chosen important and interesting chapters, which were (mostly) published in many mathematical journals and presented at international conferences.

## Preface

In the field of operator theory, an inequality due to L. V. Kantorovich provides an example of "sailing upstream", regarding the usual course of development of converse inequalities. However, we do not understand how L. V. Kantorovich interpreted the meaning of that inequality. Actually, the inequality only appeared as a Lemma to solve a certain problem. Those who have immortalized that inequality as "the Kantorovich inequality" are Greub and Rheinboldt. Based on an inequality due to Kantorovich, they gave a beautiful and simple formulation in terms of operators as follows: If $A$ is a positive operator on a Hilbert space $H$ such that $m I \leq A \leq M I$ for some scalars $0<m \leq M$, then

$$
\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}
$$

holds for every unit vector $x \in H$.
Afterwards, in the course of a generalization by Ky Fan, and a converse of the arithme-tic-geometric mean inequality by Specht, Mond and Pečarić give a definitive meaning to "the Kantorovich inequality". Namely, the Kantorovich inequality is a special case of the converse of Jensen's inequality: Under the same conditions as above the inequality

$$
\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}\langle A x, x\rangle^{-1}
$$

holds for every unit vector $x \in H$ and it estimates the upper bounds of the ratio in Jensen's inequality for $f(t)=t^{-1}$. In the 1990's, Mond and Pečarić formulate directly the converse of various Jensen type inequalities. It might be said that, owing to their approach, the position of the Kantorovich inequality in the operator theory becomes clear for the first time. Furthermore, in the background of the Kantorovich inequality, they find the viewpoint for the converse of means, that is to say, the Kantorovich inequality is the converse of the arithmetic-harmonic means inequality: Under the same conditions as above the inequality

$$
\langle A x, x\rangle \leq \frac{(M+m)^{2}}{4 M m}\left\langle A^{-1} x, x\right\rangle^{-1}
$$

holds for every unit vector $x \in H$.
In order to carry out a converse evaluation, a considerable amount of laborious manual calculation is required, including a complicated calculation depending on each particular
case. In a long research series, Mond and Pečarić establish the method which gives the converse to Jensen's inequality associated with convex functions. This principle yields a rich harvest in a field of operator inequalities. We call it the Mond-Pečarić method for convex functions. One of the most important features of the Mond-Pečarić method is that it offers a totally new viewpoint in the field of operator inequalities: Let $\Phi$ be a normalized positive linear mapping on $B(H)$ and $f$ an operator convex function on an interval $I$. Then Davis-Choi-Jensen's inequality asserts that

$$
f(\Phi(A)) \leq \Phi(f(A))
$$

holds for every self-adjoint operator $A$ on a Hilbert space $H$ whose spectrum is contained in $I$. The operator convexity plays an essential role in the result above, that is, $(\star)$ would be false if we replace operator convexity by general convexity. We have no relation whatsoever between $f(\Phi(A)$ and $\Phi(f(A))$ under the operator ordering, but even so the MondPečarić method brings us the following estimate:

$$
\frac{1}{K(m, M, f)} \Phi(f(A)) \leq f(\Phi(A)) \leq K(m, M, f) \Phi(f(A))
$$

where

$$
K(m, M, f)=\max \left\{\frac{1}{f(t)}\left(\frac{f(M)-f(m)}{M-m}(t-m)+f(m)\right): t \in[m, M]\right\} .
$$

This book is devoted to the recent developments of the Mond-Pečarić method in the field of self-adjoint operators on a Hilbert space.

This book consists of eleven chapters:
In Chapter 1 we give a very brief and quick review of the basic facts about a Hilbert space and (bounded linear) operators on a Hilbert space, which will recur throughout the book.

In Chapter 2 we tell the history of the Kantorovich inequality, and describe how the Kantorovich inequality develops in the field of operator inequalities. In such context, the method for convex functions established by Mond and Pečarić (commonly known as "the Mond-Pečarić method") has outlined a more complete picture of that inequality in the field of operator inequalities. We discuss ratio and difference type converses of operator versions of Jensen's inequality. These constants in terms of spectra of given self-adjoint operators have many interesting properties and are connected with a closed relation, and play an essential role in the remainder of this book.

In Chapter 3 we explain fundamental operator inequalities related to the Furuta inequality. The base point is the Löwner-Heinz inequality. It induces weighted geometric means, which serves as an excellent technical tool. The chaotic order $\log A \geq \log B$ is conceptually important in the late discussion.

In Chapter 4 we study the order preserving operator inequality in another direction which differs from the Furuta inequality. We investigate the Kantorovich type inequalities related to the operator ordering and the chaotic one.

In Chapter 5 as applications of the Mond-Pečarić method for convex functions, we discuss inequalities involving the operator norm. Among others, we show a converse of the Araki-Cordes inequality, the norm inequality of several geometric means and a complement of the Ando-Hiai inequality. Also, we discuss Hölder's inequality and its converses in connection with the operator geometric mean.

In Chapter 6 we define the geometric mean of $n$ operators due to Ando-Li-Mathias and Lowson-Lim. We present an alternative proof of the power convergence of the symmetrization procedure on the weighted geometric mean due to Lawson and Lim. We show a converse of the weighted arithmetic-geometric mean inequality of $n$ operators.

In Chapter 7 we give some differential-geometrical structure of operators. The space of positive invertible operators of a unital $\mathrm{C}^{*}$-algebra has the natural structure of a reductive homogenous manifold with a Finsler metric. Then a pair of points $A$ and $B$ can be joined by a unique geodesic $A \#_{t} B$ for $t \in[0,1]$ and we consider estimates of the upper bounds for the difference between the geodesic and extended interpolation paths in terms of the spectra of positive operators.

In Chapter 8 we give some properties of Mercer's type inequalities. A variant of Jensen's operator inequality for convex functions, which is a generalization of Mercer's result, is proved. We show a monotonicity property for Mercer's power means for operators, and a comparison theorem for quasi-arithmetic means for operators.

In Chapter 9 a general formulation of Jensen's operator inequality for some non-unital fields of positive linear mappings is given. Next, we consider different types of converse inequalities. We discuss the ordering among power functions in a general setting. We get the order among power means and some comparison theorems for quasi-arithmetic means. We also give a refined calculation of bounds in converses of Jensen's operator inequality.

In Chapter 10 we give Jensen's operator inequality without operator convexity. We observe this inequality for $n$-tuples of self-adjoint operators, unital $n$-tuples of positive linear mappings and real valued convex functions with conditions on the operators bounds. In the present context, we also give an extension and a refinement of Jensen's operator inequality. As an application we get the order among quasiarithmetic operator means.

In Chapter 11 we observe some operator versions of Bohr's inequality. Using a general result involving matrix ordering, we derive several inequalities of Bohr's type. Furthermore, we present an approach to Bohr's inequality based on a generalization of the parallelogram theorem with absolute values of operators. Finally, applying Jensen's operator inequality we get a generalization of Bohr's inequality.

## Notation

| $\mathbb{R}$ | the set of all real numbers |
| :---: | :---: |
| $\mathbb{C}$ | the set of all complex numbers |
| $\lambda, \mu, v$, etc. | scalars |
| $H, K, L$, etc. | Hilbert spaces over $\mathbb{C}$ |
| $x, y, z$, etc. | vectors in $H$ |
| $\langle x, y\rangle$ | the inner product of two vectors $x$ and $y$ |
| $\\|x\\|$ | the norm of a vector $x$ |
| $B(H)$ | the $\mathrm{C}^{*}$-algebra of all bounded linear operators on a Hilbert space $H$ |
| $A, B, C$, etc. | linear operators in ( $H \rightarrow H$ ) |
| $\\|A\\|$ | the operator norm of an operator $A$ |
| $\|A\|$ | the absolute value of an operator $A$ |
| $I_{H}$ | the identity operator in $B(H)$ |
| O | the zero operator |
| $\mathrm{Sp}(A)$ | the spectrum of an operator $A$ |
| ker $A$ | the kernel of an operator $A$ |
| ran $A$ | the range of an operator $A$ |


| [A] | the range projection of an operator $A$ |
| :---: | :---: |
| $r(A)$ | the spectral radius of an operator $A$ |
| $A \geq 0$ | a positive operator, $\langle A x, x\rangle \geq 0$ for all $x \in H$ |
| $A>0$ | a strictly positive operator, $A$ is positive and invertible |
| $A \geq B$ | the usual operator ordering among operators $A$ and $B$ |
| $A \gg B$ | the chaotic ordering among operators $A>0$ and $B>0$ |
| $A \nabla_{t} B$ | the weighted arithmetic operator mean |
| $A[n, t]\left(A_{1}, \ldots, A_{n}\right)$ | the weighted arithmetic operator mean of $n$ operators |
| $A!_{t} B$ | the weighted harmonic operator mean |
| $H[n, t]\left(A_{1}, \ldots, A_{n}\right)$ | the weighted harmonic operator mean of $n$ operators |
| $A \#_{t}{ }^{\text {B }}$ | the weighted geometric operator mean |
| $A \natural_{t} B$ | the binary operation of $A>0$ and $B$ for $t \notin[0,1]$ |
| $G[n, t]\left(A_{1}, \ldots, A_{n}\right)$ | the weighted geometric operator mean of $n$ operators |
| $A \diamond_{t} B$ | the weighted chaotically geometric operator mean |
| $\mathrm{e}^{A[n, t]\left(\log A_{1}, \ldots, \log A_{n}\right)}$ | the weighted chaotically geometric operator mean of $n$ operators |
| $S(A \mid B)$ | the relative operator entropy of $A$ and $B, A, B>0$ |
| A $m_{r, t} B$ | the interpolational path from $A$ to $B, A, B>0$ |
| $D_{\alpha}(A, B)$ | $\alpha$-operator divergence, $A, B>0$ |
| $d(A, B)$ | the Thompson metric on the convex cone of positive invertible operators $A$ and $B$ |

$\mathscr{A}, \mathscr{B}, \mathscr{C}$ etc. unital $\mathrm{C}^{*}$-algebras
1 the identity element in unital $\mathrm{C}^{*}$-algebra
$\Phi, \Psi, \Omega$, etc. positive linear mappings on $\mathrm{C}^{*}$-algebras
$P_{k}[\mathscr{A}, \mathscr{B}] \quad$ the set of all fields $\left(\Phi_{t}\right)_{t \in T}$ of positive
linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$, such that $\int_{T} \Phi_{t}(\mathbf{1}) d \mu(t)=k \mathbf{1}$ for some scalar $k>0$
$M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \quad$ the power operator mean of order $r \in \mathbb{R}$
$M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \quad$ the quasi-arithmetic operator mean generated by a function $\varphi$
$\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \quad$ Mercer's power operator mean of order $r \in \mathbb{R}$
$\tilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \quad$ the quasi-arithmetic operator mean of Mercer's type generated by a function $\varphi$
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## Chapter

## Preliminaries

In this chapter, we review the basic concepts of a Hilbert space and (bounded linear) operators on a Hilbert space, which will recur throughout the book.

### 1.1 Hilbert space and operators

Definition 1.1 A complex vector space $H$ is called an inner product space if to each pairs of vectors $x$ and $y$ in $H$ is associated a complex number $\langle x, y\rangle$, called the inner product of $x$ and $y$, such that the following rules hold:
(i) For $x, y \in H,\langle x, y\rangle=\overline{\langle y, x\rangle}$, where the bar denotes complex conjugation.
(ii) If $x, y$ and $z \in H$ and $\alpha, \beta \in \mathbb{C}$, then $\langle\alpha x+\beta y, z\rangle=\alpha\langle x, z\rangle+\beta\langle y, z\rangle$.
(iii) $\langle x, x\rangle \geq 0$ for all $x \in H$ and equal to zero if and only if $x$ is the zero vector.

Theorem 1.1 (Schwarz inequality) Let $H$ be an inner product space. If $x$ and $y \in$ $H$, then

$$
\begin{equation*}
|\langle x, y\rangle|^{2} \leq\langle x, x\rangle\langle y, y\rangle \tag{1.1}
\end{equation*}
$$

and the equality holds if and only if $x$ and $y$ are linearly dependent.

Proof. If $y=0$, then the inequality (1.1) holds. Suppose that $y \neq 0$ and put

$$
e=\frac{1}{\sqrt{\langle y, y\rangle}} y
$$

Then we have

$$
\begin{aligned}
0 & \leq\langle x-\langle x, e\rangle e, x-\langle x, e\rangle e\rangle \\
& =\langle x, x\rangle-\overline{\langle x, e\rangle\langle x, e\rangle-\langle x, e\rangle\langle e, x\rangle+|\langle x, e\rangle|^{2}\langle e, e\rangle} \\
& =\langle x, x\rangle-2|\langle x, e\rangle|^{2}+|\langle x, e\rangle|^{2} \\
& =\langle x, x\rangle-|\langle x, e\rangle|^{2}
\end{aligned}
$$

and hence $|\langle x, e\rangle|^{2} \leq\langle x, x\rangle$. Therefore it follows that $|\langle x, y\rangle|^{2} \leq\langle x, x\rangle\langle y, y\rangle$.
If the equality holds in the inequality above, then we have $x-\langle x, e\rangle e=0$, and so $x$ and $y$ are linearly dependent. Conversely, if $x$ and $y$ are linearly dependent, that is, there exists a constant $\alpha \in \mathbb{C}$ such that $x=\alpha y \neq 0$, then it follows that

$$
|\langle x, y\rangle|^{2}=|\langle\alpha y, y\rangle|^{2}=|\alpha|^{2}|\langle y, y\rangle|^{2}=\langle\alpha y, \alpha y\rangle\langle y, y\rangle=\langle x, x\rangle\langle y, y\rangle .
$$

We can prove it in the case of $y=\alpha x$ in the same way.
Let $H$ be an inner product space. Put

$$
\|x\|=\sqrt{\langle x, x\rangle} \quad \text { for all } x \in H
$$

Then it follows that $\|\cdot\|$ is a norm on $H$ :
(i) Positivity: $\|x\| \geq 0$ and $x=0$ if and only if $\|x\|=0$.
(ii) Homogeneity: $\|\alpha x\|=|\alpha|\|x\|$ for all $\alpha \in \mathbb{C}$.
(iii) Triangular inequality: $\|x+y\| \leq\|x\|+\|y\|$.

In fact, positivity and homogeneity are obvious by Definition 1.1. Triangular inequality follows from

$$
\begin{aligned}
\|x+y\|^{2} & =\|x\|^{2}+2 \operatorname{Re}\langle x, y\rangle+\|y\|^{2} \\
& \leq\|x\|^{2}+2\|x\|\|y\|+\|y\|^{2}=(\|x\|+\|y\|)^{2}
\end{aligned}
$$

by Schwarz's inequality (Theorem 1.1). Therefore, $\|x\|$ is a norm on $H$.
Definition 1.2 If an inner product space $H$ is complete with respect to the norm derived from the inner product, then $H$ is said to be a Hilbert space.

Some examples of Hilbert spaces will now be given.

Example 1.1 The space $\mathbb{C}^{n}$ of all n-tuples of complex numbers with the inner product between $x=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$ and $y=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{n}\right)$ given by

$$
\langle x, y\rangle=\sum_{i=1}^{n} \alpha_{i} \overline{\beta_{i}}
$$

is a Hilbert space.
Example 1.2 The space $l_{2}$ of all sequences of complex numbers $\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}, \cdots\right)$ with

$$
\sum_{i=1}^{\infty}\left|\alpha_{i}\right|^{2}<\infty
$$

and the inner product between $x=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}, \cdots\right)$ and $y=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{n}, \cdots\right)$ given by

$$
\langle x, y\rangle=\sum_{i=1}^{\infty} \alpha_{i} \overline{\beta_{i}}
$$

is a Hilbert space.

A linear operator $A$ on a Hilbert space $H$ is said to be bounded if there exists $c>0$ such that $\|A x\| \leq c\|x\|$ for all $x \in H$. Let us define $\|A\|$ by

$$
\|A\|=\inf \{c>0:\|A x\| \leq c\|x\| \quad \text { for all } x \in H .\}
$$

Then $\|A\|$ is said to be the operator norm of $A$. By definition,

$$
\|A x\| \leq\|A\|\|x\| \quad \text { for all } x \in H
$$

In fact, for each $x \neq 0,\|A x\| \leq c\|x\|$ implies $\frac{\|A x\|}{\|x\|} \leq c$. Taking the inf of $c$, we have $\frac{\|A x\|}{\|x\|} \leq\|A\|$.

We begin by adopting the word "operator" to mean a bounded linear operator.
$B(H)$ will now denote the algebra of all bounded linear operators on a Hilbert space $H \neq\{0\}$ and $I_{H}$ stands for the identity operator.

The following lemma shows some characterizations of the operator norm.
Lemma 1.1 For any operator $A \in B(H)$, the following formulae hold:

$$
\begin{aligned}
\|A\| & =\sup \{\|A x\|:\|x\|=1, x \in H\} \\
& =\sup \left\{\frac{\|A x\|}{\|x\|}: x \neq 0, x \in H\right\} \\
& =\sup \{|\langle A x, y\rangle|:\|x\|=\|y\|=1, x, y \in H\}
\end{aligned}
$$

Proof. Put

$$
\gamma_{1}=\sup \{\|A x\|:\|x\|=1\} \quad \text { and } \quad \gamma_{2}=\sup \left\{\frac{\|A x\|}{\|x\|}: x \neq 0\right\}
$$

For $\|x\|=1$, we have $\|A x\| \leq\|A\|\|x\|=\|A\|$ and hence $\gamma_{1} \leq\|A\|$. For $x \neq 0$, we have

$$
\frac{\|A x\|}{\|x\|}=\left\|A \frac{x}{\|x\|}\right\| \leq \gamma_{1}
$$

and hence $\gamma_{2} \leq \gamma_{1}$. For an arbitrary $\varepsilon>0$, there exists a nonzero vector $x \in H$ such that $(\|A\|-\varepsilon)\|x\|<\|A x\|$ and hence

$$
\|A\|-\varepsilon<\frac{\|A x\|}{\|x\|} \leq \gamma_{2}
$$

This fact implies $\|A\| \leq \gamma_{2}$. Therefore we have $\|A\|=\gamma_{1}=\gamma_{2}$.
Put

$$
\gamma_{3}=\sup \{|\langle A x, y\rangle|:\|x\|=1,\|y\|=1\} .
$$

Since $|\langle A x, y\rangle| \leq\|A x\|\|y\|=\|A x\| \leq \gamma_{1}$ for $\|x\|=\|y\|=1$, we have $\gamma_{3} \leq \gamma_{1}$. Conversely, for $A x \neq 0$, we have

$$
\|A x\|=\left|\left\langle A x, \frac{A x}{\|A x\|}\right\rangle\right| \leq \gamma_{3}
$$

and hence $\gamma_{1} \leq \gamma_{3}$. Therefore the proof is complete.
Theorem 1.2 The following properties hold for $A, B \in B(H)$ :
(i) If $A \neq O$, then $\|A\|>0$,
(ii) $\|\alpha A\|=|\alpha|\|A\|$ for all $\alpha \in \mathbb{C}$,
(iii) $\|A+B\| \leq\|A\|+\|B\|$,
(iv) $\|A B\| \leq\|A\|\|B\|$.

Proof.
(i) If $A \neq O$, then there exists a nonzero vector $x \in H$ such that $A x \neq 0$. Hence $0<\|A x\| \leq$ $\|A\|\|x\|$, therefore $\|A\|>0$.
(ii) If $\alpha=0$, then $\|\alpha A\|=\|O\|=0=|\alpha|\|A\|$. If $\alpha \neq 0$, then

$$
\begin{aligned}
\|\alpha A\| & =\sup \{\|(\alpha A) x\|:\|x\|=1\} \\
& =\sup \{|\alpha|\|A x\|:\|x\|=1\} \\
& =|\alpha| \sup \{\|A x\|:\|x\|=1\}=|\alpha|\|A\| .
\end{aligned}
$$

(iii) If $\|x\|=1$, then $\|(A+B) x\|=\|A x+B x\| \leq\|A x\|+\|B x\| \leq\|A\|+\|B\|$, therefore we have

$$
\|A+B\|=\sup \{\|(A+B) x\|:\|x\|=1\} \leq\|A\|+\|B\| .
$$

(iv) If $\|x\|=1$, then $\|(A B) x\|=\|A(B x)\| \leq\|A\|\|B x\| \leq\|A\|\|B\|$, therefore we have

$$
\|A B\|=\sup \{\|(A B) x\|:\|x\|=1\} \leq\|A\|\|B\| .
$$

Theorem 1.3 (RIESZ REPRESENTATION THEOREM) For each bounded linear functional $f$ from $H$ to $\mathbb{C}$, there exists a unique $y \in H$ such that

$$
f(x)=\langle x, y\rangle \quad \text { for all } x \in H .
$$

Moreover, $\|f\|=\|y\|$.
Proof. Define $\mathscr{M}=\{x \in H: f(x)=0\}$. Then $\mathscr{M}$ is closed. If $\mathscr{M}=H$, then $f=0$ and we can choose $y=0$. If $\mathscr{M} \neq H$, then $\mathscr{M}^{\perp} \neq\{0\}$. For $x_{0} \in \mathscr{M}^{\perp} \backslash\{0\}$, we have $f\left(x_{0}\right) \neq 0$. Since

$$
f\left(x-\frac{f(x)}{f\left(x_{0}\right)} x_{0}\right)=f(x)-\frac{f(x)}{f\left(x_{0}\right)} f\left(x_{0}\right)=0 \quad \text { for all } x \in H,
$$

it follows that $x-\frac{f(x)}{f\left(x_{0}\right)} x_{0} \in \mathscr{M}$. Hence we have

$$
\left\langle x-\frac{f(x)}{f\left(x_{0}\right)} x_{0}, x_{0}\right\rangle=0
$$

and $\left\langle x, x_{0}\right\rangle=\frac{f(x)}{f\left(x_{0}\right)}\left\|x_{0}\right\|^{2}$. If we put $y=\frac{\overline{f\left(x_{0}\right)}}{\left\|x_{0}\right\|^{2}} x_{0}$, then we have $f(x)=\langle x, y\rangle$ for all $x \in H$.
For the uniqueness, suppose that $f(x)=\langle x, y\rangle=\langle x, z\rangle$ for all $x \in H$. In this case, $\langle x, y-z\rangle=0$ for all $x \in H$ implies $y-z=0$.

Finally,

$$
|f(x)|=|\langle x, y\rangle| \leq\|x\|\|y\|
$$

implies $\|f\| \leq\|y\|$. Conversely,

$$
\|y\|^{2}=|\langle y, y\rangle|=|f(y)| \leq\|f\|\|y\|
$$

implies $\|y\| \leq\|f\|$. Therefore, we have $\|f\|=\|y\|$.
For a fixed $A \in B(H)$, a functional on $H$ defined by

$$
x \mapsto\langle A x, y\rangle \in \mathbb{C}
$$

is bounded linear on $H$. By the Riesz representation theorem, there exists a unique $y^{*} \in H$ such that

$$
\langle A x, y\rangle=\left\langle x, y^{*}\right\rangle \quad \text { for all } x \in H .
$$

We now define

$$
A^{*}: y \mapsto y^{*}
$$

the mapping $A^{*}$ being called the adjoint of $A$. In summary,

$$
\langle A x, y\rangle=\left\langle x, A^{*} y\right\rangle \quad \text { for all } x, y \in H .
$$

Theorem 1.4 The adjoint operation is closed in $B(H)$ and moreover
(i) $\left\|A^{*}\right\|=\|A\|$,
(ii) $\left\|A^{*} A\right\|=\|A\|^{2}$.

Proof.
(i): For $y_{1}, y_{2} \in H$ and $\alpha_{1}, \alpha_{2} \in \mathbb{C}$,

$$
\begin{aligned}
\left\langle A x, \alpha_{1} y_{1}+\alpha_{2} y_{2}\right\rangle & =\overline{\alpha_{1}}\left\langle A x, y_{1}\right\rangle+\overline{\alpha_{2}}\left\langle A x, y_{2}\right\rangle \\
& =\overline{\alpha_{1}}\left\langle x, A^{*} y_{1}\right\rangle+\overline{\alpha_{2}}\left\langle x, A^{*} y_{2}\right\rangle \\
& =\left\langle x, \alpha_{1} A^{*} y_{1}+\alpha_{2} A^{*} y_{2}\right\rangle \quad \text { for all } x \in H .
\end{aligned}
$$

This implies $A^{*}\left(\alpha_{1} y_{1}+\alpha_{2} y_{2}\right)=\alpha_{1} A^{*} y_{1}+\alpha_{2} A^{*} y_{2}$ and $A^{*}$ is linear. Next,

$$
\begin{aligned}
\left\|A^{*} y\right\| & =\sup \left\{\left|\left\langle x, A^{*} y\right\rangle\right|:\|x\|=1\right\} \\
& =\sup \{|\langle A x, y\rangle|:\|x\|=1\} \\
& \leq \sup \{\|A x\|\|y\|:\|x\|=1\}=\|A\|\|y\|,
\end{aligned}
$$

hence $A^{*}$ is bounded and $\left\|A^{*}\right\| \leq\|A\|$. Therefore, the adjoint operation is closed in $B(H)$. Since $\left(A^{*}\right)^{*}=A$, we have

$$
\|A\|=\left\|\left(A^{*}\right)^{*}\right\| \leq\left\|A^{*}\right\|
$$

and hence $\left\|A^{*}\right\|=\|A\|$.
(ii): Since $\|A x\|^{2}=\langle A x, A x\rangle=\left\langle A^{*} A x, x\right\rangle \leq\left\|A^{*} A\right\|\|x\|^{2}$ for every $x \in H$, we have $\|A\|^{2} \leq$ $\left\|A^{*} A\right\|$.

On the other hand, (i) gives $\left\|A^{*} A\right\| \leq\left\|A^{*}\right\|\|A\|=\|A\|^{2}$. Hence the equality

$$
\left\|A^{*} A\right\|=\|A\|^{2}
$$

holds for every $A \in B(H)$.

### 1.2 Self-adjoint operators

We present relevant classes of operators:
Definition 1.3 An operator $A \in B(H)$ is said to be
(i) self-adjoint or Hermitian if $A=A^{*}$,
(ii) positive if $\langle A x, x\rangle \geq 0$ for $x$ in $H$,
(iii) unitary if $A^{*} A=A A^{*}=I_{H}$,
(iv) isometry if $A^{*} A=I_{H}$,
(v) projection if $A=A^{*}=A^{2}$.

The following theorem gives characterizations of self-adjoint operators.

Theorem 1.5 If $A \in B(H)$, the following three statements are mutually equivalent.
(i) $A$ is self-adjoint.
(ii) $\langle A x, y\rangle=\langle x, A y\rangle$ for all $x, y \in H$.
(iii) $\langle A x, x\rangle \in \mathbb{R}$ for all $x \in H$.

Proof.
(i) $\Longleftrightarrow$ (ii): If $A$ is self-adjoint, then $\langle A x, y\rangle=\left\langle x, A^{*} y\right\rangle=\langle x, A y\rangle$. Conversely suppose that (ii) holds. Since $\left\langle x, A^{*} y\right\rangle=\langle x, A y\rangle$ for all $x, y \in H$, we have $A^{*} y=A y$, so that $A=A^{*}$. (ii) $\Longleftrightarrow$ (iii): If we put $y=x$ in (ii), then

$$
\langle A x, x\rangle=\langle x, A x\rangle=\overline{\langle A x, x\rangle},
$$

so $\langle A x, x\rangle$ is real. Thus (ii) implies (iii). Finally, suppose that (iii) holds. For each $x$ and $y \in H$, if we put $w=x+y$, then $\langle A w, w\rangle$ is real, or $\langle A w, w\rangle=\langle w, A w\rangle$. Expanding $\langle A(x+y), x+y\rangle=\langle x+y, A(x+y)\rangle$, we have

$$
\langle A x, y\rangle+\langle A y, x\rangle=\langle x, A y\rangle+\langle y, A x\rangle
$$

and $\operatorname{Im}\langle A x, y\rangle=\operatorname{Im}\langle x, A y\rangle$. Replacing $x$ by $i x$, we have $\operatorname{Re}\langle A x, y\rangle=\operatorname{Re}\langle x, A y\rangle$. Therefore it follows that $\langle A x, y\rangle=\langle x, A y\rangle$. Thus (iii) implies (ii).

The spectrum of an operator $A$ is the set

$$
\operatorname{Sp}(A)=\left\{\lambda \in \mathbb{C}: A-\lambda I_{H} \text { is not invertible in } B(H)\right\} .
$$

The spectrum $\operatorname{Sp}(A)$ is nonempty and compact. An operator $A$ on a Hilbert space $H$ is bounded below if there exists $\varepsilon>0$ such that $\|A x\| \geq \varepsilon\|x\|$ for every $x \in H$. As a useful criterion for the invertibility of an operator, it is well known that $A$ is invertible if and only if both $A$ and $A^{*}$ are bounded below.

The spectral radius $r(A)$ of an operator $A$ is defined by

$$
r(A)=\sup \{|\alpha|: \alpha \in \operatorname{Sp}(A)\}
$$

Then we have the following relation between the operator norm and the spectral radius.
Theorem 1.6 For an operator $A$, the spectral radius is not greater than the operator norm:

$$
r(A) \leq\|A\| .
$$

Proof. If $|\alpha|>\|A\|$, then $I_{H}-\alpha^{-1} A$ is invertible and hence $A-\alpha I_{H}$ is so. Therefore we have $\alpha \notin \operatorname{Sp}(A)$ and this implies $r(A) \leq\|A\|$.

Let $A$ be a self-adjoint operator on a Hilbert space $H$. We define

$$
\begin{equation*}
m_{A}=\inf _{\|x\|=1}\langle A x, x\rangle \quad \text { and } \quad M_{A}=\sup _{\|x\|=1}\langle A x, x\rangle . \tag{1.2}
\end{equation*}
$$

Theorem 1.7 For a self-adjoint operator $A, \operatorname{Sp}(A)$ is real and $\operatorname{Sp}(A) \subseteq\left[m_{A}, M_{A}\right]$.
Proof. If $\lambda=\alpha+i \beta$ with $\alpha, \beta$ real and $\beta \neq 0$, then we must show that $A-\lambda I_{H}$ is invertible. Put $B=\frac{1}{\beta}\left(A-\alpha I_{H}\right)$. Since $B$ is self-adjoint and $B-i I_{H}=\frac{1}{\beta}\left(A-\lambda I_{H}\right)$, it follows that $A-\lambda I_{H}$ is invertible if and only if $B-i I_{H}$ is invertible. For every $x \in H$, we have

$$
\begin{aligned}
\left\|\left(B \pm i I_{H}\right) x\right\|^{2} & =\|B x\|^{2}-i\langle x, B x\rangle+i\langle B x, x\rangle+\|x\|^{2} \\
& =\|B x\|^{2}+\|x\|^{2} \geq\|x\|^{2},
\end{aligned}
$$

so $B-i I_{H}$ and $\left(B-i I_{H}\right)^{*}$ are bounded below. Therefore $B-i I_{H}$ is invertible, and hence the spectrum of a self-adjoint operator is real.

Next, to prove $\operatorname{Sp}(A) \subset\left[m_{A}, M_{A}\right]$, it is enough to show that $\lambda>M_{A}$ implies $\lambda \notin \operatorname{Sp}(A)$. If $\lambda>M_{A}$ and $\varepsilon=\lambda-M_{A}>0$, then

$$
\begin{aligned}
\left\langle\left(\lambda I_{H}-A\right) x, x\right\rangle & =\lambda\langle x, x\rangle-\langle A x, x\rangle \geq \lambda\langle x, x\rangle-M_{A}\langle x, x\rangle \\
& =\varepsilon\langle x, x\rangle \geq 0 \quad \text { by the definition of } M_{A} .
\end{aligned}
$$

Hence it follows that $\left\|\left(A-\lambda I_{H}\right) x\right\| \geq \varepsilon\|x\|$ for every $x \in H$, so, $A-\lambda I_{H}$ is bounded below. Since $A-\lambda I_{H}$ is self-adjoint, it follows that $A-\lambda I_{H}$ is invertible and $\lambda \notin \operatorname{Sp}(A)$.

Definition 1.4 Let $A$ and $B$ be self-adjoint operators on $H$. We write $A \geq B$ if $A-B$ is positive, i.e. $\langle A x, x\rangle \geq\langle B x, x\rangle$ for every $x \in H$. In particular, we write $A \geq 0$ if $A$ is positive, $A>0$ if $A$ is positive and invertible.

Now, we review the continuous functional calculus. A rudimentary functional calculus for an operator $A$ can be defined as follows: For a polynomial $p(t)=\sum_{j=0}^{k} \alpha_{j} t^{j}$, define

$$
p(A)=\alpha_{0} I_{H}+\alpha_{1} A+\alpha_{2} A^{2}+\cdots+\alpha_{k} A^{k}
$$

The mapping $p \rightarrow p(A)$ is a homomorphism from the algebra of polynomials to the algebra of operators. The extension of this mapping to larger algebras of functions is really significant in operator theory.

Let $A$ be a self-adjoint operator on a Hilbert space $H$. Then the Gelfand mapping establishes a $*$-isometrically isomorphism $\Phi$ between $\mathrm{C}^{*}$-algebra $C(\mathrm{Sp}(A))$ of all continuous functions on $\operatorname{Sp}(A)$ and $\mathrm{C}^{*}$-algebra $C^{*}(A)$ generated by $A$ and the identity operator $I_{H}$ on $H$ as follows: For $f, g \in C(\operatorname{Sp}(A))$ and $\alpha, \beta \in \mathbb{C}$
(i) $\Phi(\alpha f+\beta g)=\alpha \Phi(f)+\beta \Phi(g)$,
(ii) $\Phi(f g)=\Phi(f) \Phi(g)$ and $\Phi(\bar{f})=\Phi(f)^{*}$,
(iii) $\|\Phi(f)\|=\|f\|\left(:=\sup _{t \in \operatorname{Sp}(A)}|f(t)|\right)$,
(iv) $\Phi\left(f_{0}\right)=I_{H}$ and $\Phi\left(f_{1}\right)=A$, where $f_{0}(t)=1$ and $f_{1}(t)=t$.

With this notation, we define

$$
f(A)=\Phi(f)
$$

for all $f \in C(\operatorname{Sp}(A))$ and we call it the continuous functional calculus for a self-adjoint operator $A$. It is an extension of $p(A)$ for a polynomial $p$. The continuous functional calculus is applicable.

Theorem 1.8 Let A be a self-adjoint operator on $H$.
(i) $f \in C(\operatorname{Sp}(A))$ and $f \geq 0$ implies $f(A) \geq 0$.
(ii) $f, g \in C(\operatorname{Sp}(A))$ and $f \geq g$ implies $f(A) \geq g(A)$.
(iii) $A \geq 0$ and $f_{1 / 2}(t)=\sqrt{t}$ implies $f_{1 / 2}(A)=A^{1 / 2}$.
(iv) $f_{s}(t)=|t|$ implies $f_{s}(A)=|A|$.

Proof.
(i) Since $f \geq 0$, we can choose $g=\sqrt{f} \in C(\operatorname{Sp}(A))$ and $f=g^{2}=\bar{g} g$. Hence we have $f(A)=g(A)^{*} g(A) \geq 0$.
(ii) follows from (i).
(iii) Since $A \geq 0$, it follows from Theorem 1.7 that $f_{1 / 2}(t)=\sqrt{t} \in C(\operatorname{Sp}(A))$. Also, $f_{1}=$ $f_{1 / 2}^{2}$ implies $A=f_{1}(A)=f_{1 / 2}(A)^{2}$. By (i), we have $f_{1 / 2}(A) \geq 0$ and hence $f_{1 / 2}(A)=A^{1 / 2}$.
(iv) $f_{s}^{2}=f_{1}^{2}$ implies $f_{s}(A)^{2}=A^{2}=|A|^{2}$. Since $f_{s}(A) \geq 0$, we have $f_{s}(A)=|A|$.

We remark that the absolute value of an operator $A$ is defined by $|A|=\left(A^{*} A\right)^{1 / 2}$.
Theorem 1.9 An operator $A$ is positive if and only if there is an operator $B$ such that $A=B^{*} B$.

Proof. If $A$ is positive, take $B=\sqrt{A}$. If $A=B^{*} B$, then $\langle A x, x\rangle=\left\langle B^{*} B x, x\right\rangle=\|B x\|^{2} \geq 0$ for every $x \in H$. This yields that $A$ is positive.

Theorem 1.10 (GENERALIZED SChWARZ'S INEQUALITY) If A is positive, then

$$
|\langle A x, y\rangle|^{2} \leq\langle A x, x\rangle\langle A y, y\rangle
$$

for every $x, y \in H$.
Proof. It follows from Theorem 1.1 that

$$
|\langle A x, y\rangle|^{2}=\left|\left\langle A^{1 / 2} x, A^{1 / 2} y\right\rangle\right|^{2} \leq\left\|A^{1 / 2} x\right\|^{2}\left\|A^{1 / 2} y\right\|^{2}=\langle A x, x\rangle\langle A y, y\rangle .
$$

Theorem 1.11 Let A be a self-adjoint operator on $H$. Then
(i) $m_{A} I_{H} \leq A \leq M_{A} I_{H}$,
(ii) $\|A\|=\max \left\{\left|m_{A}\right|,\left|M_{A}\right|\right\}=\sup \{|\langle A x, x\rangle|:\|x\|=1\}$, where $m_{A}$ and $M_{A}$ are defined by (1.2).

Proof. The assertion (i) is clear by definition of $m_{A}$ and $M_{A}$.
Next, put $K=\max \left\{\left|m_{A}\right|,\left|M_{A}\right|\right\}$. It is easily checked that

$$
K=\sup \{|\langle A x, x\rangle|:\|x\|=1\} \leq\|A\| .
$$

By (i), we have

$$
-K\|x\|^{2} \leq m\|x\|^{2} \leq\langle A x, x\rangle \leq M\|x\|^{2} \leq K\|x\|^{2} .
$$

For each $x, y \in H$, since

$$
|\langle A(x+y), x+y\rangle| \leq K\|x+y\|^{2} \quad \text { and } \quad|\langle A(x-y), x-y\rangle| \leq K\|x-y\|^{2},
$$

it follows that

$$
|\langle A(x+y), x+y\rangle-\langle A(x-y), x-y\rangle| \leq K\left(\|x+y\|^{2}+\|x-y\|^{2}\right) .
$$

By the parallelogram identity, we have

$$
\begin{equation*}
4|\operatorname{Re}\langle A x, y\rangle| \leq 2 K\left(\|x\|^{2}+\|y\|^{2}\right) \tag{1.3}
\end{equation*}
$$

Put $y=\frac{\|x\|}{\|A x\|} A x$ for $A x \neq 0$. Then $\|x\|=\|y\|$ and $\operatorname{Re}\langle A x, y\rangle=\|x\|\|A x\|$. Therefore, by (1.3) we have

$$
\begin{equation*}
\|A x\| \leq K\|x\| . \tag{1.4}
\end{equation*}
$$

If $A x=0$, then (1.4) holds automatically. Hence we have $\|A\| \leq K$. Therefore we have $\|A\|=K$.

Corollary 1.1 If $A$ is a self-adjoint operator, then $r(A)=\|A\|$ and $\left\|A^{n}\right\|=\|A\|^{n}$ for $n \in \mathbb{N}$.
Proof. By Theorem 1.11, it follows that $r(A)=\|A\|$. By the spectral mapping theorem, we have $p(\operatorname{Sp}(A))=\operatorname{Sp}(p(A))$ for polynomial $p$. Therefore, we have $\|A\|^{n}=r(A)^{n}=$ $r\left(A^{n}\right)=\left\|A^{n}\right\|$.

### 1.3 Spectral decomposition theorem

We shall introduce the spectral decomposition theorem for self-adjoint, bounded linear operators on a Hilbert space $H$. To show it, we need the following notation and lemma.

Definition 1.5 If A is an operator on a Hilbert space H, then the kernel of A, denoted by $\operatorname{ker} A$, is the closed subspace $\{x \in H: A x=0\}$, and the range of $A$, denoted by $\operatorname{ran} A$, is the subspace $\{A x: x \in H\}$.

Lemma 1.2 If $A$ is an operator on a Hilbert space $H$, then

$$
\operatorname{ker} A=\left(\operatorname{ran} A^{*}\right)^{\perp} \quad \text { and } \quad \operatorname{ker} A^{*}=(\operatorname{ran} A)^{\perp}
$$

Proof. If $x \in \operatorname{ker} A$, then $\left\langle A^{*} y, x\right\rangle=\langle y, A x\rangle=0$ for all $y \in H$, and hence $x$ is orthogonal to ran $A^{*}$. Conversely, if $x$ is orthogonal to ran $A^{*}$, then $\langle A x, y\rangle=\left\langle x, A^{*} y\right\rangle=0$ for all $y \in H$, which implies $A x=0$. Therefore, $x \in \operatorname{ker} A$ and hence $\operatorname{ker} A=\left(\operatorname{ran} A^{*}\right)^{\perp}$. We have the second relation by replacing $A$ by $A^{*}$.

Definition 1.6 A family of projections $\{e(\lambda): \lambda \in \mathbb{R}\}$ is said to be a resolution of the identity if the following properties hold:
(i) $\lambda<\lambda^{\prime} \Longrightarrow e(\lambda) \leq e\left(\lambda^{\prime}\right)$,
(ii) $e(-\infty)=O \quad$ and $\quad e(\infty)=I_{H}$,
(iii) $e(\lambda+0)=e(\lambda) \quad(-\infty<\lambda<\infty)$,
where $e(\lambda+0)=s-\lim _{\mu \rightarrow \lambda+0} e(\mu)$.
Theorem 1.12 Let A be a self-adjoint operator on a Hilbert space $H$ and $m=m_{A}, M=$ $M_{A}$ as defined by (1.2). Then there exists a resolution of the identity $\{e(\lambda): \lambda \in \mathbb{R}\}$ such that

$$
A=\int_{m-0}^{M} \lambda \mathrm{~d} e(\lambda), \quad e(m-0)=0 \quad \text { and } \quad e(M)=I_{H} .
$$

In particular,

$$
\begin{equation*}
\langle A x, x\rangle=\int_{m-0}^{M} \lambda \mathrm{~d}\langle e(\lambda) x, x\rangle \quad \text { for every } x \in H \tag{1.5}
\end{equation*}
$$

Proof. We prove only (1.5). Put $e(\lambda)=\operatorname{proj}\left(\operatorname{ker}\left(\left(A-\lambda I_{H}\right)^{+}\right)\right)$for $\lambda \in \mathbb{R}$, where $A^{+}=(|A|+A) / 2$. Then it follows that $\{e(\lambda): \lambda \in \mathbb{R}\}$ is a resolution of the identity and $e(m-0)=0, e(M)=I_{H}$ :
(i) Let $\lambda<\lambda^{\prime}$. Since $A-\lambda I_{H} \geq A-\lambda^{\prime} I_{H}$, we have $\left(A-\lambda I_{H}\right)^{+} \geq\left(A-\lambda^{\prime} I_{H}\right)^{+} \geq 0$. If $\left(A-\lambda I_{H}\right)^{+} x=0$, then

$$
0=\left\langle\left(A-\lambda I_{H}\right)^{+} x, x\right\rangle \geq\left\langle\left(A-\lambda^{\prime} I_{H}\right)^{+} x, x\right\rangle \geq 0
$$

and hence $\left(A-\lambda^{\prime} I_{H}\right) x=0$. Therefore, we have $\operatorname{ker}\left(\left(A-\lambda I_{H}\right)^{+}\right) \subset \operatorname{ker}\left(\left(A-\lambda^{\prime} I_{H}\right)^{+}\right)$and this implies $e(\lambda) \leq e\left(\lambda^{\prime}\right)$.
(ii) If $x \in \operatorname{ran}(e(\lambda))=\operatorname{ker}\left(\left(A-\lambda I_{H}\right)^{+}\right)$, then $\left(A-\lambda I_{H}\right)^{+} x=0$ implies $\left(A-\lambda I_{H}\right) x=$ $-\left(A-\lambda I_{H}\right)^{-} x$ and hence

$$
\left\langle\left(A-\lambda I_{H}\right) x, x\right\rangle=-\left\langle\left(A-\lambda I_{H}\right)^{-} x, x\right\rangle \leq 0
$$

Therefore we have $\langle A x, x\rangle \leq \lambda\|x\|^{2}$.
(iii) If $x \in \operatorname{ran}\left(I_{H}-e(\lambda)\right)=\left(\operatorname{ker}\left(\left(A-\lambda I_{H}\right)^{+}\right)^{\perp}\right.$, then $\left(A-\lambda I_{H}\right)^{-} x \in \operatorname{ker}\left(\left(A-\lambda I_{H}\right)^{+}\right)$ because $\left(A-\lambda I_{H}\right)^{+}\left(A-\lambda I_{H}\right)^{-}=0$. Hence $\left\langle\left(A-\lambda I_{H}\right)^{-} x, x\right\rangle=0$ and $\left\langle\left(A-\lambda I_{H}\right) x, x\right\rangle=$
$\left\langle\left(A-\lambda I_{H}\right)^{+} x, x\right\rangle \geq 0$. Therefore we have $\langle A x, x\rangle \geq \lambda\|x\|^{2}$. If the equality holds, then $\left\langle\left(A-\lambda I_{H}\right)^{+} x, x\right\rangle=0$ and hence $\left(A-\lambda I_{H}\right) x=0$. Therefore we have $x \in \operatorname{ker}\left(\left(A-\lambda I_{H}\right)^{+}\right)$ and hence $x=0$. Summing up, $x \in \operatorname{ran}\left(I_{H}-e(\lambda)\right), x \neq 0$ implies $\langle A x, x\rangle>\lambda\|x\|^{2}$.
(iv) If $\lambda<m$ and $x \in \operatorname{ran}(e(\lambda))$, then it follows from (ii) that $m\|x\|^{2} \leq\langle A x, x) \leq \lambda\|x\|^{2}$ and hence $x=0$. Therefore we have $e(\lambda)=O$, so that $e(m-0)=O$.
(v) If $\lambda \geq M$ and $x \in \operatorname{ran}\left(I_{H}-e(\lambda)\right)$, then it follows from (iii) that $\lambda\|x\|^{2} \leq\langle A x, x\rangle \leq$ $M\|x\|^{2}$ and hence $x=0$. Therefore we have $I_{H}-e(\lambda)=O$, so that $e(\lambda)=I_{H}$. In particular, we have $e(M)=I_{H}$.
(vi) If $\lambda<m$ or $\lambda \geq M$, then it follows from (iv), (v) that $e(\lambda)=e(\lambda-0)$. Suppose that $m \leq \lambda<M$. Put $P=e(\lambda-0)-e(\lambda)$. For $\lambda<\lambda^{\prime}<M$, we have $\operatorname{ran}(P) \subset$ $\left.\left.\operatorname{ran}\left(e\left(\lambda^{\prime}\right)-e(\lambda)\right)^{\prime}\right)-e(\lambda)\right)=\operatorname{ran}\left(e\left(\lambda^{\prime}\right)\right) \cap \operatorname{ran}\left(I_{H}-e(\lambda)\right)$. Hence $x \in \operatorname{ran}(P)$ and $x \neq 0$ implies $\lambda\|x\|^{2}<\langle A x, x\rangle \leq \lambda^{\prime}\|x\|^{2}$ by (ii) and (iii). As $\lambda^{\prime} \rightarrow \lambda+0$, we get $\lambda\|x\|^{2}<\lambda\|x\|^{2}$, which is a contradiction. Therefore we have $\operatorname{ran}(P)=\{0\}$, so that $P=e(\lambda+0)-e(\lambda)=O$.

For all $\varepsilon>0$, we choose $\delta>0$ such that

$$
\Delta: \alpha=\lambda_{0}<\lambda_{1}<\cdots<\lambda_{n}=\beta, \quad \xi_{k} \in\left[\lambda_{k-1}, \lambda_{k}\right] \quad k=1, \cdots, n
$$

and

$$
|\Delta|=\max \left\{\lambda_{k}-\lambda_{k-1}: k=1, \cdots, n\right\}<\delta .
$$

Since $A$ commutes with $e(\lambda)$ for each $\lambda \in \mathbb{R}$, it follows that

$$
A=\sum_{k=1}^{n} A\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right)
$$

For every $x \in H$, we have

$$
\begin{aligned}
& \left|\langle A x, x\rangle-\sum_{k=1}^{n} \xi_{k}\left\langle\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right) x, x\right\rangle\right| \\
& =\left|\sum_{k=1}^{n}\left\langle A\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right) x, x\right\rangle-\sum_{k=1}^{n} \xi_{k}\left\langle\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right) x, x\right\rangle\right| \\
& \leq \sum_{k=1}^{n}\left|\left\langle\left(A-\xi_{k} I\right)\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right) x,\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right) x\right\rangle\right| \\
& \leq \sum_{k=1}^{n}\left(\lambda_{k}-\lambda_{k-1}\right)\left\|\left(e\left(\lambda_{k}\right)-e\left(\lambda_{k-1}\right)\right) x\right\|^{2} \\
& \leq|\Delta|\|x\|^{2} \leq \varepsilon
\end{aligned}
$$

Hence we have the desired result $\langle A x, x\rangle=\int_{m-0}^{M} \lambda \mathrm{~d}\langle e(\lambda) x, x\rangle$.
Definition 1.7 Let A be a self-adjoint operator on a Hilbert space $H$ and $m=m_{A}, M=$ $M_{A}$ as defined by (1.2). For a real valued continuous function $f(\lambda)$ on $[m, M]$, a self-adjoint operator $f(A)$ is defined by

$$
f(A)=\int_{m-0}^{M} f(\lambda) \mathrm{d} e(\lambda)
$$

In particular,

$$
A^{r}=\int_{m-0}^{M} \lambda^{r} \mathrm{~d} e(\lambda) \quad \text { for all } r>0 \text { and } \quad A^{\frac{1}{2}}=\int_{m-0}^{M} \lambda^{\frac{1}{2}} \mathrm{~d} e(\lambda) .
$$

In the last part of this chapter, we present the polar decomposition for an operator.
Every complex number can be written as the product of a nonnegative number and a number of modulus one:

$$
z=|z| \mathrm{e}^{i \theta} \quad \text { for a complex number } z
$$

We shall attempt a similar argument for operators on an infinite dimensional Hilbert space. Before considering this result, we need to introduce the notion of a partial isometry.
Definition 1.8 An operator $V$ on a Hilbert space $H$ is a partial isometry if $\|V x\|=\|x\|$ for $x \in(\operatorname{ker} V)^{\perp}$, which is called the initial space of $V$.

We consider a useful characterization of partial isometries:
Lemma 1.3 Let $V$ be an operator on a Hilbert space $H$. The following are equivalent:
(i) $V$ is a partial isometry.
(ii) $V^{*}$ is a partial isometry.
(iii) $V^{*} V$ is a projection.
(iv) $V V^{*}$ is a projection.

Moreover, if $V$ is a partial isometry, then $V V^{*}$ is the projection onto the range of $V$, while $V^{*} V$ is the projection onto the initial space.

Proof. Suppose that $V$ is a partial isometry. Since

$$
\left\langle\left(I-V^{*} V\right) x, x\right\rangle=\langle x, x\rangle-\left\langle V^{*} V x, x\right\rangle=\|x\|^{2}-\|V x\|^{2} \quad \text { for } x \in H,
$$

it follows that $I-V^{*} V$ is a positive operator. Now if $x$ is orthogonal to ker $V$, then $\|V x\|=$ $\|x\|$ which implies that $\left\langle\left(I-V^{*} V\right) x, x\right\rangle=0$. Since $\left\|\left(I-V^{*} V\right)^{1 / 2} x\right\|^{2}=\left\langle\left(I-V^{*} V\right) x, x\right)=0$, we have $\left(I-V^{*} V\right) x=0$ or $V^{*} V x=x$. Therefore, $V^{*} V$ is the projection onto the initial space of $V$.

Conversely, if $V^{*} V$ is a projection and $x$ is orthogonal to ker $V^{*} V$, then $V^{*} V x=x$. Therefore,

$$
\|V x\|^{2}=\left\langle V^{*} V x, x\right\rangle=\langle x, x\rangle=\|x\|^{2}
$$

and hence $V$ preserves the norm on $\left(\operatorname{ker} V^{*} V\right)^{\perp}$. Moreover, if $V^{*} V x=0$, then $0=$ $\left\langle V^{*} V x, x\right\rangle=\|V x\|^{2}$ and consequently ker $V^{*} V=\operatorname{ker} V$. Therefore, $V$ is a partial isometry, and hence (i) and (iii) are equivalent.

Similarly, we have the equivalence of (ii) and (iv).
Moreover, if $V^{*} V$ is a projection, then $\left(V V^{*}\right)^{2}=V V^{*} V V^{*}=V V^{*}$, since $V\left(V^{*} V\right)=V$. Therefore, $V V^{*}$ is a projection, which completes the proof.

We now obtain the polar decomposition for an operator.

Theorem 1.13 If $A$ is an operator on a Hilbert space $H$, then there exists a positive operator $P$ and a partial isometry $V$ such that $A=V P$. Moreover, $V$ and $P$ are unique if ker $P=\operatorname{ker} V$.

Proof. If we set $P=|A|$, then

$$
\|P x\|^{2}=\langle P x, P x\rangle=\left\langle P^{*} P x, x\right\rangle=\left\langle A^{*} A x, x\right\rangle=\|A x\|^{2} \quad \text { for } x \in H .
$$

Thus, if we define $\tilde{V}$ on ran $P$ such that $\tilde{V} P x=A x$, then $\tilde{V}$ is well defined and is isometric. Hence, $\tilde{V}$ can be extended uniquely to an isometry from $\operatorname{clos}(\operatorname{ran} P)$ to $H$. If we further extend $\tilde{V}$ to $H$ by defining it to be the zero operator on $(\operatorname{ran} P)^{\perp}$, then the extended extended operator $V$ is a partial isometry satisfying $A=V P$ and $\operatorname{ker} V=(\operatorname{ran} P)^{\perp}=\operatorname{ker} P$ by Lemma 1.3.

We next consider uniqueness. Suppose $A=W Q$, where $W$ is a partial isometry, $Q$ is a positive operator, and $\operatorname{ker} W=\operatorname{ker} Q$. Then $P^{2}=A^{*} A=Q W^{*} W Q=Q^{2}$, since $W^{*} W$ is the projection onto

$$
(\operatorname{ker} W)^{\perp}=(\operatorname{ker} Q)^{\perp}=\operatorname{clos}(\operatorname{ran} Q) .
$$

Thus, by the uniqueness of the square root, we have $P=Q$ and hence $W P=V P$. Therefore, $W=V$ on ran $P$. But

$$
(\operatorname{ran} P)^{\perp}=\operatorname{ker} P=\operatorname{ker} W=\operatorname{ker} V
$$

and hence $W=V$ on $(\operatorname{ran} P)^{\perp}$. Therefore, $V=W$ and the proof is complete.
Corollary 1.2 If A is an operator on a Hilbert space H, then there exists a positive operator $Q$ and a partial isometry $W$ such that $A=Q W$. Moreover, $W$ and $Q$ are unique if $\operatorname{ran} Q=(\operatorname{ker} Q)^{\perp}$.

Proof. By Theorem 1.13, we obtain a partial isometry $V$ and a positive operator $P$ such that $A^{*}=V P$. Taking adjoints we have $A=P V^{*}$, which is the form that we desire with $W=V^{*}$ and $Q=P$. Moreover, the uniqueness also follows from Theorem 1.13 since $\operatorname{ran} W=(\operatorname{ker} Q)^{\perp}$ if and only if

$$
\operatorname{ker} V=\operatorname{ker} W^{*}=(\operatorname{ran} W)^{\perp}=(\operatorname{ker} Q)^{\perp \perp}=\operatorname{ker} P
$$

### 1.4 Notes

For our exposition we have used [276], [45], [143], [18].

## Kantorovich Inequality and Mond-Pečarić Method

This chapter tells the history of the Kantorovich inequality, and describes how the Kantorovich inequality has developed in the field of operator inequalities. In such context, so called "the Mond-Pečarić method" for convex functions established by Mond and Pečarić has outlined a more complete picture of that inequality in the field of operator inequalities.

### 2.1 History

The story of the Kantorovich inequality is a very interesting example how a mathematician creates mathematics. It provides a deep insight into how a principle raised from the Kantorovich inequality has developed in the field of operator inequalities on a Hilbert space, and perhaps, more importantly, it has initiated a new way of thinking and new methods in operator theory, noncommutative differential geometry, quantum information theory and noncommutative probability theory. We call this principle the Mond-Pečarić method for convex functions.

In 1959, Greub and Rheinboldt published the celebrated paper [132]. It is just the birth of the Kantorovich inequality. They stated that Kantorovich proved the following inequality.

Theorem K1 If the sequence $\left\{\gamma_{k}\right\}(k=1,2, \cdots)$ of real numbers has the property

$$
0<m \leq \gamma_{k} \leq M
$$

and $\left\{\xi_{k}\right\}(k=1,2, \cdots)$ denotes another sequence with $\sum_{k=1}^{\infty} \xi_{k}^{2}<\infty$, then the inequality

$$
\begin{equation*}
\sum_{k=1}^{\infty} \gamma_{k} \xi_{k}^{2} \sum_{k=1}^{\infty} \frac{1}{\gamma_{k}} \xi_{k}^{2} \leq \frac{(M+m)^{2}}{4 M m}\left[\sum_{k=1}^{\infty} \xi_{k}^{2}\right]^{2} \tag{2.1}
\end{equation*}
$$

holds.
It seems to be the first paper which introduced (2.1) to the world of mathematics. Moreover, they say that Kantorovich pointed out that (2.1) is a special case of the following inequality enunciated by G. Pólya and G. Szegö [253].
Theorem PS If real numbers $a_{k}$ and $b_{k}(k=1, \cdots, n)$ fulfill the conditions

$$
0<m_{1} \leq a_{k} \leq M_{1} \quad \text { and } \quad 0<m_{2} \leq b_{k} \leq M_{2}
$$

respectively, then

$$
\begin{equation*}
1 \leq \frac{\sum_{k=1}^{n} a_{k}^{2} \sum_{k=1}^{n} b_{k}^{2}}{\left[\sum_{k=1}^{n} a_{k} b_{k}\right]^{2}} \leq \frac{\left(M_{1} M_{2}+m_{1} m_{2}\right)^{2}}{4 m_{1} m_{2} M_{1} M_{2}} \tag{2.2}
\end{equation*}
$$

To understand (2.1) in Theorem K1 well, if we put $\xi_{k}=1 / \sqrt{n}$ for $k=1, \cdots, n$, then (2.1) implies

$$
\begin{equation*}
\frac{\gamma_{1}+\cdots+\gamma_{n}}{n} \cdot \frac{\gamma_{1}^{-1}+\cdots+\gamma_{n}^{-1}}{n} \leq \frac{(M+m)^{2}}{4 M m} \tag{2.3}
\end{equation*}
$$

Summing up, whenever $\gamma_{k}^{\prime} \mathrm{s}$ move in the closed interval $[m, M$ ], the left-hand side of (2.3) does not absolutely exceed the constant $\frac{(M+m)^{2}}{4 M m}$. At present, the constant $\frac{(M+m)^{2}}{4 M m}$ is called the Kantorovich constant.

Greub and Rheinboldt moreover went ahead with the ideas of Kantorovich and proved the following theorem as a generalization of the Kantorovich inequality.

Theorem K2 Given a self-adjoint operator A on a Hilbert space H. If A fulfills the condition

$$
m I_{H} \leq A \leq M I_{H} \quad \text { for some scalars } 0<m \leq M,
$$

then

$$
\begin{equation*}
\langle x, x\rangle^{2} \leq\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}\langle x, x\rangle^{2} \tag{2.4}
\end{equation*}
$$

for all $x \in H$.
Though this formulation is very simple, how to generalize (2.1) might be not plain. In the case that $A$ is matrix, then (2.4) can be expressed as follows: Put

$$
A=\left(\begin{array}{ccccc}
\gamma_{1} & & & & 0 \\
& \gamma_{2} & & & \\
& & \ddots & & \\
& & & \gamma_{n} & \\
& & & & \ddots
\end{array}\right) \quad \text { and } \quad x=\left(\begin{array}{c}
\xi_{1} \\
\xi_{2} \\
\vdots \\
\vdots \\
\xi_{n} \\
\vdots
\end{array}\right)
$$

Then

$$
A^{-1}=\left(\begin{array}{lllll}
\gamma_{1}^{-1} & & & & 0 \\
& \gamma_{2}^{-1} & & & \\
& & \ddots & & \\
& & & \gamma_{n}^{-1} & \\
& & & & \ddots
\end{array}\right)
$$

and we get

$$
\langle A x, x\rangle=\sum_{k-1}^{\infty} \gamma_{k} \xi_{k}^{2} \quad \text { and } \quad\left\langle A^{-1} x, x\right\rangle=\sum_{k=1}^{\infty} \gamma_{k}^{-1} \xi_{k}^{2}
$$

We shall agree that (2.4) is called a generalization of the Kantorovich inequality (2.1).
Though Greub and Rheinboldt carefully cite the Kantorovich inequality, they do not tell anything about his motivation for considering the inequality (2.1). What is his motive for considering (2.1)? Thus, we shall attempt to investigate Kantorovich's original paper in this occasion. It is written in Russian and very old. We read the original paper in an English translation [156]. It seems that he was interested in the mathematical formulation of economics, as he provided a detailed commentary on how to carry out mathematical analysis in economic activities. Now, when we read [156] slowly and carefully, we find the inequality (2.1) in question, in the middle of the paper [156].

Lemma K The inequality

$$
\begin{equation*}
\sum_{k} \gamma_{k} u_{k}^{2} \sum_{k} \gamma_{k}^{-1} u_{k}^{2} \leq \frac{1}{4}\left[\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}\right]^{2}\left(\sum_{k} u_{k}^{2}\right)^{2} \tag{2.5}
\end{equation*}
$$

holds, $m$ and $M$ being the bounds of the numbers $\gamma_{k}$

$$
0<m \leq \gamma_{k} \leq M .
$$

The coefficient in the right-hand side of (2.5) seems to be different from the one in (2.1). However, since

$$
\frac{1}{4}\left[\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}\right]^{2}=\frac{1}{4}\left[\frac{M+m}{\sqrt{M m}}\right]^{2}=\frac{(M+m)^{2}}{4 M m}
$$

the constant of (2.5) coincides with one of (2.1). Following Kantorovich's original paper, we know that Kantorovich represents an upper bound as (2.5). Therefore the Kantorovich constant $\frac{(M+m)^{2}}{4 M m}$ is deformed by Greub and Rheinboldt. Examining the history of mathematics a little more, Henrici [141] pointed out that in the case of equal weights, the inequality (2.3) is due to Schweitzer [258] in 1914. How Kantorovich proved the inequality (2.5) in Lemma K is a very interesting matter:

Proof of Lemma K. We may prove it in the case of finite sums $\gamma_{1} \leq \gamma_{2} \leq \cdots \leq \gamma_{n}$ and $\sum_{k=1}^{n} u_{k}^{2}=1$. We shall seek the maximum of

$$
G=\sigma \tilde{\sigma}=\left(\sum_{k=1}^{n} \gamma_{k} u_{k}^{2}\right)\left(\sum_{k=1}^{n} \frac{1}{\gamma_{k}} u_{k}^{2}\right)
$$

under the condition that $\sum_{k=1}^{n} u_{k}^{2}=1$. By using the method of Lagrange multipliers, if we equate to zero the derivatives of the function

$$
F=G-\lambda\left(\sum_{k=1}^{n} u_{k}^{2}-1\right)
$$

then we have

$$
\frac{1}{2} \frac{\partial F}{\partial u_{s}}=\sigma \frac{1}{\gamma_{s}} u_{s}+\tilde{\sigma} \gamma_{s} u_{s}-\lambda u_{s}=0, \quad \text { i.e. } u_{s}\left(\sigma+\tilde{\sigma} \gamma_{s}^{2}-\lambda \gamma_{s}\right)=0
$$

The second factor in the last expression, being a polynomial of the second degree in $\gamma_{s}$, can reduce to zero at not more than two values of $s$; let these be $s=k, l$. For the remaining values of $s, u_{s}$ must be zero. But then

$$
\begin{aligned}
G_{\max } & =\left(\gamma_{k} u_{k}^{2}+\gamma_{l} u_{l}^{2}\right)\left(\frac{1}{\gamma_{k}} u_{k}^{2}+\frac{1}{\gamma_{l}} u_{l}^{2}\right) \\
& =\frac{1}{4}\left[\sqrt{\frac{\gamma_{k}}{\gamma_{l}}}+\sqrt{\frac{\gamma_{l}}{\gamma_{k}}}\right]^{2}\left(u_{k}^{2}+u_{l}^{2}\right)^{2}-\frac{1}{4}\left[\sqrt{\frac{\gamma_{k}}{\gamma_{l}}}+\sqrt{\frac{\gamma_{l}}{\gamma_{k}}}\right]^{2}\left(u_{k}^{2}-u_{l}^{2}\right)^{2} \\
& \leq \frac{1}{4}\left[\sqrt{\frac{\gamma_{k}}{\gamma_{l}}}+\sqrt{\frac{\gamma_{l}}{\gamma_{k}}}\right]^{2} \leq \frac{1}{4}\left[\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}\right]^{2} .
\end{aligned}
$$

Why does Kantorovich need the inequality (2.1)? If we only read the paper due to Greub and Rheinboldt, we probably cannot fully understand those circumstances. However, having thoroughly read [156], we are able to explain the necessity of the Kantorovich inequality.

Kantorovich says that as is generally known, a significant part of the problems of mathematical physics - the majority of the linear problems of analysis - may be reduced to a problem of the extremum of quadratic functionals. This fact may be utilized, on the one hand for different theoretical investigations relating to these problems. On the other hand, it serves as a basis for direct methods of solving the problems named. A certain method of successive approximations for the solution of problems concerning the minimum of quadratic functionals, and of the linear problems connected with them, is elaborated - the method of steepest descent.

Let $H$ be a real Hilbert space and $A$ a self-adjoint (bounded linear) operator on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$.

We shall consider the method of steepest descent as it applies to the solution of the equation

$$
\begin{equation*}
L(x)=A x-y=0, \tag{2.6}
\end{equation*}
$$

where $x$ and $y$ are in $H$. We introduce the quadratic functional

$$
\begin{equation*}
H(x)=\langle A x, x\rangle-2\langle y, x\rangle . \tag{2.7}
\end{equation*}
$$

For a given $y \in H$, a vector $x_{0} \in H$ is the solution of $L(x)=0$ if and only if $x_{0} \in H$ attains the minimum of $H(x)$.

Indeed, suppose that $x \in H$ satisfies $H(x)=\min _{u \in H} H(u)$. Then for each nonzero $z \in H$ and a real parameter $\alpha \in \mathbb{R}$, it follows that

$$
H(x+\alpha z)-H(x) \geq 0
$$

and this implies

$$
\begin{aligned}
H(x+\alpha z)-H(x) & =\langle A x+\alpha A z, x+\alpha z\rangle-2\langle y, x+\alpha z\rangle-H(x) \\
& =\alpha[\langle A x, z\rangle+\langle A z, x\rangle]+\alpha^{2}\langle A z, z\rangle-2 \alpha\langle y, z\rangle \\
& =2 \alpha\langle A x-y, z\rangle+\alpha^{2}\langle A z, z\rangle \geq 0 .
\end{aligned}
$$

Since $A$ is positive invertible, we have $\langle A z, z\rangle>0$. Since the inequality above holds for all $\alpha \in \mathbb{R}$, we get $(A x-y, z)=0$ for all nonzero $z \in H$. Therefore we have $A x-y=0$ and hence $x \in H$ is the solution of $L(x)=0$.

Conversely, suppose that $x \in H$ is the solution of $L(x)=A x-y=0$. Then

$$
\begin{equation*}
H(x+z)-H(x)=\langle A z, z\rangle+2\langle A x-y, z\rangle=\langle A z, z\rangle>0 \tag{2.8}
\end{equation*}
$$

for all nonzero $z \in H$. For each $y \in H$, if we put $z=y-x$ in (2.8), then we have $H(y) \geq H(x)$ and this implies $H(x)=\min _{y \in H} H(y)$.

In this way, if the problem of solving an equation (2.6) reduces to the problem of seeking the minimum of the functional (2.7), then this fact is named the variational principle of the equation.

In seeking the minimum of a functional (2.7) we shall employ the method of steepest descent. Now, we consider the following three procedures (0), (1) and (2):
(0) For a given initial vector $x_{0} \in H$, we find a sequence $\left\{x_{n}\right\} \subset H$ such that

$$
H\left(x_{0}\right)>H\left(x_{1}\right)>\cdots>H\left(x_{n}\right)>\cdots \rightarrow \min _{u \in H} H(u)=H(x) .
$$

(1) By induction, we construct a sequence $\left\{x_{n}\right\} \subset H$ such that

$$
x_{n+1}=x_{n}+\alpha_{n} z_{n}
$$

for $\alpha_{n} \in \mathbb{R}$ and $z_{n} \in H$.
(2) Moreover, we choose $\alpha_{n} \in \mathbb{R}$ such that

$$
\begin{equation*}
H\left(x_{n}+\alpha_{n} z_{n}\right)=\min _{t \in \mathbb{R}} H\left(x_{n}+t z_{n}\right) . \tag{2.9}
\end{equation*}
$$

The following lemma shows that the condition (0) implies the convergence of $\left\{x_{n}\right\}$.

Lemma 2.1 Let $x$ be the solution of $L(x)=A x-y=0$. If a sequence $\left\{x_{n}\right\}$ satisfies

$$
H\left(x_{0}\right)>H\left(x_{1}\right)>\cdots>H\left(x_{n}\right)>\cdots \rightarrow \min _{u \in H} H(u)=H(x),
$$

then $x_{n} \rightarrow x$ as $n \rightarrow \infty$.
Proof.

$$
\begin{aligned}
H\left(x_{n}\right)-H(x) & =\left\langle A x_{n}, x_{n}\right\rangle-2\left\langle y, x_{n}\right\rangle-\langle A x, x\rangle+2\langle y, x\rangle \\
& =2\left\langle A x-y, x_{n}-x\right\rangle+\left\langle A\left(x_{n}-x\right), x_{n}-x\right\rangle \\
& =\left\langle A\left(x_{n}-x\right), x_{n}-x\right\rangle \geq m\left\|x_{n}-x\right\|^{2},
\end{aligned}
$$

because $m\langle z, z\rangle \leq\langle A z, z\rangle \leq M\langle z, z\rangle$ for every $z \in H$ by the assumption. Therefore $\lim _{n \rightarrow \infty} H\left(x_{n}\right)=H(x)$ implies $\lim _{n \rightarrow \infty} x_{n}=x$.

The following lemma determines the form of $\alpha_{n}$.
Lemma 2.2 If (2.9) holds, then

$$
\alpha_{n}=\frac{\left\langle z_{n}, z_{n}\right\rangle}{\left\langle A z_{n}, z_{n}\right\rangle}
$$

where $z_{n}=y-A x_{n}$.
Proof.

$$
\begin{aligned}
H\left(x_{n}+t z_{n}\right) & =\left\langle A z_{n}, z_{n}\right\rangle t^{2}+2\left(\left\langle A x_{n}, z_{n}\right\rangle-\left\langle y, z_{n}\right\rangle\right) t+H\left(x_{n}\right) \\
& =\left\langle A z_{n}, z_{n}\right\rangle t^{2}+2\left\langle z_{n}, z_{n}\right\rangle t+H\left(x_{n}\right) \\
& =\left\langle A z_{n}, z_{n}\right\rangle\left(t-\frac{\left\langle z_{n}, z_{n}\right\rangle}{\left\langle A z_{n}, z_{n}\right\rangle}\right)^{2}-\frac{\left\langle z_{n}, z_{n}\right\rangle^{2}}{\left\langle A z_{n}, z_{n}\right\rangle}+H\left(x_{n}\right)
\end{aligned}
$$

Therefore, $t=\frac{\left\langle z_{n}, z_{n}\right\rangle}{\left\langle A z_{n}, z_{n}\right\rangle}$ attains the minimum of $H\left(x_{n}+t z_{n}\right)$.
By the proof of Lemma 2.2, we have

$$
H\left(x_{n+1}\right)=H\left(x_{n}\right)-\frac{\left\langle z_{n}, z_{n}\right\rangle^{2}}{\left\langle A z_{n}, z_{n}\right\rangle}<H\left(x_{n}\right)
$$

and hence we have

$$
H\left(x_{0}\right)>H\left(x_{1}\right)>\cdots>H\left(x_{n}\right)>\cdots
$$

Theorem K4 The successive approximations $\left\{x_{n}\right\} \subset H$ constructed by the method of steepest descent converge strongly to the solution of the equation (2.6) with the speed of a geometrical progression.

Proof. Let $x^{*}$ be the solution of equation (2.6) and $\Delta_{n} H=H\left(x_{n}\right)-H\left(x^{*}\right)$. It is obtained that the change $\Delta_{n} H$ of $H$ in passing from $x^{*}$ to $x_{n}$ is

$$
\Delta_{n} H=H\left(x_{n}\right)-H\left(x^{*}\right)=\left\langle A\left(x^{*}-x_{n}\right), x^{*}-x_{n}\right\rangle .
$$

Also, since

$$
z_{n}=y-A x_{n}
$$

and

$$
z_{n+1}=y-A x_{n+1}=z_{n}-\alpha_{n} A z_{n},
$$

it follows that

$$
\Delta_{n} H=\left\langle A\left(x_{n}-x^{*}\right), x_{n}-x^{*}\right\rangle=\left\langle A^{-1} z_{n}, z_{n}\right\rangle
$$

and

$$
\Delta_{n+1} H=\left\langle A\left(x_{n+1}-x^{*}\right), x_{n+1}-x^{*}\right\rangle=\Delta_{n} H-2 \alpha_{n}\left\langle z_{n}, z_{n}\right\rangle+\alpha_{n}^{2}\left\langle A z_{n}, z_{n}\right\rangle .
$$

By the definition of $\alpha_{n}$, we have

$$
\begin{align*}
\frac{\Delta_{n} H-\Delta_{n+1} H}{\Delta_{n} H} & =\frac{2 \alpha_{n}\left\langle z_{n}, z_{n}\right\rangle-\alpha_{n}^{2}\left\langle A z_{n}, z_{n}\right\rangle}{\left\langle A^{-1} z_{n}, z_{n}\right\rangle} \\
& =\frac{\left\langle z_{n}, z_{n}\right\rangle^{2}}{\left\langle A z_{n}, z_{n}\right\rangle\left\langle A^{-1} z_{n}, z_{n}\right\rangle} \tag{2.10}
\end{align*}
$$

We notice the form of a generalization of the Kantorovich inequality due to GreubRheinboldt in the last expression of (2.10).

For the estimation of this ratio let us make use of the spectral decomposition of an operator $A$ :

$$
\begin{equation*}
A=\int_{m}^{M} \lambda d e_{\lambda} \quad \text { and } \quad\left\langle A z_{1}, z_{1}\right\rangle=\int_{m}^{M} \lambda \mathrm{~d}\left\langle e_{\lambda} z_{1}, z_{1}\right\rangle=\lim \sum \lambda\left\langle\Delta e_{\lambda} z_{1}, z_{1}\right\rangle \tag{2.11}
\end{equation*}
$$

analogously

$$
\begin{equation*}
\left\langle z_{1}, z_{1}\right\rangle=\lim \sum\left\langle\Delta e_{\lambda} z_{1}, z_{1}\right\rangle \quad \text { and } \quad\left\langle A^{-1} z_{1}, z_{1}\right\rangle=\lim \sum \frac{1}{\lambda}\left\langle\Delta e_{\lambda} z_{1}, z_{1}\right\rangle . \tag{2.12}
\end{equation*}
$$

Replacing in expression (2.10) the inner product by their approximate value as given by (2.11) and (2.12), we have

$$
\begin{aligned}
\frac{\Delta_{n} H-\Delta_{n+1} H}{\Delta_{n} H} & =\frac{\left[\sum\left\langle\Delta e_{\lambda} z_{1}, z_{1}\right\rangle\right]^{2}}{\sum \lambda\left\langle\Delta e_{\lambda} z_{1}, z_{1}\right\rangle \sum \frac{1}{\lambda}\left\langle\Delta e_{\lambda} z_{1}, z_{1}\right\rangle} \\
& \geq \frac{4 M m}{(M+m)^{2}}>0
\end{aligned}
$$

The Kantorovich inequality is utilized here to estimate a lower bound!
The approximate equality here is correct with as small an error as one pleases, and we have therefore an exact inequality

$$
\frac{\Delta_{n} H-\Delta_{n+1} H}{\Delta_{n} H} \geq \frac{4 M m}{(M+m)^{2}}
$$

whence

$$
\Delta_{n+1} H \leq\left(1-\frac{4 M m}{(M+m)^{2}}\right) \Delta_{n} H=\left(\frac{M-m}{M+m}\right)^{2} \Delta_{n} H .
$$

Since $0 \leq \frac{M-m}{M+m}<1$, for a given initial vector $x_{0}$, we have

$$
\lim _{n \rightarrow \infty} \Delta_{n} H=0
$$

so that $\lim _{n \rightarrow \infty} H\left(x_{n}\right)=H\left(x^{*}\right)$. By Lemma 2.1, we have $x_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$ and this proves the assertion.

The rapidity of convergence of the process is of the order of a geometric progression with ratio $q=(M-m) /(M+m)$.

It is surprising that the Kantorovich inequality is utilized in the linear problems of analysis. We cannot understand this fact by reading [132] only. Also, as mentioned above, we think that Kantorovich proved the following form: If an operator $A$ on $H$ is positive such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M$, then

$$
\begin{equation*}
\frac{\langle x, x\rangle^{2}}{\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle} \geq \frac{4}{\left[\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}\right]^{2}} \tag{2.13}
\end{equation*}
$$

holds for every nonzero vector $x$ in $H$.
Namely, the Kantorovich inequality is not only the form (2.1) shown in Lemma K, but also the form (2.13) of the operator version.

Now, the theorem denoted by K2 is a generalization of the Kantorovich inequality in the operator form, as it was derived by Greub and Rheinboldt. In fact, we easily see that (2.13) implies Theorem K2. Therefore, one could say that Kantorovich proved Theorem K2 in a certain sense. At this point, it is suitable to cite a relevant part of [132]:

The subject of this paper is the proof of a generalized form of the inequality for linear, bounded and self-adjoint operators in Hilbert space. This generalized Kantorovich inequality proves to be equivalent to a similarly generalized form of the inequality which we shall call the generalized Pólya-Szegö inequality. Our generalized Kantorovich inequality is already implicitly contained in the paper of L.V.Kantorovich. However, its proof there involves the use of the theory of spectral decomposition for the operators in question. The proof we shall present here will proceed in a considerable simpler way.

Hence, from the underlined sentence we learn that the proof of Theorem K2 was essentially contained in [156]. Furthermore, we see that Greub and Rheinboldt prefer to avoid the spectral decomposition theorem in the proof, as they believe their own proof to be considerably simpler.

However, it turned out that their method of proof had a deep significance for mathematics. The impact of Theorem K2 could be compared to spreading of shock waves around the world of mathematics. Thus we present the proof of which Greub and Rheinboldt say that is simpler.

Proof of Theorem K2. The left hand side of the inequality follows directly from Schwarz's inequality

$$
\begin{aligned}
\langle x, x\rangle^{2} & =\left\langle A^{1 / 2} x, A^{-1 / 2} x\right\rangle^{2} \leq\left\langle A^{1 / 2} x, A^{1 / 2} x\right\rangle\left\langle A^{-1 / 2} x, A^{-1 / 2} x\right\rangle \\
& =\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle .
\end{aligned}
$$

We shall first prove the right hand side of (2.4) for finite dimensional space $H$. Then we will show that the proof for the general case can be reduced to that of the finite dimensional case.

Suppose that $H$ is a finite dimensional space. Then the unit sphere $S \subset H$ is compact. Hence, considered on $S$, the continuous functional

$$
f(x)=\frac{\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle}{\langle x, x\rangle^{2}}
$$

attains its maximum at a certain point, say $x_{0} \in S$, i.e.

$$
f\left(x_{0}\right)=\max _{x \in S} f(x)=\left\langle A x_{0}, x_{0}\right\rangle\left\langle A^{-1} x_{0}, x_{0}\right\rangle .
$$

With a fixed vector $y \in H$ and the real parameter $t(|t|<1)$ we consider the real valued function

$$
g(t)=f\left(x_{0}+t y\right)
$$

This function $g(t)$ has a relative maximum at $t=0$ and therefore we must necessarily have $g^{\prime}(0)=0$. Using the self-adjointness of $A$ and $A^{-1}$ we find

$$
g^{\prime}(0)=2\left\langle A x_{0}, y\right\rangle\left\langle A^{-1} x_{0}, x_{0}\right\rangle+2\left\langle A^{-1} x_{0}, y\right\rangle\left\langle A x_{0}, x_{0}\right\rangle-4 f\left(x_{0}\right)\left\langle x_{0}, y\right\rangle=0
$$

and thus

$$
\left\langle\gamma A x_{0}+\mu A^{-1} x_{0}-x_{0}, y\right\rangle=0
$$

holds for all $y \in H$, where

$$
\gamma=\frac{1}{2\left\langle A x_{0}, x_{0}\right\rangle} \quad \text { and } \quad \mu=\frac{1}{2\left\langle A^{-1} x_{0}, x_{0}\right\rangle} .
$$

Consequently

$$
x_{0}=\gamma A x_{0}+\mu A^{-1} x_{0} .
$$

Applying $A$ and $A^{-1}$ successively to this equation we find that

$$
A x_{0}=\gamma A^{2} x_{0}+\mu x_{0} \quad \text { and } \quad A^{-1} x_{0}=\gamma x_{0}+\mu A^{-2} x_{0}
$$

or

$$
\left(A-\frac{1}{2 \gamma} I_{H}\right)^{2} x_{0}=\frac{1-4 \gamma \mu}{4 \gamma^{2}} x_{0} \text { and }\left(A^{-1}-\frac{1}{2 \mu} I_{H}\right)^{2} x_{0}=\frac{1-4 \gamma \mu}{4 \mu^{2}} x_{0} .
$$

Taking into account the assumption $0<m I_{H} \leq A \leq M I_{H}$, we have

$$
4 \gamma \mu \frac{m}{M} \leq\left(1+(1-4 \gamma \mu)^{1 / 2}\right)^{2} \leq 4 \gamma \mu \frac{M}{m}
$$

It follows

$$
\left[4 \gamma \mu\left(\frac{m}{M}+1\right)-2\right]^{2} \leq 4(1-4 \gamma \mu) \leq\left[4 \gamma \mu\left(\frac{M}{m}+1\right)-2\right]^{2}
$$

or

$$
\frac{\gamma \mu}{M^{2}}\left[4 \gamma \mu(M+m)^{2}-4 m M\right] \leq 0 \leq \frac{\gamma \mu}{m^{2}}\left[4 \gamma \mu(M+m)^{2}-4 m M\right]
$$

and therefore

$$
4 \gamma \mu(M+m)^{2}-4 m M=0
$$

On the other hand, since

$$
4 \gamma \mu=\frac{1}{\left\langle A x_{0}, x_{0}\right\rangle\left\langle A^{-1} x_{0}, x_{0}\right\rangle},
$$

we finally have

$$
\begin{equation*}
\left\langle A x_{0}, x_{0}\right\rangle\left\langle A^{-1} x_{0}, x_{0}\right\rangle=\frac{(M+m)^{2}}{4 M m} \tag{2.14}
\end{equation*}
$$

which was to be proved. (2.14) shows furthermore that (at least in the finite dimensional case) the upper bound in (2.4) can not be improved.

We now remove the restriction of the finite-dimensionality of $H$. Let $x_{0}$ be a fixed vector of $H$ and let $H_{0} \subset H$ be a finite dimensional subspace of $H$ which contains three vectors $x_{0}, A x_{0}$ and $A^{-1} x_{0}$. We denote by $P$ the projection of $H$ onto $H_{0}$. For the operator $B=P A$, we have $B\left(H_{0}\right) \subset H_{0}$ and

$$
\langle B x, y\rangle=\langle P A x, y\rangle=\langle P A P x, y\rangle=\langle x, P A P y\rangle=\langle x, B y\rangle
$$

for all $x, y \in H_{0}$. Hence, $B$ is a self-adjoint operator on the space $H_{0}$. Furthermore, we find for $x \in H_{0}$

$$
\langle B x, x\rangle=\langle P A x, x\rangle=\langle A x, P x\rangle=\langle A x, x\rangle
$$

and therefore in $H_{0}$

$$
\begin{equation*}
0<m I_{H_{0}} \leq m^{\prime} I_{H_{0}} \leq B \leq M^{\prime} I_{H_{0}} \leq M I_{H_{0}} \tag{2.15}
\end{equation*}
$$

where

$$
m^{\prime}=\inf _{x \in H_{0}} \frac{\langle B x, x\rangle}{\langle x, x\rangle} \quad \text { and } \quad M^{\prime}=\sup _{x \in H_{0}} \frac{\langle B x, x\rangle}{\langle x, x\rangle} .
$$

Hence, we can apply the first part of the proof to the operator $B$ in the finite dimensional space $H_{0}$. By doing that we obtain for all $x \in H_{0}$

$$
\begin{equation*}
\frac{\langle B x, x\rangle\left\langle B^{-1} x, x\right\rangle}{\langle x, x\rangle^{2}} \leq \frac{\left(M^{\prime}+m^{\prime}\right)^{2}}{4 m^{\prime} M^{\prime}}=\frac{1}{4}\left(\frac{M^{\prime}}{m^{\prime}}+\frac{m^{\prime}}{M^{\prime}}\right)+\frac{1}{2} \tag{2.16}
\end{equation*}
$$

From (2.15) we conclude that

$$
\begin{equation*}
1 \leq \frac{M^{\prime}}{m^{\prime}} \leq \frac{M}{m} \quad \text { and } \quad \frac{M^{\prime}}{m^{\prime}}+\frac{m^{\prime}}{M^{\prime}} \leq \frac{M}{m}+\frac{m}{M} \tag{2.17}
\end{equation*}
$$

This last inequality is a result of the fact that for $u \geq 1$ the function $f(u)=u+1 / u$ is monotonically increasing. (2.16) and (2.17) together yield

$$
\frac{\langle B x, x\rangle\left\langle B^{-1} x, x\right\rangle}{\langle x, x\rangle^{2}} \leq \frac{1}{4}\left(\frac{M}{m}+\frac{m}{M}\right)+\frac{1}{2}=\frac{(M+m)^{2}}{4 m M}
$$

for all $x \in H_{0}$. Since $H_{0}$ contains $x_{0}, A x_{0}$ and $A^{-1} x_{0}$, we find

$$
B x_{0}=P A x_{0}=A x_{0} \quad \text { and } \quad x_{0}=P x_{0}=P A A^{-1} x_{0}=B A^{-1} x_{0}
$$

The last relation implies $B^{-1} x_{0}=A^{-1} x_{0}$ when one considers that the existence of $B^{-1}$ in $H_{0}$ is a direct consequence of (2.15). Substituting we obtain finally

$$
\left\langle A x_{0}, x_{0}\right\rangle\left\langle A^{-1} x_{0}, x_{0}\right\rangle \leq \frac{(M+m)^{2}}{4 m M}\left\langle x_{0}, x_{0}\right\rangle^{2}
$$

Since $x_{0}$ was arbitrary the theorem is hereby completely proved.
Moreover, they showed the generalized Pólya-Szegö inequality, which is equivalent to the Kantorovich inequality:

Theorem 2.1 Let A and B be commuting self-adjoint operators on a Hilbert space $H$ such that

$$
0<m_{1} I_{H} \leq A \leq M_{1} I_{H} \quad \text { and } \quad 0<m_{2} I_{H} \leq B \leq M_{2} I_{H}
$$

Then

$$
\langle A x, A x\rangle\langle B x, B x\rangle \leq \frac{\left(M_{1} M_{2}+m_{1} m_{2}\right)^{2}}{4 m_{1} m_{2} M_{1} M_{2}}\langle A x, B x\rangle^{2}
$$

for all $x \in H$.
Proof. It is rather obvious that the Kantorovich inequality is contained in Theorem 2.1. In fact, let $C$ be any given self-adjoint operator with

$$
0<m I_{H} \leq C \leq M I_{H}
$$

We set $A=C^{1 / 2}$ and $B=\left(C^{-1}\right)^{1 / 2}$. Since

$$
0<m^{1 / 2} I_{H} \leq A \leq M^{1 / 2} I_{H} \quad \text { and } \quad 0<\left(M^{-1}\right)^{1 / 2} I_{H} \leq B \leq\left(m^{-1}\right)^{1 / 2} I_{H}
$$

it follows immediately from Theorem 2.1 that

$$
\frac{\langle C x, x\rangle\left\langle C^{-1} x, x\right\rangle}{\langle x, x\rangle^{2}}=\frac{\langle A x, A x\rangle\langle B x, B x\rangle}{\langle A x, B x\rangle^{2}} \leq \frac{(M+m)^{2}}{4 m m}
$$

for all $x \in H$ and this is the statement of the Kantorovich inequality.
Next, we show that Theorem 2.1 is a consequence of Theorem K2.
From the commutativity of $A$ and $B$, for the self-adjoint operator $C=A B^{-1}$ we have

$$
0<\frac{m_{1}}{M_{2}} I_{H} \leq C \leq \frac{M_{1}}{m_{2}} I_{H}
$$

Therefore, it follows from Theorem K2 that

$$
\frac{\langle C x, x\rangle\left\langle C^{-1} x, x\right\rangle}{\langle x, x\rangle^{2}} \leq \frac{\left(M_{1} M_{2}+m_{1} m_{2}\right)^{2}}{4 m_{1} m_{2} M_{1} M_{2}}
$$

for all $x \in H$. Put $x=(A B)^{1 / 2} y$, then we obtain $\langle C x, x\rangle=\langle A y, A y\rangle,\left\langle C^{-1} x, x\right\rangle=\langle B y, B y\rangle$ and $\langle x, x\rangle=\langle A y, B y\rangle$. Substituting these relations, we get the statement of Theorem 2.1.

The proof by Greub and Rheinboldt is very long, spanning over approximately five pages. We can feel the strictness of their proof, but, in contrast, Kantorovich's proof is simple and only half a page long. However, it was the formulation by Greub and Rheinboldt that brought the first wave of excitement into the world of mathematics. Owing to Greub and Rheinboldt, the work of Kantorovich has become an object of research in mathematics, in operator theory in particular. In their own words, their proof is simple. But, it is a proof on a grand scale, unexpected and fascinating. Based on a beautiful relation, this simple formulation may strike a chord in the heart of a mathematician. Many mathematicians concentrated their energies on the generalization of the Kantorovich inequality and on searching for an even simpler proof.

### 2.2 Generalizations and improvements

In 1960, one year after the publication of [132], Strang [272] shows the following generalization of the Kantorovich inequality for an arbitrary operator without conditions such as self-adjoiness and positivity.

Theorem 2.2 If $T$ is an arbitrary invertible operator on $H$, and $\|T\|=M,\left\|T^{-1}\right\|^{-1}=m$, then

$$
\left|\langle T x, y\rangle\left\langle x, T^{-1} y\right\rangle\right| \leq \frac{(M+m)^{2}}{4 M m}\langle x, x\rangle\langle y, y\rangle \quad \text { for all } x, y \in H .
$$

Furthermore, this bound is the best possible.
Proof. We consider the polar decomposition of $T$. Let $A=\left(T^{*} T\right)^{1 / 2}$. Then $U=T A^{-1}$ is unitary, and

$$
\begin{align*}
\left|\langle T x, y\rangle\left\langle x, T^{-1} y\right\rangle\right| & =\left|\langle U A x, x\rangle\left\langle x, A^{-1} U^{-1} y\right\rangle\right|=\left|\left\langle A x, U^{*} y\right\rangle\left\langle A^{-1} x, U^{*} y\right\rangle\right|  \tag{2.18}\\
& \leq\left[\langle A x, x\rangle\left\langle A U^{*} y, U^{*} y\right\rangle\left\langle A^{-1} x, x\right\rangle\left\langle A^{-1} U^{*} y, U^{*} y\right\rangle\right]^{1 / 2}
\end{align*}
$$

by generalized Schwarz's inequality (Theorem 1.10). Since $\|A\|=\left\|\left(T^{*} T\right)^{1 / 2}\right\|$ $=\|T\|=M$ and $\left\|A^{-1}\right\|^{-1}=\left\|T^{-1}\right\|^{-1}=m$, it follows that $m I_{H} \leq A \leq M I_{H}$. Therefore, by (2.4) in Theorem K2, we have

$$
\begin{aligned}
\text { RHS in }(2.18) & \leq\left(\frac{(M+m)^{2}}{4 M m}\langle x, x\rangle^{2} \cdot \frac{(M+m)^{2}}{4 M m}\left\langle U^{*} y, U^{*} y\right\rangle^{2}\right)^{1 / 2} \\
& =\frac{(M+m)^{2}}{4 M m}\langle x, x\rangle\langle y, y\rangle,
\end{aligned}
$$

by using $\left\langle U^{*} y, U^{*} y\right\rangle=\langle y, y\rangle$.

If $H$ is finite dimensional, the bound is attained for $x=U^{*} y=u+v$, where $u$ and $v$ are unit eigenvectors of $A$ corresponding to eigenvalues $m$ and $M$. In a general case, the bound need not be attained. But a sequence $x_{n}=U^{*} y_{n}=u_{n}+v_{n}$, where $\left\|u_{n}\right\|=\left\|v_{n}\right\|$, $(e(m+1 / n)-e(m-0)) u_{n}=u_{n},(e(M+0)-e(M-1 / n)) v_{n}=v_{n}$ shows on calculation that the bound is best possible.

Also, Schopf [257] considered a generalization of the power in the Kantorovich inequality. Moving to the year 1996, there is the following extension due to Spain [270] which is totally different from the Kantorovich inequality. But it is surely an extension. It does not assume positivity, either. It is slightly long, but we will quote it:

The Kantorovich inequality says that if $A$ is a positive operator on a Hilbert space $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$, then

$$
4 m M\left\langle A^{-1} x, x\right\rangle \leq(m+M)^{2} \frac{\|x\|^{4}}{\langle A x, x\rangle}
$$

holds for every vector $x$ in $H$. If we replace $x$ by $A^{\frac{1}{2}} x$, then

$$
4 m M\langle x, x\rangle \leq(m+M)^{2} \frac{\left\|A^{\frac{1}{2}} x\right\|^{2}}{\left\langle A^{2} x, x\right\rangle}
$$

This inequality may be viewed as a conversion of the special case

$$
\langle A x, x\rangle \leq\|A x\|\|x\|
$$

of the Cauchy-Schwarz inequality, for it is equivalent to the inequality

$$
2 \sqrt{m M}\|A x\|\|x\| \leq(m+M)\langle A x, x\rangle
$$

The methods of operator and spectral theory allow one to generalize the inequality to a wide class of operators on a Hilbert space.

Let $\Gamma$ be any nonzero complex number, let $R=|\Gamma|$, and let $0 \leq r \leq R$.
Theorem 2.3 Let $A$ be an operator on $H$ such that $|A-\Gamma[A]|^{2} \leq r^{2}[A]$, where $[A]$ is the range projection of $A$. Let $u \in B(K, H)$ be an operator such that $u^{*}[A] u$ is a projection. Then

$$
\left(R^{2}-r^{2}\right) u^{*} A^{*} A u \leq R^{2}\left(u^{*} A^{*} u\right)\left(u^{*} A u\right) .
$$

Proof. Since $u^{*}[A] u$ is a projection, we have

$$
\begin{aligned}
& \left|\left(R^{2}-r^{2}\right) u^{*}[A] u-\bar{\Gamma} u^{*} A u\right|^{2} \\
& =\left(R^{2}-r^{2}\right)^{2} u^{*}[A] u-\left(R^{2}-r^{2}\right)\left\{\bar{\Gamma} u^{*} A u+\Gamma u^{*} A^{*} u\right\}+R^{2}\left(u^{*} A^{*} u\right)\left(u^{*} A u\right),
\end{aligned}
$$

while

$$
\begin{aligned}
& u^{*}\left(r^{2}[A]-|A-\Gamma[A]|^{2}\right) u \\
& =-\left(R^{2}-r^{2}\right) u^{*}[A] u-u^{*} A^{*} A u+\bar{\Gamma} u^{*} A u+\Gamma u^{*} A^{*} u,
\end{aligned}
$$

and hence

$$
\begin{aligned}
& R^{2} u^{*} A^{*} u u^{*} A u-\left(R^{2}-r^{2}\right) u^{*} A^{*} A u \\
& =\left|\left(R^{2}-r^{2}\right) u^{*}[A] u-\bar{\Gamma} u^{*} A u\right|^{2}+u^{*}\left(r^{2}[A]-|A-\Gamma[A]|^{2}\right) u .
\end{aligned}
$$

By the assumption of $|A-\Gamma[A]|^{2} \leq r^{2}[A]$, we have

$$
R^{2}\left(u^{*} A^{*} u\right)\left(u^{*} A u\right)-\left(R^{2}-r^{2}\right) u^{*} A^{*} A u \geq 0
$$

Corollary 2.1 Let $A$ be a positive operator on $H$ such that $A$ is invertible on its range, let $m=\min \operatorname{Sp}(A) \backslash\{0\}$ and $M=\max \operatorname{Sp}(A)=\|A\|$. Let $u \in B(K, H)$ be an operator such that $u^{*}[A] u$ is a projection. Then

$$
4 M m u^{*} A^{2} u \leq(M+m)^{2}\left(u^{*} A u\right)^{2} .
$$

Proof. In the situation of Theorem 2.3, we have

$$
R=\Gamma=\frac{M+m}{2} \quad \text { and } \quad r=\frac{M-m}{2}
$$

By the assumption of $A$, it follows that

$$
m[A] \leq A \leq M[A]
$$

and hence $|A-\Gamma[A]|^{2} \leq r^{2}[A]$. Therefore Corollary 2.1 follow from Theorem 2.3.
Theorem 2.4 Let $A$ be an operator on $H$ such that $|A-\Gamma[A]|^{2} \leq r^{2}[A]$. Then

$$
\left(R^{2}-r^{2}\right)^{1 / 2}\|A x\|\|[A] x\| \leq R|\langle A x, x\rangle|, \quad x \in H
$$

If $A$ is positive with $\mathrm{Sp}(A) \backslash\{0\} \subset[m, M](0<m<M)$, then

$$
2 \sqrt{M m}\|A x\|\|[A] x\| \leq(m+M)\langle A x, x\rangle \quad \text { for all } x \in H
$$

Proof. For $x \in H$ define $u_{x}: \mathbb{C} \mapsto H: \lambda \mapsto \lambda x$. Then, identifying $\mathbb{C}$ and $B(\mathbb{C})$ canonically,

$$
u_{x}^{*} A u_{x}=\langle A x, x\rangle \quad \text { for } A \in B(H) .
$$

There is nothing to prove if $[A] x=0$, otherwise put $u=u_{x /\|[A] x\|}$. The first assertion follows from Corollary 2.1. The second assertion is a direct consequence of the the first.

Remark 2.1 The second assertion in Theorem 2.4 may be proved in one line:

$$
\begin{aligned}
& (m+M)^{2}\langle A x, x\rangle^{2}-4 M m\|A x\|^{2}\|[A] x\|^{2} \\
& =\left\{2 m M\|[A] x\|^{2}-(m+M)\langle A x, x\rangle\right\}^{2} \\
& \quad+4 M m\langle(M-A)(A-m)[A] x,[A] x\rangle\|[A] x\|^{2} \geq 0
\end{aligned}
$$

Generalizations of the Kantorovich inequality have made significant progress. The Mathematical Society was given a treat in the form of topics for the Kantorovich inequality for a while.

On the other hand, in pursuit of an even simpler proof, in such a flood of papers, Nakamura [237] instantly presents the following result in Proceedings of the Japan Academy. It was in 1960, just one year after the paper due to Greub and Rheinboldt was published. It is a simple visual proof by using the concavity of $f(t)=t^{-1}$.

Theorem 2.5 For $0<m<M$, the following inequality holds true:

$$
\begin{equation*}
\int_{m}^{M} t d \mu(t) \cdot \int_{m}^{M} \frac{1}{t} d \mu(t) \leq \frac{(M+m)^{2}}{4 M m} \tag{2.19}
\end{equation*}
$$

for any positive Stieltjes measure $\mu$ on $[m, M]$ with $\|\mu\|=1$.
It is easy to see, by the Gelfand representation of the $\mathrm{C}^{*}$-algebra generated by $A$ and the identity operator $I$, that Theorem 2.5 implies the Kantorovich inequality.

If Nakamura had the opportunity to read [156] in an English translation and if he asked the mathematical community for judgment on the inequality (2.19) and its overwhelmingly simple proof, then how would that turn out? In one possible outcome, mathematicians would mostly get the impression that it was very easy to prove that result and therefore the investigations related to the Kantorovich inequality would be brought to the end. For some reason, Nakamura's paper is overlooked in the mathematical world.
To the best of this author's knowledge, there is no evidence that anyone has ever cited Nakamura's paper. Instead, several improvements to proofs of the Kantorovich inequality have been independently developed in Europe.

The origin of the Kantorovich inequality might be the following case of finite sequences.

Theorem 2.6 If the sequence $\left\{\gamma_{i}\right\}$ satisfies the conditions such that $m \leq \gamma_{i} \leq M$ for some scalars $0<m \leq M$ and $i=1,2, \cdots, n$, then

$$
\begin{equation*}
\left(\xi_{1} \gamma_{1}+\cdots+\xi_{n} \gamma_{n}\right)\left(\xi_{1} \gamma_{1}^{-1}+\cdots+\xi_{n} \gamma_{n}^{-1}\right) \leq \frac{(M+m)^{2}}{4 M m} \tag{2.20}
\end{equation*}
$$

holds for every $\xi_{i} \geq 0$ such that $\xi_{1}+\cdots+\xi_{n}=1$.
First of all, we present a direct proof due to Henrici [141]:
Proof of Theorem 2.6. We may assume that $m<M$. Determine $p_{i}$ and $q_{i}$ from the equations

$$
\gamma_{i}=p_{i} M+q_{i} m \quad \text { and } \quad \gamma_{i}^{-1}=p_{i} M^{-1}+q_{i} m^{-1} \quad \text { for } \quad i=1, \cdots, n
$$

An easy computation shows that $p_{i}, q_{i} \geq 0, i=1,2, \cdots, n$. Furthermore from

$$
1=\left(p_{i} M+q_{i} m\right)\left(p_{i} M^{-1}+q_{i} m^{-1}\right)=\left(p_{i}+q_{i}\right)^{2}+p_{i} q_{i} \frac{(M-m)^{2}}{m M}
$$

it follows that $p_{i}+q_{i} \leq 1$. Setting $p=\sum \xi_{i} p_{i}, q=\sum \xi_{i} q_{i}$, we thus have $p+q=\sum \xi_{i}\left(p_{i}+\right.$ $\left.q_{i}\right) \leq \sum \xi_{i}=1$. Hence using the arithmetic-geometric mean inequality,

$$
\begin{aligned}
& \left(\xi_{1} \gamma_{1}+\cdots+\xi_{n} \gamma_{n}\right)\left(\xi_{1} \gamma_{1}^{-1}+\cdots+\xi_{n} \gamma_{n}^{-1}\right) \\
& =(p M+q m)\left(p M^{-1}+q m^{-1}\right)=(p+q)^{2}+p q \frac{(M-m)^{2}}{M m} \\
& \leq(p+q)^{2}\left[1+\frac{(M-m)^{2}}{4 M m}\right]=(p+q)^{2} \frac{(M+m)^{2}}{4 M m} \leq \frac{(M+m)^{2}}{4 M m}
\end{aligned}
$$

Equality is attained in (2.20) if and only if the following two conditions are simultaneously fulfilled (we assume here $\xi_{i}>0, i=1,2, \cdots, n$ without loss of generalization):
(i) $p+q=1$. This implies that $p_{i}+q_{i}=1$ or $p_{i} q_{i}=0$ for $i=1, \cdots, n$. Thus, for equality every $\gamma_{i}$ must equal either $M$ or $m$.
(ii) $p+q=4 p q$. This implies that $p=q$ or, $\sum_{\gamma_{i}=m} \xi_{i}=\sum_{\gamma_{i}=M} \xi_{i}$.

Thus, the weights attached to $m$ and $M$ must be the same.
In comparison with Kantorovich's proof, Henrici's one relies on an algebraic calculation. Inspired by Henrici, Rennie [255] gives the following improved proof with functions in 1963:

Let $f$ be a measurable function on the probability space such that $0<m \leq f(x) \leq M$. Integrating the inequality

$$
\frac{(f(x)-m)(f(x)-M)}{f(x)} \leq 0
$$

gives

$$
\int f(x) \mathrm{d} x+m M \int \frac{1}{f(x)} \mathrm{d} x \leq m+M
$$

Put $u=m M \int \frac{1}{f(x)} \mathrm{d} x$, then we have

$$
u \int f(x) \mathrm{d} x \leq(m+M) u-u^{2}=-\left(u-\frac{M+m}{2}\right)^{2}+\frac{(M+m)^{2}}{4} \leq \frac{(M+m)^{2}}{4}
$$

which is the Kantorovich inequality:

$$
\int \frac{1}{f(x)} \mathrm{d} x \int f(x) \mathrm{d} x \leq \frac{(M+m)^{2}}{4 m M}
$$

This is exactly a function version of the Kantorovich inequality due to Nakamura. Its emphatic brevity is surprising. Moreover, inspired by Rennie, Mond [209] gives the following improved proof with matrices in 1965:

Let $A$ be a positive definite Hermitian matrix with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}>0$. Since three factors in the LHS of below inequality commute, we have

$$
\left(A-\lambda_{n} I\right)\left(A-\lambda_{1} I\right) A^{-1} \leq 0
$$

Therefore,

$$
\langle A x, x\rangle+\lambda_{1} \lambda_{n}\left\langle A^{-1} x, x\right\rangle \leq \lambda_{1}+\lambda_{n}
$$

for every unit vector $x$. If we put $u=\lambda_{1} \lambda_{n}\left\langle A^{-1} x, x\right\rangle$, then

$$
\lambda_{1} \lambda_{n}\left\langle A^{-1} x, x\right\rangle\langle A x, x\rangle=u\langle A x, x\rangle \leq\left(\lambda_{1}+\lambda_{n}\right) u-u^{2} \leq \frac{\left(\lambda_{1}+\lambda_{n}\right)^{2}}{4}
$$

which implies the Kantorovich inequality:

$$
\left\langle A^{-1} x, x\right\rangle\langle A x, x\rangle \leq \frac{\left(\lambda_{1}+\lambda_{n}\right)^{2}}{4 \lambda_{1} \lambda_{n}} .
$$

The proof of Mond may be considered one of the generalized Kantorovich inequality. But, we present a somewhere different proof by using the arithmetic-geometric mean inequality in [164, 144, 158]:

Since $A$ is positive and $0<m I_{H} \leq A \leq M I_{H}$, it follows that $M I_{H}-A \geq 0$ and $A-m I_{H} \geq$ 0 . The commutativity of $M I_{H}-A$ and $A-m I_{H}$ implies $\left(M I_{H}-A\right)\left(m^{-1} I_{H}-A^{-1}\right) \geq 0$. Hence

$$
(M+m) I_{H} \geq M m A^{-1}+A
$$

and

$$
\langle(M+m) x, x\rangle \geq M m\left\langle A^{-1} x, x\right\rangle+\langle A x, x\rangle
$$

holds for every unit vector $x \in H$. By using the arithmetic-geometric mean inequality

$$
M+m=\langle(M+m) x, x\rangle \geq M m\left\langle A^{-1} x, x\right\rangle+\langle A x, x\rangle \geq 2 \sqrt{M m\left\langle A^{-1} x, x\right\rangle\langle A x, x\rangle} .
$$

Squaring both sides, we obtain the desired inequality

$$
\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}
$$

Finally, we present an extremely simple idea due to Diaz and Metcalf [43]:
Lemma 2.3 Let real numbers $a_{k} \neq 0$ and $b_{k}(k=1,2, \cdots, n)$ satisfy

$$
\begin{equation*}
m \leq \frac{b_{k}}{a_{k}} \leq M \tag{2.21}
\end{equation*}
$$

Then

$$
\sum_{k=1}^{n} b_{k}^{2}+m M \sum_{k=1}^{n} a_{k}^{2} \leq(M+m) \sum_{k=1}^{n} a_{k} b_{k}
$$

The equality holds if and only if in each of the $n$ inequalities (2.21), at least one of the equality signs holds, i.e. either $b_{k}=m a_{k}$ or $b_{k}=M a_{k}$ (where the equation may vary with $k)$.

Proof. It follows from the hypothesis (2.21) that

$$
0 \leq\left(\frac{b_{k}}{a_{k}}-m\right)\left(M-\frac{b_{k}}{a_{k}}\right) a_{k}^{2} .
$$

Thus, summing from $k=1$ to $k=n$,

$$
\begin{align*}
0 & \leq \sum_{k=1}^{n}\left(b_{k}-m a_{k}\right)\left(M a_{k}-b_{k}\right)  \tag{2.22}\\
& =(M+m) \sum_{k=1}^{n} a_{k} b_{k}-\sum_{k=1}^{n} b_{k}^{2}-m M \sum_{k=1}^{n} a_{k}^{2},
\end{align*}
$$

which gives the desired result. Clearly, the equality holds in (2.22) if and only if each term of the summation is zero.

By using Lemma 2.3, we have

$$
\begin{aligned}
0 & \leq\left(\left(\sum_{k=1}^{n} b_{k}^{2}\right)^{1 / 2}-\left(m M \sum_{k=1}^{n} a_{k}^{2}\right)^{1 / 2}\right)^{2} \\
& =\sum_{k=1}^{n} b_{k}^{2}-2\left(\sum_{k=1}^{n} b_{k}^{2}\right)^{1 / 2}\left(m M \sum_{k=1}^{n} a_{k}^{2}\right)^{1 / 2}+m M \sum_{k=1}^{n} a_{k}^{2} \\
& \leq(m+M) \sum_{k=1}^{n} a_{k} b_{k}-2 \sqrt{m M}\left(\sum_{k=1}^{n} b_{k}^{2}\right)^{1 / 2}\left(\sum_{k=1}^{n} a_{k}^{2}\right)^{1 / 2}
\end{aligned}
$$

and hence

$$
4 m M\left(\sum_{k=1}^{n} b_{k}^{2}\right)\left(\sum_{k=1}^{n} a_{k}^{2}\right) \leq(m+M)^{2}\left(\sum_{k=1}^{n} a_{k} b_{k}\right)^{2}
$$

yields immediately the result of Pólya and Szegö (Theorem PS (2.2)).
Similarly, we have an operator version of Lemma 2.3:
Theorem 2.7 Let $A$ and $B$ be self-adjoint operators such that $A B=B A$ and $A^{-1}$ exists, and

$$
m I_{H} \leq B A^{-1} \leq M I_{H} \quad \text { for some scalars } 0<m \leq M
$$

Then

$$
\begin{equation*}
B^{2}+m M A^{2} \leq(m+M) A B \tag{2.23}
\end{equation*}
$$

The equality holds in (2.23) if and only if $\left(M I_{H}-B A^{-1}\right)\left(B A^{-1}-m I_{H}\right)=0$.
By using Theorem 2.7, we have

$$
\begin{aligned}
0 & \leq\left\{\langle B x, B x\rangle^{1 / 2}-m M\langle A x, A x\rangle^{1 / 2}\right\}^{2} \\
& =\langle B x, B x\rangle-2 \sqrt{m M}\langle B x, B x\rangle^{1 / 2}\langle A x, A x\rangle^{1 / 2}+m M\langle A x, A x\rangle \\
& \leq(m+M)\langle A B x, x\rangle-2 \sqrt{m M}\langle B x, B x\rangle^{1 / 2}\langle A x, A x\rangle^{1 / 2}
\end{aligned}
$$

and hence

$$
4 m M\langle B x, B x\rangle\langle A x, A x\rangle \leq(m+M)^{2}\langle A B x, x\rangle^{2}
$$

yields immediately results of Greub and Rheinboldt (Theorem 2.1).
Comparing with the proofs of Kantorovich and Greub and Rheinboldt, only algebraic calculation seems to belong to a different age. However, when we can prove it plainly and simply, devising a new proof stops being an object of interest for mathematicians.

### 2.3 The Mond-Pečarić method

In this section, we present the principle of the Mond-Pečarić method for convex functions.
Mond and Pečarić rephrased the Kantorovich inequality as follows: The Kantorovich inequality says that if $A$ is a positive operator such that $0<m I_{H} \leq A \leq M I_{H}$, then

$$
\begin{equation*}
\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m} \tag{2.24}
\end{equation*}
$$

for every unit vector $x \in H$. Divideing both sides by $\langle A x, x\rangle$, we get

$$
\begin{equation*}
\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}\langle A x, x\rangle^{-1} \tag{2.25}
\end{equation*}
$$

Also, since $1 \leq\langle A x, x\rangle\left\langle A^{-1} x, x\right)$, we may extend (2.25) into the following inequality:

$$
\begin{equation*}
\langle A x, x\rangle^{-1} \leq\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}\langle A x, x\rangle^{-1} . \tag{2.26}
\end{equation*}
$$

The first inequality of (2.26) is a special case of Jensen's inequality. In fact, if we put $f(t)=t^{-1}$, then

$$
\left(\frac{a_{1}+\cdots+a_{n}}{n}\right)^{-1} \leq \frac{a_{1}^{-1}+\cdots+a_{n}^{-1}}{n}
$$

for all positive real numbers $a_{1}, \cdots, a_{n}$. Moreover, if $f(t)$ is a convex function on an interval [ $m, M$ ], then

$$
f\left(\sum_{i=1}^{n} t_{i} x_{i}\right) \leq \sum_{i=1}^{n} t_{i} f\left(x_{i}\right)
$$

for every $x_{1}, \cdots, x_{n} \in[m, M]$ and every positive real number $t_{1}, \cdots, t_{n}$ with $\sum_{i=1}^{n} t_{i}=1$. This inequality is called the classical Jensen's inequality. Moreover, an operator version of the classical Jensen's inequality holds:

Theorem 2.8 Let A be a self-adjoint operator on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m \leq M$ and $f$ a real valued continuous convex function on $[m, M]$. Then

$$
f(\langle A x, x\rangle) \leq\langle f(A) x, x\rangle
$$

holds for every unit vector $x \in H$.

Proof. Refer to [124, Theorem 1.2] for the proof.
From this point of view, $\langle A x, x\rangle^{-1} \leq\left\langle A^{-1} x, x\right\rangle$ is considered as one form of Jensen's inequality. Namely, Mond and Pečarić noticed that
the Kantorovich inequality is the converse inequality of the so called Jensen's one for the function $f(t)=1 / t$.

Jensen's inequality is one of the most important inequalities in the functional analysis. Many generalizations are developed and many significant results are obtained by using Jensen's inequalitiy.

Here, let us consider a generalization of the Kantorovich inequality. Jensen's inequality for $f(t)=t^{3}$ yields

$$
\begin{equation*}
\langle A x, x\rangle^{3} \leq\left\langle A^{3} x, x\right\rangle \quad \text { for every unit vector } x \in H . \tag{2.27}
\end{equation*}
$$

What is a converse of (2.27)? Unfortunately, it seems to be difficult to apply the same method as in the proof of the Kantorovich inequality. We need a new way of thinking. We recall Nakamura's article [237]. It was published too early, as it was ahead of its time and later on hardly anyone looked back at that paper. Thirty years later ideas similar to his had appeared in Eastern Europe. By then Nakamura had forgotten all about his principle, but it had taken root in Eastern Europe and would grow in time.

Thus, we shall recall the proof due to Nakamura: Let $\mu$ be a normalized positive Stieltjes measure on $[m, M]$. Let $y=g(t)$ a straight line joining the points $(m, 1 / m)$ and $(M, 1 / M)$. Since $1 / t \leq g(t)$, we have

$$
\int_{m}^{M} \frac{1}{t} d \mu(t) \leq \int_{m}^{M} g(t) d \mu(t)=\frac{M^{-1}+m^{-1}}{2}
$$

Multiply $\int_{m}^{M} t d \mu(t)=\frac{M+m}{2}$ to both sides,

$$
\int_{m}^{M} t d \mu(t) \int_{m}^{M} \frac{1}{t} d \mu(t) \leq \frac{M+m}{2} \cdot \frac{M^{-1}+m^{-1}}{2}=\frac{(M+m)^{2}}{4 M m} .
$$

Applying it to a positive operator $A$ with $\|A\|=M$ and $\left\|A^{-1}\right\|^{-1}=m$, we have just the Kantorovich inequality

$$
\langle A x, x\rangle\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}
$$

for every unit vector $x \in H$. We remark that the Kantorovich constant equals the arithmetic mean of $m$ and $M$ divided by the harmonic one:

$$
\frac{(M+m)^{2}}{4 M m}=\frac{\frac{M+m}{2}}{\left(\frac{M^{-1}+m^{-1}}{2}\right)^{-1}} .
$$

Namely, we know that Nakamura's proof is actually the origin of the so called the Mond-Pečarić method for convex functions by which the converses of Jensen's inequality are induced. Moreover, Ky Fan [48] proceeded with a generalization of the Kantorovich inequality for $f(t)=t^{p}$ with $p \in \mathbb{Z}$. Here, we shall present the principle of the MondPečarić method for convex functions:

Theorem 2.9 Let A be a self-adjoint operator on a Hilbert space $H$ such that $m I_{H} \leq A \leq$ $M I_{H}$ for some scalars $m<M$. If $f$ is a convex function on $[m, M]$ such that $f>0$ on $[m, M]$, then

$$
\langle f(A) x, x\rangle \leq K(m, M, f) f(\langle A x, x\rangle)
$$

for every unit vector $x \in H$, where

$$
K(m, M, f)=\max \left\{\frac{1}{f(t)}\left(\frac{f(M)-f(m)}{M-m}(t-m)+f(m)\right): m \leq t \leq M\right\} .
$$

Proof. Since $f(t)$ is convex on $[m, M]$, we have

$$
f(t) \leq \frac{f(M)-f(m)}{M-m}(t-m)+f(m) \quad \text { for all } t \in[m, M] .
$$

Using the operator calculus, it follows that

$$
f(A) \leq \frac{f(M)-f(m)}{M-m}(A-m)+f(m) I_{H}
$$

and hence

$$
\langle f(A) x, x\rangle \leq \frac{f(M)-f(m)}{M-m}(\langle A x, x\rangle-m)+f(m)
$$

for every unit vector $x \in H$. Divide both sides by $f(\langle A x, x\rangle)(>0)$, and we get

$$
\begin{aligned}
\frac{\langle f(A) x, x\rangle}{f(\langle A x, x\rangle)} & \leq \frac{\frac{f(M)-f(m)}{M-m}(\langle A x, x\rangle-m)+f(m)}{f(\langle A x, x\rangle)} \\
& \leq \max \left\{\frac{1}{f(t)}\left(\frac{f(M)-f(m)}{M-m}(t-m)+f(m)\right): m \leq t \leq M\right\},
\end{aligned}
$$

since $m \leq\langle A x, x\rangle \leq M$. Therefore, we have the desired inequality.
Theorem 2.10 Let A be a self-adjoint operator on a Hilbert space $H$ such that $m I_{H} \leq$ $A \leq M I_{H}$ for some scalars $m<M$. If $f$ is a concave function on $[m, M]$ such that $f>0$ on [ $m, M$ ], then

$$
\tilde{K}(m, M, f) f(\langle A x, x\rangle) \leq\langle f(A) x, x\rangle \leq f(\langle A x, x\rangle)
$$

for every unit vector $x \in H$, where

$$
\tilde{K}(m, M, f)=\min \left\{\frac{1}{f(t)}\left(\frac{f(M)-f(m)}{M-m}(t-m)+f(m)\right): m \leq t \leq M\right\}
$$

In particular, if we put $f(t)=t^{p}$ for $p \in \mathbb{R}$ in Theorem 2.9 and 2.10, then we have the Hölder-McCarthy inequality and its converse:

Theorem 2.11 Let $A$ be a positive operator on a Hilbert space $H$ such that $m I_{H} \leq A \leq$ $M I_{H}$ for some scalars $0<m<M$. Then

$$
\begin{equation*}
\langle A x, x\rangle^{p} \leq\left\langle A^{p} x, x\right\rangle \leq K(m, M, p)\langle A x, x\rangle^{p} \quad \text { for } p \notin[0,1] \tag{2.28}
\end{equation*}
$$

and

$$
K(m, M, p)\langle A x, x\rangle^{p} \leq\left\langle A^{p} x, x\right\rangle \leq\langle A x, x\rangle^{p} \quad \text { for } p \in[0,1]
$$

for every unit vector $x \in H$, where

$$
\begin{equation*}
K(m, M, p)=\frac{m M^{p}-M m^{p}}{(p-1)(M-m)}\left(\frac{p-1}{p} \frac{M^{p}-m^{p}}{m M^{p}-M m^{p}}\right)^{p} \tag{2.29}
\end{equation*}
$$

for each $p \in \mathbb{R}$. The constant $K(m, M, p)$ is sharp in the sense that there exists a unit vector $z \in H$ such that

$$
\left\langle A^{p} z, z\right\rangle=K(m, M, p)\langle A z, z\rangle^{p} .
$$

Proof. We only show the sharpness of $K(m, M, p)$ in (2.28) for $p>1$. Let $A x=m x$, $A y=M y$, and $z=\alpha x+\beta y$, where $\|x\|=\|y\|=1,|\alpha|^{2}+|\beta|^{2}=1$, and $h=\frac{M}{m}$. Then we have

$$
\left\langle A^{p} z, z\right\rangle=\left\langle\alpha m^{p} x+\beta M^{p} y, \alpha x+\beta y\right\rangle=|\alpha|^{2} m^{p}+|\beta|^{2} M^{p}
$$

and

$$
\langle A z, z\rangle^{p}=\left(|\alpha|^{2} m+|\beta|^{2} M\right)^{p}
$$

Therefore we want to obtain the unit vector $z$ satisfying the following equality:

$$
|\alpha|^{2} m^{p}+|\beta|^{2} M^{p}=K(m, M, p)\left(|\alpha|^{2} m+|\beta|^{2} M\right)^{p}
$$

that is,

$$
m^{p}+|\beta|^{2}\left(M^{p}-m^{p}\right)=K(m, M, p)\left\{m+|\beta|^{2}(M-m)\right\}^{p}
$$

or equivalently

$$
\begin{equation*}
1+|\beta|^{2}\left(h^{p}-1\right)=K(m, M, p)\left\{1+|\beta|^{2}(h-1)\right\}^{p} \tag{2.30}
\end{equation*}
$$

We can obtain a solution $\beta$ of the above equation (2.30) as

$$
\beta=\left(\frac{h^{p}-1-p(h-1)}{(p-1)(h-1)\left(h^{p}-1\right)}\right)^{\frac{1}{2}}<1 .
$$

For example, we have $z=\frac{1}{\sqrt{M+m}}(\sqrt{M} x+\sqrt{m} y)$ for $p=2$.

If we put $p=-1$ in (2.28) of Theorem 2.11, then

$$
K(m, M,-1)=\frac{(M+m)^{2}}{4 M m}
$$

is the Kantorovich constant and hence

$$
\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}\langle A x, x\rangle^{-1}
$$

for every unit vector $x \in H$. Thus, Theorem 2.11 is an extension of Kantorovich inequality and we call $K(m, M, p)$ the generalized Kantorovich constant. We introduce another definition of $K(m, M, p)$.

Definition 2.1 The condition number $h=h(A)$ of an invertible operator $A$ is defined by

$$
h(A)=\|A\|\left\|A^{-1}\right\| .
$$

If a positive operator $A$ satisfies the condition $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$, then it may be thought as $M=\|A\|$ and $m=\left\|A^{-1}\right\|^{-1}$, so that

$$
h=h(A)=\frac{M}{m} .
$$

Definition 2.2 Let $h>0$. The generalized Kantorovich constant $K(h, p)$ is defined by

$$
\begin{equation*}
K(h, p)=\frac{h^{p}-h}{(p-1)(h-1)}\left(\frac{p-1}{p} \frac{h^{p}-1}{h^{p}-h}\right)^{p} \tag{2.31}
\end{equation*}
$$

for any real number $p \in \mathbb{R}$ and $K(h, p)$ is sometimes briefly denoted by $K(p)$ briefly.
We remark that $K(m, M, p)$ just coincides with $K(h, p)$ by putting $h=\frac{M}{m}(\geq 1)$. We mention basic properties of $K(h, p)$ :

Theorem 2.12 Let $h>0$ be given. Then the generalized Kantorovich constant $K(h, p)$ has the following properties:
(i) $K(h, p)=K\left(h^{-1}, p\right)$ for all $p \in \mathbb{R}$,
(ii) $K\left(h, \frac{1}{2}+p\right)=K\left(h, \frac{1}{2}-p\right)$ for all $p \in \mathbb{R}$, that is, $K(h, p)$ is symmetric with respect to $p=1 / 2$,
(iii) $K(h, 0)=K(h, 1)=1$ and $K(1, p)=1$ for all $p \in \mathbb{R}$,
(iv) $K(h, p)$ is an increasing function of $p$ for $p>1 / 2$ and a decreasing function of $p$ for $p<1 / 2$,
(v) $K(h, p)>0$ for all $p \in \mathbb{R}$ and

$$
K(h, p) \begin{cases}\geq 1 & \text { if } p \notin(0,1)  \tag{2.32}\\ \leq 1 & \text { if } p \in[0,1]\end{cases}
$$

Proof. Refer to [124, Theorem 2.54] for the proof.
Next, we present the inversion formula of the generalized Kantorovich constant and a closed relation between the condition number and the generalized Kantorovich constant:

Theorem 2.13 Let $h>0$ be given. Then the generalized Kantorovich constant has the following properties:
(i) $K\left(h^{r}, \frac{p}{r}\right)^{\frac{1}{p}}=K\left(h^{p}, \frac{r}{p}\right)^{-\frac{1}{r}}$ for $p r \neq 0$,
(ii) $K(h, p) \leq h^{p-1}$ for all $p \geq 1$ and $h>1$.

Proof. Refer to [124, Theorem 2.54] for the proof.
Now we present an important constant due to Specht. He estimated the upper bound of the arithmetic mean by the geometric one for positive numbers: For $x_{1}, \cdots, x_{n} \in[m, M]$ with $M \geq m>0$,

$$
\begin{equation*}
\frac{x_{1}+\cdots+x_{n}}{n} \leq \frac{(h-1) h^{\frac{1}{n-1}}}{\mathrm{e} \log h} \sqrt[n]{x_{1} \cdots x_{n}} \tag{2.33}
\end{equation*}
$$

where $h=\frac{M}{m}(\geq 1)$. It is well known that

$$
\begin{equation*}
\sqrt[n]{x_{1} \cdots x_{n}} \leq \frac{x_{1}+\cdots+x_{n}}{n} \tag{2.34}
\end{equation*}
$$

holds for positive numbers $x_{1}, x_{2}, \cdots, x_{n}$. Therefore, the Specht theorem (2.33) means a ratio type converse inequality of the arithmetic-geometric mean inequality (2.34).

So we define the following constant.
Definition 2.3 Let $h>0$ be given. The Specht ratio $S(h)$ is defined by

$$
\begin{equation*}
S(h)=\frac{(h-1) h^{\frac{1}{n-1}}}{\mathrm{e} \log h} \quad(h \neq 1) \quad \text { and } \quad S(1)=1 . \tag{2.35}
\end{equation*}
$$

Now let us show an operator version of (2.33).
Theorem 2.14 Let A be a positive operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$ and put $h=\frac{M}{m}$. Then

$$
\begin{equation*}
\langle A x, x\rangle \leq S(h) \exp \langle\log A x, x\rangle \tag{2.36}
\end{equation*}
$$

holds for every unit vector $x \in H$.
Proof. Refer to [124, Theorem 2.49] for the proof.
If we put $f(t)=\exp (t)$ in Theorem 2.8 and Theorem 2.14, then we have the following result.

Theorem 2.15 Let A be a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m \leq M$. Then

$$
\begin{equation*}
\exp \langle A x, x\rangle \leq\langle\exp A x, x\rangle \leq S\left(\mathrm{e}^{M-m}\right) \exp \langle A x, x\rangle \tag{2.37}
\end{equation*}
$$

holds for every unit vector $x \in H$.

We mention some basic properties of the Specht ratio $S(h)$.
Theorem 2.16 Let $h>0$ and $p \in \mathbb{R}$.
(i) $S(1)=\lim _{h \rightarrow 1} S(h)=1$.
(ii) $S(h)=S\left(h^{-1}\right)$.
(iii) A function $S(h)$ is strictly decreasing for $0<h<1$ and strictly increasing for $h>1$.
(iv) $\lim _{p \rightarrow 0} S\left(h^{p}\right)^{\frac{1}{p}}=1$.
(v) $\lim _{p \rightarrow \infty} S\left(h^{p}\right)^{\frac{1}{p}}=h$ for $h>1$ and $\lim _{p \rightarrow \infty} S\left(h^{p}\right)^{\frac{1}{p}}=h^{-1}$ for $0<h<1$.

Proof. Refer to [124, Lemma 2.47] for the proof.
We show also a closed relation between the generalized Kantorovich constant and the Specht ratio.

Theorem 2.17 Let $h>0$ be given. Then
(i) $\lim _{r \rightarrow 0} K\left(h^{r}, \frac{p}{r}\right)=S\left(h^{p}\right)$,
(ii) $\lim _{r \rightarrow 0} K\left(h^{r}, \frac{r+p}{r}\right)=S\left(h^{p}\right)$.

Proof. Refer to [124, Theorem 2.56] for the proof.
Moreover, we have the following most crucial result on the generalized Kantorovich constant.

Theorem 2.18 Let $h>1$. Then

$$
S(h)=\mathrm{e}^{-K^{\prime}(0)}=\mathrm{e}^{K^{\prime}(1)},
$$

where $K(p)=K(h, p)$ for all $p \in \mathbb{R}$.

Proof. Refer to [124, Theorem 2.57] for the proof.
We notice that the Kantorovich inequality can be interpreted as a converse of Jensen's inequality for $f(t)=t^{-1}$ :

$$
\left\langle A^{-1} x, x\right\rangle \leq \frac{(M+m)^{2}}{4 M m}\langle A x, x\rangle^{-1}
$$

We consider a difference type converse of the Kantorovich inequality:
Theorem 2.19 Let $A$ be a positive operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$. Then

$$
\left\langle A^{-1} x, x\right\rangle-\langle A x, x\rangle^{-1} \leq \frac{(\sqrt{M}-\sqrt{m})^{2}}{M m}
$$

for every unit vector $x \in H$.
Proof. Refer to [124, Theorem 1.31] for the proof.
In a similar way, we have the following result.
Theorem 2.20 Let $A$ be a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m \leq M$. Then

$$
\left\langle A^{2} x, x\right\rangle-\langle A x, x\rangle^{2} \leq \frac{(M-m)^{2}}{4}
$$

for every unit vector $x \in H$.
Proof. Refer to [124, Theorem 1.30] for the proof.
It seems that a generalization of Theorem 2.19 and Theorem 2.20 is very difficult. However, as an application of the Mond-Pečarić method, we can show a difference type converse of Jensen's inequality for convex functions:

Theorem 2.21 Let $A$ be a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m<M$ and $f$ a real valued continuous convex function on $[m, M]$. Then

$$
0 \leq\langle f(A) x, x\rangle-f(\langle A x, x\rangle) \leq \beta(m, M, f)
$$

holds for every unit vector $x \in H$, where

$$
\beta(m, M, f)=\max \left\{\frac{f(M)-f(m)}{M-m}(t-m)+f(m)-f(t): t \in[m, M]\right\} .
$$

Theorem 2.22 Let $A$ be a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m\langle M$ and $f$ a real valued continuous concave function on $[m, M]$. Then

$$
\bar{\beta}(m, M, f) \leq\langle f(A) x, x\rangle-f(\langle A x, x\rangle) \leq 0
$$

holds for every unit vector $x \in H$, where

$$
\bar{\beta}(m, M, f)=\min \left\{\frac{f(M)-f(m)}{M-m}(t-m)+f(m)-f(t): t \in[m, M]\right\}
$$

If we put $f(t)=t^{p}$ for $p \in \mathbb{R}$ in Theorem 2.21 and Theorem 2.22, then we have a difference type converse of the Hölder-McCarthy inequality.

Theorem 2.23 Let $A$ be a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m<M$. Then

$$
0 \leq\left\langle A^{p} x, x\right\rangle-\langle A x, x\rangle^{p} \leq C(m, M, p) \quad \text { for all } p \notin[0,1]
$$

and

$$
C(m, M, p) \leq\left\langle A^{p} x, x\right\rangle-\langle A x, x\rangle^{p} \leq 0 \quad \text { for all } p \in[0,1]
$$

for every unit vector $x \in H$, where

$$
\begin{equation*}
C(m, M, p)=(p-1)\left(\frac{M^{p}-m^{p}}{p(M-m)}\right)^{\frac{p}{p-1}}+\frac{M m^{p}-m M^{p}}{M-m} \tag{2.38}
\end{equation*}
$$

for any real number $p \in \mathbb{R}$.
We call $C(m, M, p)$ the Kantorovich constant for the difference. Let us collect the basic properties of $C(m, M, p)$ :

Theorem 2.24 Let $M>m>0$ and $p \in \mathbb{R}$.
(i) $C(m, M, p)=\frac{m M^{p}-M m^{p}}{M-m}\left\{K(m, M, p)^{\frac{1}{p-1}}-1\right\}$,
(ii) $0 \leq C(m, M, p) \leq M\left(M^{p-1}-m^{p-1}\right)$ for all $p>1$,
(iii) $C(m, M, 1)=0$.

Proof. Refer to [124, Lemma 2.59] for the proof.
If we put $f(t)=\log t, \eta(t)=-t \log t$ in Theorem 2.22 and $f(t)=\exp (t)$ in Theorem 2.21, then we have the following results.

Theorem 2.25 Let $A$ be a positive operator such that $0<m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M$. Then

$$
-\log S(h) \leq\langle\log A x, x\rangle-\log \langle A x, x\rangle \leq 0
$$

and

$$
-\log S(h)\langle A x, x\rangle \leq\langle\eta(A) x, x\rangle-\eta(\langle A x, x\rangle) \leq 0
$$

for every unit vector $x \in H$.
Theorem 2.26 Let $A$ be a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m<M$. Then

$$
0 \leq\langle\exp A x, x\rangle-\exp \langle A x, x\rangle \leq\left(\frac{M \mathrm{e}^{m}-m \mathrm{e}^{M}}{M-m}+\frac{\mathrm{e}^{M}-\mathrm{e}^{m}}{M-m} \log \left(\frac{\mathrm{e}^{M}-\mathrm{e}^{m}}{\mathrm{e}(M-m)}\right)\right)
$$

for every unit vector $x \in H$.

We shall give an estimate of the difference between the arithmetic mean and the geometric one:

Corollary 2.2 For positive numbers $x_{1}, \cdots, x_{n} \in[m, M]$ with $M>m>0$ and $h=\frac{M}{m}$,

$$
\begin{equation*}
\sqrt[n]{x_{1} x_{2} \cdots x_{n}}+D(m, M) \geq \frac{x_{1}+x_{2}+\cdots x_{n}}{n} \tag{2.39}
\end{equation*}
$$

where

$$
\begin{equation*}
D(m, M)=\theta M+(1-\theta) m-M^{\theta} m^{1-\theta} \quad \text { and } \quad \theta=\log \left(\frac{h-1}{\log h}\right) \frac{1}{\log h} \tag{2.40}
\end{equation*}
$$

We call $D(m, M)$ the Mond-Shisha difference. Notice that (2.39) represents a difference type converse inequality of the arithmetic-geometric mean inequality. Recall that the logarithmic mean $L(m, M)$ is defined for $M \geq m>0$ as

$$
\begin{equation*}
L(m, M)=\frac{M-m}{\log M-\log m}(m<M) \quad \text { and } \quad L(m, m)=m \tag{2.41}
\end{equation*}
$$

Lemma 2.4 The Mond-Shisha difference coincides with the following constant via the Specht ratio: If $M>m>0$ and $h=\frac{M}{m}>1$, then

$$
\begin{equation*}
D\left(m^{p}, M^{p}\right)=L\left(m^{p}, M^{p}\right) \log S(h, p) \tag{2.42}
\end{equation*}
$$

for all $p \in \mathbb{R}$.
Proof. Refer to [124, Lemma 2.51] for the proof.
The following result is considered as a continuous version of Mond-Shisha result (2.39).

Theorem 2.27 Let $A$ be a positive operator on $H$ satisfying $M I_{H} \geq A \geq m I_{H}>0$. Put $h=\frac{M}{m}$. Then the difference between $\langle A x, x\rangle$ and $\exp \langle\log A x, x\rangle$ at a unit vector $x \in H$ is not greater than the Mond-Shisha difference:

$$
\langle A x, x\rangle-\exp \langle\log A x, x\rangle \leq D(m, M),
$$

where $D(m, M)$ is defined in (2.40) and the equality holds if and only if both $m$ and $M$ are eigenvalues of $A$ and

$$
x=\sqrt{1-\log \left(\frac{h-1}{\log h}\right) \frac{1}{\log h}} e_{m}+\sqrt{\log \left(\frac{h-1}{\log h}\right) \frac{1}{\log h}} e_{M},
$$

where $e_{m}$ and $e_{M}$ are corresponding unit eigenvectors to $m$ and $M$, respectively.
Proof. Refer to [124, Theorem 2.52] for the proof.
Finally, in a general situation, we state explicitly the heart of the Mond-Pečarić method:

Theorem 2.28 Let $f:[m, M] \mapsto \mathbb{R}$ be a convex continuous function, $J$ an interval such that $J \subset f([m, M])$ and $A$ a self-adjoint operator such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $m<M$. If $F(u, v)$ is a real function defined on $J \times J$, non-decreasing in $u$, then

$$
\begin{aligned}
F[\langle f(A) x, x\rangle, f(\langle A x, x\rangle)] & \leq \max _{t \in[m, M]} F\left[\frac{f(M)-f(m)}{M-m}(t-m)+f(m), f(t)\right] \\
& =\max _{\theta \in[0,1]} F[\theta f(m)+(1-\theta) f(M), f(\theta m+(1-\theta) M)]
\end{aligned}
$$

for every unit vector $x \in H$.
This book is dedicated to applications of the Mond-Pečarić method for convex functions. One of the most important points of the Mond-Pečarić method is to offer a totally new viewpoint in the field of operator theory.

### 2.4 Notes

The idea of the Mond-Pečarić method is firstly proposed by Nakamura [237] for $p=-1$ in 1960, afterwards by Ky Fan [48] for any integer $p \neq 0,1$ in 1966. Finally the principle of the Mond-Pečarić method as Theorem 2.28 is established explicitly by [214] for a vector version in 1993, and [216] for an operator version, [221] for Hansen-Pedersen version and [222] for multiple vector version.

Finally, we present the following A.N. Kolmogorov's word. He said in a lecture that
"Behind every theorem lies an inequality."
A.W. Marshall, I. Olkin and B.C. Arnold Inequalities: Theory of Majorization and Its Applications

Second Edition

## Chapter <br> 3

## Order Preserving Operator Inequality

This chapter is devoted to explain fundamental operator inequalities related to the Furuta inequality. The base point is the Löwner-Heinz inequality. It induces weighted geometric means, which serves as an excellent technical tool. The chaotic order $\log A \geq \log B$ is conceptually important in the discussion below.

### 3.1 From the Löwner-Heinz inequality to the Furuta inequality

The non-commutativity of operators appears in the fact that the function $t \mapsto t^{2}$ is not order-preserving. That is, there is a pair of positive operators $A$ and $B$ such that $A \geq B$ and $A^{2} \nsupseteq B^{2}$. The following is a quite familiar example;

$$
A=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right), \quad B=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) .
$$

This implies that the function $t \mapsto t^{p}$ is not order-preserving for $p>1$ by assuming the following fact.

Theorem 3.1 (LÖWNER-HEINZ INEQUALITY (LH)) The function $t \mapsto t^{p}$ is order-preserving for $0 \leq p \leq 1$, i.e.

$$
A \geq B \geq 0 \Longrightarrow A^{p} \geq B^{p}
$$

The essence of the Löwner-Heinz inequality is the case $p=\frac{1}{2}$ :

$$
A \geq B \geq 0 \Longrightarrow A^{\frac{1}{2}} \geq B^{\frac{1}{2}}
$$

It is rephrased as follows: For $A, B \geq 0$,

$$
A B^{2} A \leq I_{H} \Longrightarrow A^{\frac{1}{2}} B A^{\frac{1}{2}} \leq I_{H}
$$

The assumption $A B^{2} A \leq I_{H}$ is equivalent to $\|A B\| \leq 1$. Thus, noting the commutativity of the spectral radius, $r(X Y)=r(Y X)$, we have

$$
\left\|A^{\frac{1}{2}} B A^{\frac{1}{2}}\right\|=r\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)=r(A B) \leq\|A B\| \leq 1
$$

The above discussion goes to Pedersen's proof of the Löwner-Heinz inequality. As a matter of fact, the following statement is true:
Let $P$ be the set of all $p \in\left[0, \frac{1}{2}\right]$ such that $A \geq B \geq 0$ implies $A^{2 p} \geq B^{2 p}$. Then $P$ is convex.
So suppose that $A^{p} B^{2 p} A^{p} \leq I_{H}$ and $A^{q} B^{2 q} A^{q} \leq I_{H}$, or equivalently $\left\|A^{p} B^{p}\right\| \leq 1$ and $\left\|B^{q} A^{q}\right\| \leq 1$. Then

$$
\begin{aligned}
\left\|A^{\frac{p+q}{2}} B^{p+q} A^{\frac{p+q}{2}}\right\| & =r\left(A^{\frac{p+q}{2}} B^{p+q} A^{\frac{p+q}{2}}\right)=r\left(A^{p+q} B^{p+q}\right)=r\left(A^{p} B^{p} B^{q} A^{q}\right) \\
& \leq\left\|A^{p} B^{p}\right\|\left\|B^{q} A^{q}\right\| \leq 1
\end{aligned}
$$

This implies that if $2 p, 2 q \in P$, then $p+q \in P$, that is, $P$ is convex.
Related to the case $p=\frac{1}{2}$ in the Löwner-Heinz inequality, Chan-Kwong conjectured that

$$
A \geq B \geq 0 \Longrightarrow\left(A B^{2} A\right)^{\frac{1}{2}} \leq A^{2}
$$

Moreover, if it is true, then the following inequality holds:

$$
A \geq B \geq 0 \Longrightarrow\left(B A^{2} B\right)^{\frac{1}{2}} \geq B^{2}
$$

Here we cite a useful lemma on exponent.
Lemma 3.1 For $p \in \mathbb{R},\left(X^{*} A^{2} X\right)^{p}=X^{*} A\left(A X X^{*} A\right)^{p-1} A X$ for $A>0$ and invertible $X$.
Proof. It is easily checked that $Y^{*}\left(Y Y^{*}\right)^{n} Y=Y^{*} Y\left(Y^{*} Y\right)^{n}$ for any $n \in \mathbb{N}$. This implies that $Y^{*} f\left(Y Y^{*}\right) Y=Y^{*} Y f\left(Y^{*} Y\right)$ for any polynomials $f$ and so it holds for continuous functions $f$ on a suitable interval. Hence we have the conclusion by applying it to $f(x)=x^{p}$ and $Y=A X$.

Consequently, the Chan-Kwong conjecture is modified in the following sense: If it is true, then

$$
A \geq B \geq 0 \Longrightarrow\left(A B^{2} A\right)^{\frac{3}{4}} \leq A^{3}
$$

As a matter of fact, we have

$$
\begin{aligned}
\left(A B^{2} A\right)^{\frac{3}{4}} & =A B\left(B A^{2} B\right)^{-\frac{1}{4}} B A=A B\left(\left(B A^{2} B\right)^{-\frac{1}{2}}\right)^{\frac{1}{2}} B A \\
& \leq A B B^{-1} B A=A B A \leq A^{3} .
\end{aligned}
$$

Based on this consideration, the Furuta inequality was established.
Theorem 3.2 (Furuta inequality (FI)) If $A \geq B \geq 0$, then for each $r \geq 0$,

$$
\begin{equation*}
\left(A^{\frac{r}{2}} A^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(B^{\frac{r}{2}} A^{p} B^{\frac{r}{2}}\right)^{\frac{1}{q}} \geq\left(B^{\frac{r}{2}} B^{p} B^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{ii}
\end{equation*}
$$

hold for $p \geq 0$ and $q \geq 1$ with

$$
\begin{equation*}
(1+r) q \geq p+r \tag{*}
\end{equation*}
$$

The domain $(*)$ is drawn as in Figure 3.1.


Figure 3.1: The domain (*)

It is a quite important information on (FI) that the domain defined by $(*)$ is the best possible in the sense that it cannot extend. It is proved by Tanahashi [277]:

If $p, q, r>0$ satisfy either $(1+r) q<p+r$ or $q<1$, then there exist $A, B>0$ such that $A \geq B$ and

$$
A^{\frac{p+r}{q}} \nsupseteq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} .
$$

Professor Berberian said that Figure 3.1 is "Rosetta Stone" in (FI). Incidentally it is notable that Figure 3.1 is expressed by $q p$-axis: Berberian's interesting comment might contain it.

Proof of (FI). It suffices to show that if $A \geq B>0$, then

$$
\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1+r}{p+r}} \leq A^{1+r}
$$

It is proved for arbitrary $p \geq 1$ by the induction on $r$. First of all, we take $r \in[0,1]$.

$$
\begin{gathered}
\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1+r}{p+r}}=A^{\frac{r}{2}} B^{\frac{p}{2}}\left(B^{\frac{p}{2}} A^{r} B^{\frac{p}{2}}\right)^{\frac{1-p}{p+r}} B^{\frac{p}{2}} A^{\frac{r}{2}} \\
\leq A^{\frac{r}{2}} B^{\frac{p}{2}}\left(B^{\frac{p}{2}} B^{r} B^{\frac{p}{2}}\right)^{\frac{1-p}{p+r}} B^{\frac{p}{2}} A^{\frac{r}{2}}=A^{\frac{r}{2}} B A^{\frac{r}{2}} \leq A^{\frac{r}{2}} A A^{\frac{r}{2}}=A^{1+r} .
\end{gathered}
$$

Next we suppose that it is true for some $r_{1}>0$, i.e.

$$
B_{1}=\left(A^{\frac{r_{1}}{2}} B^{p} A^{\frac{r_{1}}{2}}\right)^{\frac{1+r_{1}}{p+r_{1}}} \leq A^{1+r_{1}}=A_{1}
$$

Then for $r \in(0,1]$

$$
\left(A_{1}^{\frac{r}{2}} B_{1}^{\frac{p+r_{1}}{1+r_{1}}} A_{1}^{\frac{r}{2}}\right)^{\frac{1+r}{p_{1}+r}} \leq A_{1}^{1+r}
$$

where $p_{1}=\frac{p+r_{1}}{1+r_{1}}$. Putting $s=r_{1}+\left(1+r_{1}\right) r=\left(1+r_{1}\right)(1+r)-1$, we have

$$
\left(A^{\frac{s}{2}} B^{p} A^{\frac{s}{2}}\right)^{\frac{1+s}{p+s}} \leq A^{1+s}
$$

This means that it is true for $s \in\left[r_{1}, 1+2 r_{1}\right]$. Hence the proof is complete.
To make clear the structure of (FI), we give a mean theoretic approach to (FI).
The Löwner-Heinz inequality says that the function $t^{\alpha}$ is operator monotone for $\alpha \in$ $[0,1]$. It induces the $\alpha$-geometric operator mean defined for $\alpha \in[0,1]$ as

$$
A \#_{\alpha} B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}
$$

if $A>0$, i.e. $A$ is invertible, by the Kubo-Ando theory [165].
For the sake of convenience, we cite a useful lemma which we will use frequently in the below.

Lemma 3.2 For $X, Y>0$ and $a, b \in[0,1]$,
(i) monotonicity: $X \leq X_{1}$ and $Y \leq Y_{1} \Longrightarrow X \#_{a} Y \leq X_{1} \#_{a} Y_{1}$,
(ii) transformer equality: $T^{*} X T \#_{a} T^{*} Y T=T^{*}\left(X \#_{a} Y\right) T$ for invertible $T$,
(iii) transposition: $X \#_{a} Y=Y \#_{1-a} X$,
(iv) multiplicity: $X \#_{a b} Y=X \#_{a}\left(X \#_{b} Y\right)$.

Proof. First of all, (iii) follows from Lemma 3.1, and (iv) does from a direct computation under the assumption of invertibility of operators.

To prove (i), we may assume that $X, Y>0$. If $Y \leq Y_{1}$, then $X \#_{a} Y \leq X \#_{a} Y_{1}$ is assured by (LH) (and the formula of $\#_{a}$ ). Moreover the monotonicity of the other is shown by the use of (iii).

Finally (ii) is obtained by Jensen's inequality (JI) which is discussed in Theorem 3.45. We put $Z=X^{\frac{1}{2}} T$. Then it follows from (JI) that

$$
\begin{aligned}
T^{*} X T \#_{a} T^{*} Y T & =Z^{*} Z \#_{a} T^{*} Y T \\
& =|Z|\left(|Z|^{-1} T^{*} Y T|Z|^{-1}\right)^{a}|Z| \\
& =|Z|\left(|Z|^{-1} Z^{*}\left(X^{-\frac{1}{2}} Y X^{-\frac{1}{2}}\right) Z|Z|^{-1}\right)^{a}|Z| \\
& \geq Z^{*}\left(X^{-\frac{1}{2}} Y X^{-\frac{1}{2}}\right)^{a} Z \\
& =T^{*} X^{\frac{1}{2}}\left(X^{-\frac{1}{2}} Y X^{-\frac{1}{2}}\right)^{a} X^{\frac{1}{2}} T \\
& =T^{*}\left(X \#_{a} Y\right) T,
\end{aligned}
$$

because $Z|Z|^{-1}=V$ is the partial inequality in the polar decomposition of $Z$ and so a contraction.

By using the mean theoretic notation, the Furuta inequality has the following expression:
(FI) If $A \geq B>0$, then

$$
\begin{equation*}
A^{-r} \#_{\frac{1+r}{p+r}} B^{p} \leq A \quad \text { for } \quad p \geq 1 \text { and } r \geq 0 \tag{3.1}
\end{equation*}
$$

Related to this, we have to mention the following more precise expression of it. We say it a satellite inequality of (FI), simply (SF).

Theorem 3.3 (SATELLITE INEQUALITY (SF)) If $A \geq B>0$, then

$$
\begin{equation*}
A^{-r} \#_{\frac{1+r}{p+r}} B^{p} \leq B \leq A \quad \text { for } \quad p \geq 1 \text { and } r \geq 0 \tag{3.2}
\end{equation*}
$$

Proof. As the first stage, we assume that $0 \leq r \leq 1$. Then the monotonicity of $\#_{\alpha}(\alpha \in$ $[0,1])$ implies that

$$
A^{-r} \#_{\frac{1+r}{p+r}} B^{p} \leq B^{-r} \#_{\frac{1+r}{p+r}} B^{p}=B
$$

Next we assume that for some $r>0$,

$$
A \geq B>0 \Longrightarrow A^{-r} \#_{\frac{1+r}{p+r}} B^{p} \leq B \leq A
$$

holds for all $p \geq 1$. So we prove that it is true for $s=1+2 r$. Since $A \geq B>0$ is assumed, we have

$$
A^{-1} \#_{\frac{2}{p+1}} B^{p} \leq B
$$

so that

$$
B_{1}=\left(A^{\frac{1}{2}} B^{p} A^{\frac{1}{2}}\right)^{\frac{2}{p+\mathrm{T}}} \leq A^{\frac{1}{2}} B A^{\frac{1}{2}} \leq A^{2}=A_{1}
$$

By the assumption, it follows that for $p_{1} \geq 1$

$$
A_{1}^{-r} \#_{\frac{1+r}{p_{1}+r}} B_{1}^{p} \leq B_{1} \leq A^{\frac{1}{2}} B A^{\frac{1}{2}}
$$

Arranging this for $p_{1}=\frac{p+1}{2}$, we have

$$
A^{-2 r_{\frac{2(1+r)}{p+1+2 r}} A^{\frac{1}{2}} B^{p} A^{\frac{1}{2}} \leq B_{1} \leq A^{\frac{1}{2}} B A^{\frac{1}{2}} . . . . ~}
$$

Furthermore multiplying $A^{-\frac{1}{2}}$ on both sides, it follows that for $s=2 r+1$

$$
A^{-s} \#_{\frac{1+s}{p+s}} B^{p} \leq B
$$

as desired.

### 3.2 The Ando-Hiai inequality

Ando and Hiai proposed a log-majorization inequality, whose essential part is the following operator inequality. We say it the Ando-Hiai inequality, simply (AH).

Theorem 3.4 (Ando-Hiai inequality (AH)) If $A \#_{\alpha} B \leq I_{H}$ for $A, B>0$, then $A^{r} \#_{\alpha} B^{r} \leq I_{H}$ for $r \geq 1$.

Proof. It suffices to show that $A^{r} \#_{\alpha} B^{r} \leq I_{H}$ for $1 \leq r \leq 2$. Put $p=r-1 \in[0,1]$ and $C=A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$. Then, since the assumption $A \#_{\alpha} B \leq I_{H}$ is equivalent to $C^{\alpha} \leq A^{-1}$ and so $C^{-\alpha} \geq A$, it follows from Lemma 3.1 that

$$
\begin{aligned}
A^{-\frac{1}{2}} B^{r} A^{-\frac{1}{2}} & =A^{-\frac{1}{2}}\left(A^{\frac{1}{2}} C A^{\frac{1}{2}}\right)^{r} A^{-\frac{1}{2}}=C^{\frac{1}{2}}\left(C^{\frac{1}{2}} A C^{\frac{1}{2}}\right)^{p} A^{-\frac{1}{2}} \\
& \leq C^{\frac{1}{2}}\left(C^{\frac{1}{2}} C^{-\alpha} C^{\frac{1}{2}}\right)^{p} C^{\frac{1}{2}}=C^{1+(1-\alpha) p} .
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
A^{r} \#_{\alpha} B^{r} & =A^{\frac{1}{2}}\left(A^{p} \#_{\alpha} A^{-\frac{1}{2}} B^{r} A^{-\frac{1}{2}}\right) A^{\frac{1}{2}} \leq A^{\frac{1}{2}}\left(C^{-\alpha p} \#_{\alpha} C^{1+(1-\alpha) p}\right) A^{\frac{1}{2}} \\
& =A^{\frac{1}{2}} C^{(1+p) \alpha-\alpha p_{p}} A^{\frac{1}{2}}=A^{\frac{1}{2}} C^{\alpha} A^{\frac{1}{2}} \leq A^{\frac{1}{2}} A^{-1} A^{\frac{1}{2}}=I_{H} .
\end{aligned}
$$

Based on an idea of the Furuta inequality, we propose two variables version of the Ando-Hiai inequality:

Theorem 3.5 (Generalized Ando-Hiai inequality (GAH)) For $A, B>0$ and $\alpha \in$ $[0,1]$, if $A \#_{\alpha} B \leq I_{H}$, then

$$
A^{r} \#_{\frac{\alpha r}{\alpha r+(1-\alpha) s}} B^{s} \leq I_{H} \quad \text { for } \quad r, s \geq 1
$$

It is obvious that the case $r=s$ in Theorem 3.5 is just the Ando-Hiai inequality.
Now we consider two one-sided versions of Theorem 3.5:

Proposition 3.1 For $A, B>0$ and $\alpha \in[0,1]$, if $A \#_{\alpha} B \leq I_{H}$, then

$$
A^{r} \#_{\frac{\alpha r}{\alpha r+1-\alpha}} B \leq I_{H} \quad \text { for } \quad r \geq 1
$$

Proposition 3.2 For $A, B>0$ and $\alpha \in[0,1]$, if $A \#_{\alpha} B \leq I_{H}$, then

$$
A \neq \frac{\alpha}{\alpha+(1-\alpha) s} B^{s} \leq I_{H} \quad \text { for } \quad s \geq 1 .
$$

Next we investigate relations among these propositions and Theorem 3.5.
Theorem 3.6 (1) Propositions 3.1 and 3.2 are equivalent.
(2) Theorem 3.5 follows from Propositions 3.1 and 3.2.

Proof.
(1) We first note the transposition formula $X \#_{\alpha} Y=Y \#_{\beta} X$ for $\beta=1-\alpha$. Therefore Proposition 3.1 (for $\beta$ ) is rephrased as follows:

$$
B \#_{\beta} A \leq I_{H} \quad \Longrightarrow \quad B^{s} \#_{\frac{\beta s}{\beta s+\alpha}} A \leq I_{H} \quad \text { for } \quad s \geq 1
$$

Using the transposition formula again, it coincides with Proposition 3.2 because

$$
1-\frac{\beta s}{\beta s+\alpha}=\frac{\alpha}{\beta s+\alpha}=\frac{\alpha}{(1-\alpha) s+\alpha}
$$

(2) Suppose that $A \#_{\alpha} B \leq I_{H}$ and $r, s \geq 1$ are given. Then it follows from Proposition 3.1 that $A^{r} \#_{\alpha_{1}} B \leq I_{H}$ for $\alpha_{1}=\frac{\alpha r}{\alpha r+1-\alpha}$. We next apply Proposition 3.2 to it, so that we have

$$
I_{H} \geq A^{r} \# \frac{\alpha_{1}}{\alpha_{1}+\left(1-\alpha_{1}\right) s} B^{s}=A^{r} \# \frac{\alpha r}{\alpha r+(1-\alpha) s} B^{s},
$$

as desired.
We now point out that Proposition 3.1 is an equivalent expression of the Furuta inequality of the Ando-Hiai type:

Theorem 3.7 The inequality in Proposition 3.1 is equivalent to the Furuta inequality.
Proof. For a given $p \geq 1$, we put $\alpha=\frac{1}{p}$. Then $A \geq B(\geq 0)$ if and only if

$$
\begin{equation*}
A^{-1} \#_{\alpha} B_{1} \leq I_{H}, \text { for } B_{1}=A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}} \tag{3.3}
\end{equation*}
$$

If $A \geq B>0$, then (3.3) holds for $A, B>0$, so that Proposition 3.1 implies that for any $r \geq 0$

$$
I_{H} \geq A^{-(r+1)} \# \overbrace{\frac{r+1}{p}}^{\left(1-\frac{1}{p}\right)+\frac{r+1}{p}} \quad B_{1}=A^{-(r+1)} \#_{\frac{1+r}{p+r}} B_{1}=A^{-(r+1)} \#_{\frac{1+r}{p+r}} A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}
$$

Hence we have (FI);

$$
A^{-r} \#_{\frac{1+r}{p+r}} B^{p} \leq A
$$

Conversely suppose that (FI) is assumed. If $A^{-1} \#_{\alpha} B_{1} \leq I_{H}$, then $A \geq\left(A^{\frac{1}{2}} B_{1} A^{\frac{1}{2}}\right)^{\alpha}=B$, where $p=\frac{1}{\alpha}$. So (FI) implies that for $r_{1}=r-1 \geq 0$

$$
A \geq A^{-r_{1}} \#_{\frac{1+r_{1}}{p+r_{1}}} B^{p}=A^{-(r-1)} \#_{\frac{r}{p+r-1}} A^{\frac{1}{2}} B_{1} A^{\frac{1}{2}} .
$$

Since $\frac{r}{p+r-1}=\frac{\alpha r}{1+\alpha r-\alpha}$, we have Proposition 3.1.
As in the discussion as above, Theorem 3.5 can be proved by showing Proposition 3.1. Finally we cite its proof. Since it is equivalent to the Furuta inequality, we have an alternative proof of it. It is done by the usual induction, whose technical point is a multiplicative property of the index $\frac{\alpha r}{(1-\alpha)+\alpha r}$ of \# as appeared below.

Proof of Proposition 3.1. For convenience, we show that if $A^{-1} \#_{\alpha} B \leq I_{H}$, then

$$
\begin{equation*}
A^{-r} \# \frac{\alpha r}{(1-\alpha)+\alpha r} B \leq I_{H} \quad \text { for } \quad r \geq 1 \tag{3.4}
\end{equation*}
$$

Now the assumption says that

$$
C^{\alpha}=\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)^{\alpha} \leq A
$$

For any $\varepsilon \in(0,1]$, we have $C^{\alpha \varepsilon} \leq A^{\varepsilon}$ by the Löwner-Heinz inequality and so

$$
\begin{gathered}
A^{-(1+\varepsilon)} \#_{\frac{\alpha(1+\varepsilon)}{(1-\alpha)+\alpha(1+\varepsilon)}} B=A^{-\frac{1}{2}}\left(A^{-\varepsilon} \#_{\frac{\alpha(1+\varepsilon)}{1+\alpha \varepsilon}} A^{\frac{1}{2}} B A^{\frac{1}{2}}\right) A^{-\frac{1}{2}} \\
\leq A^{-\frac{1}{2}}\left(C^{-\alpha \varepsilon} \#_{\frac{\alpha(1+\varepsilon)}{1+\alpha \varepsilon}}^{1+\alpha \varepsilon}\right) A^{-\frac{1}{2}}=A^{-\frac{1}{2}} C^{\alpha} A^{-\frac{1}{2}}=A^{-1} \#_{\alpha} B \leq I_{H} .
\end{gathered}
$$

Hence we proved the conclusion (3.4) for $1 \leq r \leq 2$. So we next assume that (3.4) holds for $1 \leq r \leq 2^{n}$. Then the discussion of the first half ensures that

$$
\left(A^{-r}\right)^{r_{1}} \# \frac{\alpha_{1} r_{1}}{\left(1-\alpha_{1}\right)+\alpha_{1} r_{1}} B \leq I_{H} \quad \text { for } 1 \leq r_{1} \leq 2, \text { where } \alpha_{1}=\frac{\alpha r}{(1-\alpha)+\alpha r}
$$

Thus the multiplicative property of the index

$$
\frac{\alpha_{1} r_{1}}{\left(1-\alpha_{1}\right)+\alpha_{1} r_{1}}=\frac{\alpha r r_{1}}{(1-\alpha)+\alpha r r_{1}}
$$

shows that (3.4) holds for all $r \geq 1$.
Here we consider an expression of (AH)-type for satellite of (FI): Suppose that $A^{-1} \#_{\alpha}$ $B \leq I_{H}$ and put $\alpha=\frac{1}{p}$. It is equivalent to $C=\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)^{\frac{1}{p}} \leq A$. So (SF) says that

$$
A^{-r} \#_{\frac{1+r}{p+r}} C^{p} \leq C, \quad \text { or } \quad A^{-(r+1)} \#_{\frac{1+r}{p+r}} B \leq A^{-\frac{1}{2}} C A^{-\frac{1}{2}}=A^{-1} \#_{\frac{1}{p}} B .
$$

Namely (SF) has an (AH)-type representation as follows:

Theorem 3.8 Let $A$ and $B$ be positive invertible operators. Then

$$
A \#_{\alpha} B \leq I_{H} \Longrightarrow A^{r} \#_{\frac{\alpha r}{\alpha r+1-\alpha}} B \leq A \#_{\alpha} B\left(\leq I_{H}\right) \text { for } r \geq 1 \text {. }
$$

As an application, we have the monotonicity of the operator function induced by (GAH):

Theorem 3.9 If $A \#_{\alpha} B \leq I$ for $A, B>0$, then

$$
f(r, s)=A^{r} \#_{\frac{\alpha r}{\alpha r+(1-\alpha) s}} B^{s}
$$

is decreasing for $r, s \geq 1$.
Proof. It suffices to show that $f$ is decreasing for $r \geq 1$ because $f_{\alpha, A, B}(r, s)=f_{1-\alpha, B, A}(s, r)$. So we fix $s \geq 1$.

By (GAH), it follows that for each $r \geq 1$

$$
f(r, s)=A^{r} \#_{\alpha_{1}} B \leq I_{H}, \quad \text { where } \quad \alpha_{1}=\frac{\alpha r}{\alpha r+(1-\alpha) s} .
$$

For arbitrary $r_{2}>r$, we put $r_{1}=\frac{r_{2}}{r}>1$. Then we have

$$
f\left(r_{2}, s\right)=A^{r_{2}} \# \frac{\alpha r_{2}}{\alpha r_{2}+(1-\alpha) s} B^{s}=\left(A^{r}\right)^{r_{1}} \# \frac{\alpha_{1} r_{1}}{\alpha_{1} r_{1}+\left(1-\alpha_{1}\right)} B^{s} \leq A^{r} \#_{\alpha_{1}} B^{s}=f(r, s)
$$

by Theorem 3.8.

### 3.3 The grand Furuta inequality

To compare ( AH ) with $(\mathrm{FI}),(\mathrm{AH})$ is arranged as a Furuta type operator inequality. As in the proof of $(\mathrm{AH})$, its assumption is that

$$
B_{1}=C^{\alpha}=\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} \leq A^{-1}=A_{1}
$$

Replacing $p=\alpha^{-1}$, it is reformulated that

$$
A \geq B>0 \Longrightarrow A^{r} \geq\left(A^{\frac{r}{2}}\left(A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}\right)^{r} A^{\frac{r}{2}}\right)^{\frac{1}{p}}
$$

for $r \geq 1$ and $p \geq 1$.
Moreover, to make a simultaneous extension of both (FI) and (AH), Furuta added variables as in the case of (FI). Actually he paid his attention to $A^{-\frac{1}{2}}$ in $(\dagger)$, precisely, he replaced it to $A^{-\frac{t}{2}}(t \in[0,1])$. Consequently he established so-called the grand Furuta inequality, simply (GFI). It is sometimes said to be a generalized Furuta inequality.

Theorem 3.10 (Grand Furuta inequality (GFI)) If $A \geq B>0$ and $t \in[0,1]$, then

$$
\left[A^{\frac{r}{2}}\left(A^{-\frac{t}{2}} B^{p} A^{-\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right]^{\frac{1-t+r}{(p-t) s+r}} \leq A^{1-t+r}
$$

holds for $r \geq t$ and $p, s \geq 1$.
It is easily seen that

$$
\begin{aligned}
& \text { (GFI) for } t=1, r=s \Longleftrightarrow \text { (AH) } \\
& \text { (GFI) for } t=0, s=1 \Longleftrightarrow \text { (FI). }
\end{aligned}
$$

Proof of (GFI). We prove it by the induction on $s$. For this, we first prove it for $1 \leq s \leq$ 2: Since $\left(X^{*} C^{2} X\right)^{s}=X^{*} C\left(C X X^{*} C\right)^{s-1} C X$ for arbitrary $X$ and $C \geq 0$, and $0 \leq s-1 \leq 1$, (LH) implies that

$$
\begin{gathered}
A^{r / 2}\left(A^{-t / 2} B^{p} A^{-t / 2}\right)^{s} A^{r / 2}=A^{\frac{r-t}{2}} B^{\frac{p}{2}}\left(B^{\frac{p}{2}} A^{-t} B^{\frac{p}{2}}\right)^{s-1} B^{\frac{p}{2}} A^{\frac{r-t}{2}} \\
\leq A^{\frac{r-t}{2}} B^{\frac{p}{2}}\left(B^{\frac{p}{2}} B^{-t} B^{\frac{p}{2}}\right)^{s-1} B^{\frac{p}{2}} A^{\frac{r-t}{2}}=A^{\frac{r-t}{2}} B^{(p-t) s+t} A^{\frac{r-t}{2}} .
\end{gathered}
$$

Furthermore it follows from (LH) and (FI) that

$$
\left\{A^{r / 2}\left(A^{-t / 2} B^{p} A^{-t / 2}\right)^{s} A^{r / 2}\right\}^{\frac{1-t+r}{(p-t) s+r}} \leq\left\{A^{\frac{r-t}{2}} B^{(p-t) s+t} A^{\frac{r-t}{2}}\right\}^{\frac{1-t+r}{(p-t) s+r}} \leq A^{1-t+r}
$$

by noting that $(p-t) s+t+(r-t)=(p-t) s+r$. Hence (GFI) is proved for $1 \leq s \leq 2$.
Next, under the assumption (GFI) holds for some $s \geq 1$, we now prove that (GFI) holds for $s+1$. Since (GFI) holds for $s$, we take $r=t$ in it. Thus we have

$$
A \geq\left\{A^{t / 2}\left(A^{-t / 2} B^{p} A^{-t / 2}\right)^{s} A^{t / 2}\right\}^{\frac{1}{(p-t) s+t}}
$$

Put $C=\left\{A^{t / 2}\left(A^{-t / 2} B^{p} A^{-t / 2}\right)^{s} A^{t / 2}\right\}^{\frac{1}{(p-t) s+t}}$, that is, $A \geq C$. By using that $s \geq 1$ if and only if $1 \leq \frac{s+1}{s} \leq 2$ and that (GFI) for $1 \leq s \leq 2$ has been proved, we obtain that

$$
\begin{aligned}
A^{1-t+r} & \geq\left\{A^{r / 2}\left(A^{-t / 2} C^{(p-t) s+t} A^{-t / 2}\right)^{\frac{s+1}{s}} A^{r / 2}\right\}^{\frac{1-t+r}{\{(p-t) s+t-t\}\left(\frac{s+1}{s}\right)+r}} \\
& =\left\{A^{r / 2}\left(A^{-t / 2} C^{(p-t) s+t} A^{-t / 2}\right)^{\frac{s+1}{s}} A^{r / 2}\right\}^{\frac{1-t+r}{(p-t)(s+1)+r}} \\
& =\left\{A^{r / 2}\left(A^{-t / 2}\left\{A^{t / 2}\left(A^{-t / 2} B^{p} A^{-t / 2}\right)^{s} A^{t / 2}\right\} A^{-t / 2}\right)^{\frac{s+1}{s}} A^{r / 2}\right\}^{\frac{1-t+r}{(p-t)(s+1)+r}} \\
& =\left\{A^{r / 2}\left(A^{-t / 2} B^{p} A^{-t / 2}\right)^{s+1} A^{r / 2}\right\}^{\frac{1-t+r}{(p-t)(s+1)+r}}
\end{aligned}
$$

This means that (GFI) holds for $s+1$, and so the proof is complete.
Next we point out that (GFI) for $t=1$ includes both: the Ando-Hiai and Furuta inequality.

Since the Ando-Hiai inequality is just (GFI; $t=1$ ) for $r=s$, it suffices to check that the Furuta inequality is contained in $(\mathrm{GFI} ; t=1)$. As a matter of fact, it is just $(\mathrm{GFI} ; t=1)$ for $s=1$.

Theorem 3.11 Furuta inequality (FI) is equivalent to (GFI) for $t=s=1$.
Proof. We write down (GFI; $t=1$ ) for $s=1$ : If $A \geq B>0$, then

$$
\left[A^{\frac{r}{2}}\left(A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}\right) A^{\frac{r}{2}}\right]^{\frac{r}{p-1+r}} \leq A^{r}
$$

for $p, r \geq 1$, or equivalently,

$$
A^{-(r-1)} \#_{\frac{r}{p-1+r}} B^{p} \leq A
$$

for $p, r \geq 1$. Replacing $r-1$ by $r_{1}$, (GFI; $\left.t=1\right)$ for $s=1$ is rephrased as follows: If $A \geq B>0$, then

$$
A^{-r_{1}} \#_{\frac{1+r_{1}}{p+r_{1}}} B^{p} \leq A
$$

for $p \geq 1$ and $r_{1} \geq 0$, which is nothing but the Furuta inequality.
Furthermore Theorem 3.5, the generalized Ando-Hiai inequality, is understood as the case $t=1$ in (GFI):

Theorem 3.12 (GFI; $t=1$ ) is equivalent to Theorem 3.5.
Proof. (GFI; $t=1$ ) is written as

$$
A \geq B>0 \Longrightarrow\left[A^{\frac{r}{2}}\left(A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}\right)^{s} A^{\frac{r}{2}}\right]^{\frac{r}{(p-1) s+r}} \leq A^{r}(p, r, s \geq 1)
$$

Here we put

$$
\alpha=\frac{1}{p}, \quad B_{1}=A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}} .
$$

Then we have

$$
A \geq B>0 \Longleftrightarrow A^{-1} \#_{\frac{1}{p}} A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}} \leq I_{H} \Longleftrightarrow A^{-1} \#_{\alpha} B_{1} \leq I_{H}
$$

and for each $p, r, s \geq 1$

$$
\begin{aligned}
& {\left[A^{\frac{r}{2}}\left(A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}\right)^{s} A^{\frac{r}{2}}\right]^{\frac{r}{p-1) s+r}} \leq A^{r}} \\
& \Longleftrightarrow A^{-r} \# \frac{r}{(p-1) s+r}\left(A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}\right)^{s} \leq I_{H} \\
& \Longleftrightarrow A^{-r} \#_{\frac{\alpha r}{\alpha r+(1-\alpha) s}} B_{1}^{s} \leq I_{H} .
\end{aligned}
$$

This shows the statement of Theorem 3.5 (GAH).
Next we consider some variants of (GFI), which are useful in the discussion of Kantorovich type inequalities.

Theorem 3.13 If $A \geq B \geq 0$, then

$$
A^{\frac{(p+t) s+r}{q}} \geq\left(A^{\frac{r}{2}}\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p, t, s, r \geq 0$ and $q \geq 1$ with $(p+t+r) q \geq(p+t) s+r$ and $(1+t+r) q \geq$ $(p+t) s+r$.

Proof. First of all, we may assume $p>0$. Now the Furuta inequality says that

$$
A_{1}=A^{\frac{p+t}{q_{1}}} \geq B_{1}=\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{\frac{1}{q_{1}}}
$$

holds for $t \geq 0$, where $q_{1}=\max \left\{1, \frac{p+t}{1+t}\right\}$. Applying the Furuta inequality again, we have

$$
A_{1}^{\frac{p_{1}+r_{1}}{q}} \geq\left(A_{1}^{\frac{r_{1}}{2}} B_{1}^{p_{1}} A_{1}^{\frac{r_{1}}{2}}\right)^{\frac{1}{q}}
$$

that is,

$$
A^{\frac{(p+t)\left(p_{1}+r_{1}\right)}{q q_{1}}} \geq\left(A^{\frac{(p+t) r_{1}}{2 q_{1}}}\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{\frac{p_{1}}{q_{1}}} A^{\frac{(p+t) r_{1}}{2 q_{1}}}\right)^{\frac{1}{q}}
$$

for all $p_{1}, r_{1} \geq 0$ and $q \geq 1$ with $\left(1+r_{1}\right) q \geq p_{1}+r_{1}$. So we take $p_{1}=s q_{1}$ and $r_{1}=\frac{r q_{1}}{p+t}$. Since $\left(1+r_{1}\right) q \geq p_{1}+r_{1}$ is equivalent to the condition that $(p+t+r) q \geq(p+t) s+r$ and $(1+t+r) q \geq(p+t) s+r$, the statement is proved.

In the remainder, we reconsider (GFI). For this, we cite it by the use of operator means. For convenience, we use the notation $\hbar_{s}$ for the binary operation

$$
A \natural_{s} B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{s} A^{\frac{1}{2}} \quad \text { for } s \notin[0,1],
$$

whose formula is the same as $\#_{s}$.
Grand Furuta inequality (GFI)

$$
A \geq B>0, t \in[0,1] \Longrightarrow A^{-r+t} \#_{\frac{1-t+r}{(p-t) s+r}}\left(A^{t} \natural_{s} B^{p}\right) \leq A(r \geq t ; p, s \geq 1)
$$

This mean theoretic expression of (GFI) induces the following improvement of it.

## Satellite of the grand Furuta inequality (SGF)

$$
A \geq B>0, t \in[0,1] \Longrightarrow A^{-r+t} \#_{\frac{1-t+r}{(p-t) s+r}}\left(A^{t} \bigsqcup_{s} B^{p}\right) \leq B(r \geq t ; p, s \geq 1)
$$

Here we clarify that the case $t=1$ is essential in (GFI), in which SGF) is quite meaningful. As a matter of fact, we prove that (SGF; $\mathbf{t = 1}$ ) implies (SGF) for every $t \in[0,1]$.

For the reader's convenience, we prove (SGF). For this, the following lemma is needed, which is a variational expression of (LH).

Lemma 3.3 If $A \geq B>0, t \in[0,1]$ and $1 \leq s \leq 2$, then

$$
A^{t} \mathfrak{\llcorner}_{s} C \leq B^{t} \mathfrak{q}_{s} C
$$

holds for arbitrary $C>0$, in particular,

$$
A^{t} \natural_{s} B^{p} \leq B^{(p-t) s+t}
$$

holds for $p \geq 1$.

Proof. Since $A^{-t} \leq B^{-t}$ by (LH), we have

$$
A^{t} \dot{q}_{s} C=C\left(C^{-1} \#_{s-1} A^{-t}\right) C \leq C\left(C^{-1} \#_{s-1} B^{-t}\right) C=B^{t} \natural_{s} C .
$$

Similarly we have

$$
A^{t} \mathfrak{q}_{s} B^{p}=B^{p}\left(B^{-p} \#_{s-1} A^{-t}\right) B^{p} \leq B^{p}\left(B^{-p} \#_{s-1} B^{-t}\right) B^{p}=B^{(p-t) s+t} .
$$

Here we give a short comment on the first statement in the above lemma: Suppose that $A \geq B>0$ and $t \in[0,1]$. Then

$$
A^{t} \mathfrak{b}_{s} C \leq B^{t} \mathfrak{q}_{s} C
$$

holds for arbitrary $C>0$ and $1 \leq s \leq 2$. Then taking $C=B^{t}$ and $s=2$, we have

$$
A^{t} দ_{2} B^{t} \leq B^{t} দ_{2} B^{t}=B^{t},
$$

so that $B^{t} A^{-t} B^{t} \leq B^{t}$, or $A^{t} \geq B^{t}$. That is, it is equivalent to (LH).
More generally, we know the following fact.
Lemma 3.4 If $A \geq B>0$ and $t \in[0,1]$, then

$$
\left(A^{t} দ_{s} B^{p}\right)^{\frac{1}{(p-t)^{s+t}}} \leq B \leq A
$$

holds for $p, s \geq 1$.
Proof. We fix $p \geq 1$ and $t \in[0,1]$. It follows from Lemma 3.3.5 and (LH) that

$$
\begin{equation*}
A \geq B>0 \Longrightarrow B_{1}=\left(A^{t} \vdash_{s} B^{p}\right)^{\frac{1}{(p-t) s+t}} \leq B \leq A \tag{**}
\end{equation*}
$$

for $s \in[1,2]$. So we assume that $(* *)$ holds for some $s \geq 1$, and prove that

$$
B_{2}=\left(A^{t} \natural_{2 s} B^{p}\right)^{\frac{1}{2(p-t) s+t}} \leq B_{1} \leq B .
$$

Actually we apply ( $\dagger$ ) to $B_{1} \leq A$. Then we have

$$
\left(A^{t} \natural_{2} B_{1}^{p_{1}}\right)^{\frac{1}{2\left(p_{1}-t\right)+t}} \leq B_{1} \leq B, \text { where } p_{1}=(p-t) s+t
$$

and moreover

$$
\left(A^{t} \natural_{2} B_{1}^{p_{1}}\right)^{\frac{1}{2\left(p_{1}-t\right)+t}}=\left[A^{t} \natural_{2}\left(A^{t} \natural_{s} B^{p}\right)\right]^{\frac{1}{(p-t) 2 s+t}}=\left(A^{t} \natural_{2 s} B^{p}\right)^{\frac{1}{(p-t) 2 s+t}}=B_{2},
$$

which completes the proof.
Under this preparation, we can easily prove (SGF) by virtue of (SF) in Theorem 3.3:

Proof of (SGF). For given $p, t, s$, we use the same notation as above; $p_{1}=(p-t) s+t$ and $B_{1}=\left(A^{t} \bigsqcup_{s} B^{p}\right)^{\frac{1}{p_{1}}}$. Then Lemma 3.3.6 implies that $B_{1} \leq B \leq A$. Hence it follows from (SF) for $B_{1} \leq A$ and $r_{1}=r-t$ that

$$
A^{-r+t} \#_{\frac{1-t+r}{(p-t) s_{s}+r}}\left(A^{t} \mathfrak{L}_{s} B^{p}\right)=A^{r_{1}} \#_{\frac{1+r_{1}}{p_{1}+r_{1}}} B_{1}^{p_{1}} \leq B_{1} \leq B
$$

It is shown that (SGF; $t=1$ ) is essential among (SGF; $t \in[0,1]$ ), in which (LH) completely works. That is,

Theorem 3.14 (SGF; $t=1$ ) implies (SGF; $t$ ) for $t \in[0,1]$.
Proof. Suppose that for $A \geq B>0$,

$$
A^{-r+1} \# \frac{r}{(p-1) s+r}\left(A \natural_{s} B^{p}\right) \leq B
$$

holds for $r \geq 1$.
We fix arbitrary $t \in(0,1)$. As $A^{t} \geq B^{t}$ by (LH), we have

$$
\left(A^{t}\right)^{-\frac{r}{t}+1} \# \frac{\frac{r}{T}}{\left(\frac{r}{T}-1\right) s+\frac{r}{T}} \quad\left(A^{t} \mathrm{प}_{s} B^{p}\right) \leq B^{t}
$$

for $r \geq t$. It is arranged as

$$
A^{-r+t} \# \frac{r}{(p-t) s+r}\left(A^{t} \natural_{s} B^{p}\right) \leq B^{t},
$$

or equivalently,

$$
\left(A^{t} \natural_{s} B^{p}\right) \#_{\frac{(p-t) s}{(p-t) s+r}} A^{-r+t} \leq B^{t}
$$

Therefore it follows from Lemma 3.3 that for $s \in[1,2]$

$$
\begin{aligned}
A^{-r+t} \#_{\frac{1-t+r}{(p-t) s+r}}\left(A^{t} দ_{s} B^{p}\right) & =\left(A^{t} \natural_{s} B^{p}\right) \#_{\frac{(p-t) s-(1-t)}{(p-t) s+r}} A^{-r+t} \\
& =\left(A^{t} \natural_{s} B^{p}\right) \#_{\frac{(p-t) s-(1-t)}{(p-t) s}}\left\{\left(A^{t} \natural_{s} B^{p}\right) \# \frac{(p-t) s}{(p-t) s+r} A^{-r+t}\right\} \\
& \leq\left(A^{t} \natural_{s} B^{p}\right) \# \frac{(p-t) s-(1-t)}{(p-t) s} B^{t} \\
& =B^{t} \#_{\frac{1-t}{(p-t) s}}\left(A^{t} \natural_{s} B^{p}\right) \\
& \leq B^{t} \#_{\frac{1-t}{p-t}} B^{(p-t) s+t}=B .
\end{aligned}
$$

Namely we have

$$
\begin{equation*}
A \geq B>0 \Longrightarrow A^{-r+t} \#_{\frac{1-t+r}{(p-t) s+r}}\left(A^{t} দ_{s} B^{p}\right) \leq B \tag{***}
\end{equation*}
$$

for $1 \leq s \leq 2, r \geq t$ and $p \geq 1$.

Next we assume that $(* * *)$ holds for some $s \geq 1$. Then taking $r=t$, we have

$$
B \geq\left(A^{t} \natural_{s} B^{p}\right)^{\frac{1}{(p-t) s+t}} .
$$

Put $C=\left(A^{t} \natural_{s} B^{p}\right)^{\frac{1}{(p-t) s+t}}$, that is, $(A \geq) B \geq C$. By $(* *)$ for $\frac{s+1}{s} \in[1,2]$, we obtain

$$
\begin{aligned}
C & \geq A^{-r+t} \# \frac{1-t+r}{((p-t) s+t-t)\left(\frac{s+1}{s}\right)+r}\left(A^{t} \natural_{\frac{s+1}{s}} C^{(p-t) s+t}\right) \\
& =A^{-r+t} \# \frac{1-t+r}{(p-t)(s+1)+r}\left(A^{t} \natural_{\frac{s+1}{s}}\left(A^{t} \natural_{s} B^{p}\right)\right) \\
& =A^{-r+t} \# \frac{1-t+r}{(p-t)(s+1)+r}\left(A^{t} \natural_{s+1} B^{p}\right) .
\end{aligned}
$$

Hence we have

$$
A^{-r+t} \# \frac{1-t+r}{(p-t)(s+1)+r}\left(A^{t} দ_{s+1} B^{p}\right) \leq C \leq B .
$$

Remark 3.1 (GFI; $t=1$ ) implies a variant of (GFI) that

$$
\begin{aligned}
& A \geq B>0, t \in[0,1] \\
& \Longrightarrow A^{-r+t} \#_{\frac{1-t+r}{(p-t) s+r}}\left(A^{t} দ_{s} B^{p}\right) \leq A^{t} \#_{\frac{1-t}{p-t}} B^{p} \quad(r \geq t ; p, s \geq 1)
\end{aligned}
$$

Here we note: (1) The case $t=0$ and $s=1$ is just

$$
\begin{equation*}
A \geq B>0 \Longrightarrow A^{-r_{\frac{1+r}{p+r}} B^{p} \leq B \quad(p \geq 1, r \geq 0) . . . ~} \tag{SF}
\end{equation*}
$$

(2) The case $t=1$ and $r=s$ is the Ando-Hiai inequality:

$$
\begin{equation*}
X \#_{\alpha} Y \leq I_{H} \Longrightarrow X^{r} \#_{\alpha} Y^{r} \leq I_{H} \quad(r \geq 1) . \tag{AH}
\end{equation*}
$$

(Replace $X=A^{-1}, Y=A^{-\frac{1}{2}} B^{p} A^{-\frac{1}{2}}$ and $\alpha=\frac{1}{p}$.)
However, it easily follows from (SGF) because

$$
A^{-r+t} \#_{\frac{1-t+r}{(p-t) s+r}}\left(A^{t}\left\llcorner_{s} B^{p}\right) \leq B=B^{t} \#_{\frac{1-t}{p-t}} B^{p} \leq A^{t} \#_{\frac{1-t}{p-t}} B^{p}\right.
$$

under the same condition as in the above.

### 3.4 The chaotic ordering

We first remark that $\log x$ is operator monotone, i.e. $A \geq B>0$ implies $\log A \geq \log B$ by (LH) and $\frac{X^{p}-1}{p} \rightarrow \log X$ for $X>0$. By this fact, we can introduce the chaotic order as $\log A \geq \log B$ among positive invertible operators, which is weaker than the usual order $A \geq B$. In this section, we consider the Furuta inequality under the chaotic ordering.

Theorem 3.15 The following assertions are mutually equivalent for $A, B>0$ :
(i) $A \gg B$, i.e. $\log A \geq \log B$,
(ii) $A^{p} \geq\left(A^{\frac{p}{2}} B^{p} A^{\frac{p}{2}}\right)^{\frac{1}{2}}$ for $p \geq 0$,
(iii) $A^{r} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{r}{p+r}}$ for $p, r \geq 0$.

Proof.
(i) $\Longrightarrow$ (iii): First we note that $\left(I_{H}+\frac{\log X}{n}\right)^{n} \rightarrow X$ for $X>0$. Since

$$
A_{n}=I_{H}+\frac{\log A}{n} \geq B_{n}=I_{H}+\frac{\log B}{n}>0
$$

for sufficiently large $n$, the Furuta inequality ensures that for given $p, r>0$

$$
A_{n}{ }^{1+n r} \geq\left(A_{n}{ }^{\frac{n r}{2}} B_{n}{ }^{n p} A_{n} \frac{n r}{2}\right)^{\frac{1+n r}{n(p+r)}}
$$

or equivalently

$$
A_{n}{ }^{n\left(\frac{1}{n}+r\right)} \geq\left(A_{n}{ }^{n \frac{r}{2}} B_{n}^{n p} A_{n}{ }^{n \frac{r}{2}}\right)^{\frac{1}{n(p+r)}+\frac{r}{p+r}} .
$$

Taking $n \rightarrow \infty$, we have the desired inequality (iii).
(iii) $\Longrightarrow$ (ii) is trivial by setting $r=p$.
(ii) $\Longrightarrow$ (i): Note that $\frac{X^{p}-I_{H}}{p} \rightarrow \log X$ for $X>0$. The assumption (ii) implies that

$$
\frac{A^{p}-I_{H}}{p} \geq \frac{\left(A^{\frac{p}{2}} B^{p} A^{\frac{p}{2}}\right)^{\frac{1}{2}}-I_{H}}{p}=\frac{A^{\frac{p}{2}} B^{p} A^{\frac{p}{2}}-I_{H}}{p\left(\left(A^{\frac{p}{2}} B^{p} A^{\frac{p}{2}}\right)^{\frac{1}{2}}+I_{H}\right)}=\frac{A^{\frac{p}{2}}\left(B^{p}-1\right) A^{\frac{p}{2}}+A^{p}-I_{H}}{p\left(\left(A^{\frac{p}{2}} B^{p} A^{\frac{p}{2}}\right)^{\frac{1}{2}}+I_{H}\right)}
$$

Taking $p \rightarrow+0$, we have

$$
\log A \geq \frac{\log B+\log A}{2}, \text { that is, } \log A \geq \log B
$$

So the proof is complete.
Remark 3.2 The order preserving operator inequality $(\mathrm{i}) \Longrightarrow$ (iii) in above is called the chaotic Furuta inequality, simply (CFI). Here we note that (iii) $\Longrightarrow$ (i) is directly proved as follows:

Take the logarithm on both side of (iii), that is,

$$
r \log A \geq \frac{r}{p+r} \log A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}
$$

for $p, r \geq 0$. Therefore we have

$$
\log A \geq \frac{1}{p+r} \log A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}
$$

So we put $r=0$ in above. Namely it implies that

$$
\log A \geq \frac{1}{p} \log B^{p}=\log B
$$

As in the chaotic Furuta inequality, Theorem 3.13 has the following chaotic order version:

Theorem 3.16 If $\log A \geq \log B$ for $A, B>0$, then

$$
A^{\frac{(p+t) s+r}{q}} \geq\left(A^{\frac{r}{2}}\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p, t, s, r \geq 0$ and $q \geq 1$ with $(t+r) q \geq(p+t) s+r$.
Proof. As in the proof of the chaotic Furuta inequality (i) $\Longrightarrow$ (iii), we have

$$
A_{n}=I_{H}+\frac{\log A}{n} \geq B_{n}=I_{H}+\frac{\log B}{n}>0
$$

for sufficiently large $n$. Thus Theorem 3.13 implies that

$$
A_{n} \frac{\left(p_{1}+t_{1}\right) s+r_{1}}{q} \geq\left(A_{n}{ }^{\frac{r_{1}}{2}}\left(A_{n}{ }^{\frac{t_{1}}{2}} B_{n}{ }^{p_{1}} A_{n}{ }^{\frac{t_{1}}{2}}\right)^{s} A_{n}{ }^{\frac{r_{1}}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p_{1}, t_{1}, s, r_{1} \geq 0$ and $q \geq 1$ with $\left(t_{1}+r_{1}\right) q \geq\left(p_{1}+t_{1}\right) s+r_{1}$. Putting $p_{1}=n p$, $t_{1}=n t$ and $r_{1}=n r$, we have

$$
A_{n} \frac{n((p+t) s+r}{q} \geq\left(A_{n} \frac{n r}{2}\left(A_{n}^{\frac{n t}{2}} B_{n}{ }^{n p} A_{n}^{\frac{n t}{2}}\right)^{s} A_{n}{ }^{\frac{n r}{2}}\right)^{\frac{1}{q}}
$$

for all $p, t, s, r \geq 0$ and $q \geq 1$ with $(t+r) q \geq(p+t) s+r$. Finally, since $A_{n}{ }^{n} \rightarrow A$ and $B_{n}{ }^{n} \rightarrow B$, we have the desired inequality by tending $n \rightarrow \infty$.

The chaotic Furuta inequality (CFI), Theorem 3.15 (iii), is expressed in terms of the weighted geometric mean as well as the Furuta inequality ( FI ) as follows:

$$
\begin{equation*}
A \geq B>0 \Longrightarrow A^{-r} \# \frac{r}{p+r} B^{p} \leq I_{H} \tag{CFI}
\end{equation*}
$$

holds for $p \geq 0$ and $r \geq 0$.
For the sake of convenience, we cite (AH): For $\alpha \in(0,1)$

$$
\begin{equation*}
A \#_{\alpha} B \leq I_{H} \Longrightarrow A^{r} \#_{\alpha} B^{r} \leq I_{H} \tag{AH}
\end{equation*}
$$

holds for $r \geq 1$.

Theorem 3.17 The operator inequalities (FI), (CFI) and ( AH ) are mutually equivalent.
Proof.
$(\mathrm{CFI}) \Longrightarrow(\mathrm{FI})$ : Suppose that $(\mathrm{CFI})$ holds. Then we prove $(\mathrm{FI})$, so we assume that $A \geq B>$ 0 . We have

$$
\begin{aligned}
& A^{-r} \#_{\frac{1+r}{p+r}} B^{p}=B^{p} \#_{\frac{p-1}{p+r}} A^{-r}=B^{p} \#_{\frac{p-1}{p}}\left(B^{p} \#_{\frac{p}{p+r}} A^{-r}\right) \\
= & B^{p} \#_{\frac{p-1}{p}}\left(A^{-r} \#_{\frac{r}{p+r}} B^{p}\right) \leq B^{p} \#_{\frac{p-1}{p}} I_{H}=B \leq A,
\end{aligned}
$$

which means that ( FI ) is shown.
$(\mathrm{FI}) \Longrightarrow(\mathrm{AH})$ : Suppose that (FI) holds. Then we prove $(\mathrm{AH})$, so we assume that $A \#_{\alpha} B \leq I_{H}$ and $r \geq 0$. Then, putting $C=A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$ and $p=\frac{1}{\alpha}>1$, we have

$$
B_{1}=\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha}=C^{\frac{1}{p}} \leq A^{-1}=A_{1}
$$

Applying (FI) to $A_{1} \geq B_{1}$, it follows that for $p \geq 1$,

$$
A_{1}^{-r} \#_{\frac{1+r}{p+r}} B_{1}^{p} \leq B_{1} \leq A_{1}
$$

Summing up the above discussion, for each $p>1$,

$$
A \#_{\frac{1}{p}} B \leq I_{H} \Longrightarrow A^{r} \#_{\frac{1+r}{p+r}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \leq A^{-1}, \text { or } A^{r+1} \#_{\frac{1+r}{p+r}} B \leq I_{H} \text { for } r \geq 0
$$

Note that

$$
B \#_{\frac{p-1}{p+r}} A^{r+1}=A^{r+1} \#_{\frac{1+r}{p+r}} B \leq I_{H}
$$

holds. That is, we can assume this and so apply it for $q=\frac{p+r}{p-1} \geq 1$. Hence it implies that

$$
I_{H} \geq B^{r+1} \#_{\frac{1+r}{q+r}} A^{r+1}
$$

Since $1-\frac{1+r}{p_{1}+r}=\frac{1}{p}$,

$$
I_{H} \geq B^{r+1} \#_{\frac{1+r}{q+r}} A^{r+1}=A^{r+1} \#_{\frac{1}{p}} B^{r+1}
$$

Namely we obtain (AH).
$(\mathrm{AH}) \Longrightarrow(\mathrm{CFI}): \quad$ Suppose that $(\mathrm{AH})$ holds. Then we prove (CFI), so we assume that $A \geq B>0$ and $p, r>1$ because it holds for $0 \leq p, r \leq 1$ by (LH). For given $p, r>1$, we put $\alpha=\frac{r}{p+r}$ and $r_{1}=\frac{r}{p}$. Then we have

$$
A^{-r_{1}} \underset{\underset{r_{1}}{1+r_{1}}}{ } B \leq A^{-r_{1}} \#_{\frac{r_{1}}{1+r_{1}}} A=I_{H} .
$$

Here we apply $(\mathrm{AH})$ to this and so we have

$$
I_{H} \geq A^{-r_{1} p} \#_{\frac{r_{1} p}{p+r_{1} p}} B^{p}=A^{-r} \#_{\frac{r}{p+r}} B^{p},
$$

as desired.
Here we present an interesting characterization of the chaotic ordering.
Theorem 3.18 The following assertions are mutually equivalent for $A, B>0$ :
(i) $\log A \geq \log B$,
(ii) For each $\delta>0$ there exists an $\alpha=\alpha_{\delta}>0$ such that $\left(\mathrm{e}^{\delta} A\right)^{\alpha}>B^{\alpha}$.

The proof of Theorem 3.18 is not given here, but its essence is shown as follows:
Theorem 3.19 If $\log A>\log B$ for $A, B>0$, then there exists an $\alpha>0$ such that $A^{\alpha}>B^{\alpha}$.

Proof. Since $\log A-\log B \geq 2 s>0$ for some $s>0$, there exists an $\alpha>0$ such that

$$
\left\|\frac{x^{h}-1}{h}-\log x\right\|_{J}<s
$$

for $0<h \leq \alpha$, where $J$ is a bounded interval including the spectra of $A$ and $B$. Hence we have

$$
0 \leq \frac{A^{\alpha}-I_{H}}{\alpha}-\log A \leq s, \quad 0 \leq \frac{B^{\alpha}-I_{H}}{\alpha}-\log B \leq s
$$

so

$$
\begin{aligned}
\frac{A^{\alpha}-B^{\alpha}}{\alpha} & =\left(\frac{A^{\alpha}-I_{H}}{\alpha}-\log A\right)+\log A-\log B-\left(\frac{B^{\alpha}-I_{H}}{\alpha}-\log B\right) \\
& \geq \log A-\log B-\left(\frac{B^{\alpha}-I_{H}}{\alpha}-\log B\right) \\
& \geq \log A-\log B-\left\|\frac{B^{\alpha}-I_{H}}{\alpha}-\log B\right\|_{J} \\
& \geq 2 s-s=s
\end{aligned}
$$

that is $A^{\alpha}-B^{\alpha} \geq \alpha s>0$ is shown.
Related to this, there raises the problem: Does $\log A \geq \log B$ imply that there exists an $\alpha>0$ such that $A^{\alpha} \geq B^{\alpha}$ ?

Example 3.1 Take A and B as follows:

$$
A=U\left(\begin{array}{cc}
\mathrm{e}^{4} & 0 \\
0 & \mathrm{e}^{-1}
\end{array}\right) U, \quad U=\frac{1}{\sqrt{5}}\left(\begin{array}{cc}
\sqrt{3} & \sqrt{2} \\
\sqrt{2} & -\sqrt{3}
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
1 & 0 \\
0 & \mathrm{e}^{-2}
\end{array}\right) .
$$

Then we have

$$
\log A=\left(\begin{array}{cc}
\sqrt{2} & \sqrt{6} \\
\sqrt{6} & 1
\end{array}\right) \quad \text { and } \quad \log B=\left(\begin{array}{cc}
0 & 0 \\
0 & -2
\end{array}\right)
$$

so that $\log A \geq \log B$ is easily checked.
On the other hand, putting $x=\mathrm{e}^{\alpha}$ for $\alpha>0$,

$$
\operatorname{det}\left(A^{\alpha}-B^{\alpha}\right)=-x^{-3}(x+1)(x-1)^{4}\left(2 x^{2}+x+2\right)<0
$$

for all $x>1$. Hence $A^{\alpha} \geq B^{\alpha}$ does not hold for any $\alpha>0$.
Concluding this section, we mention some operator inequalities related to (CFI).
Theorem 3.20 Let $A$ and $B$ be positive invertible operators. Then the following statements are mutually equivalent:
(1) $\log A \leq \log B$.
(2) $A^{-r} \#_{\frac{r}{p+r}} B^{p} \geq I_{H}$ for $p, r \geq 0$.
(3) $A^{-r} \#_{\frac{\delta+r}{p+r}} B^{p} \geq B^{\delta}$ for $p, r \geq 0$ and $0 \leq \delta \leq p$.
(4) The operator function $f(p)=A^{-r} \#_{\frac{r}{p+r}} B^{p}$ is increasing on $p$.

Proof.
$(1) \Longleftrightarrow(2)$ : It follows from (i) $\Longleftrightarrow$ (iii) in Theorem 3.15.
$(2) \Longrightarrow(3)$ : By using Lemma 3.2, we have

$$
\begin{aligned}
& A^{-r} \#_{\frac{\delta+r}{p+r}} B^{p}=B^{p} \#_{\frac{p-\delta}{p+r}} A^{-r}=B^{p} \#_{\frac{p-\delta}{p}}\left(B^{p} \#_{\frac{p}{p+r}} A^{-r}\right) \\
= & B^{p} \#_{\frac{p-\delta}{p}}\left(A^{-r} \#_{\frac{r}{p+r}} B^{p}\right) \leq B^{p} \#_{\frac{p-\delta}{p}} I_{H}=B^{\delta} .
\end{aligned}
$$

$(3) \Longrightarrow(2)$ : It is trivial by putting $\delta=0$.
(3) $\Longrightarrow(4)$ : By using (iv) of Lemma 3.2, we have

$$
\begin{aligned}
f(p+\varepsilon) & =A^{-r} \#_{\frac{r}{p+\varepsilon+r}} B^{p+\varepsilon} \\
& =A^{-r} \#_{\frac{r}{p+r}}\left(A^{-r} \#_{\frac{p+r}{p+\varepsilon+r}} B^{p+\varepsilon}\right) \\
& \geq A^{-r} \#_{\frac{r}{p+r}} B^{p}=f(p) .
\end{aligned}
$$

$(4) \Longrightarrow(2):$ It is obtained by $f(p) \geq f(0)=1$.

### 3.5 The chaotically geometric mean

We consider the monotonicity of the operator function for a fixed $\mu \in[0,1]$ and $A, B>0$ defined by

$$
F(s)=\left((1-\mu) A^{s}+\mu B^{s}\right)^{\frac{1}{s}} \quad \text { for } s \in \mathbb{R}
$$

Lemma 3.5 Let $F(s)$ be as in above for a fixed $\mu \in[0,1]$ and $A, B>0$. Then
(1) $F(s)$ is monotone increasing on $[1, \infty)$ and not so on $(0,1]$ under the usual order.
(2) $F(s)$ is monotone increasing on $\mathbb{R}$ under the chaotic order. Consequently there exists $F(0)=s-\lim _{h \rightarrow 0} F(h)$ and

$$
F(0)=\mathrm{e}^{(1-\mu) \log A+\mu \log B} .
$$

We call it the chaotically $\mu$-geometric mean for $A, B>0$ and denote it by $A \diamond_{\mu} B$, so

$$
A \diamond_{\mu} B:=\mathrm{e}^{(1-\mu) \log A+\mu \log B}
$$

Proof of Lemma 3.5. We first note that the function $x \mapsto x^{r}$ is operator concave for $r \in[0,1]$.
(1) If $t \geq s \geq 1$, then $r=\frac{s}{t} \in(0,1]$ and so

$$
\left((1-\mu) A^{t}+\mu B^{t}\right)^{\frac{s}{t}} \geq(1-\mu) A^{s}+\mu B^{s} .
$$

Hence (LH) for $\frac{1}{s}$ implies that $F(t) \geq F(s)$.
Next a counterexample to the latter for $\mu=\frac{1}{2}$ is given by

$$
A=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)^{3}, B=\left(\begin{array}{ll}
2 & 1 \\
1 & 3
\end{array}\right)^{3}
$$

Then we have

$$
F(1)=\frac{1}{2}(A+B)=\left(\begin{array}{ll}
14 & 14 \\
14 & 20
\end{array}\right)
$$

and

$$
F\left(\frac{1}{3}\right)=\left(\frac{1}{2}\left(A^{\frac{1}{3}}+B^{\frac{1}{3}}\right)\right)^{3}=\left(\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right)^{3}=\left(\begin{array}{ll}
14 & 13 \\
13 & 14
\end{array}\right)
$$

so that

$$
F(1)-F\left(\frac{1}{3}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 6
\end{array}\right) \nsupseteq 0 .
$$

(2) We show that $\log F(s) \leq \log F(t)$ for $s<t$ with $s, t \neq 0$. We first assume that $0<s<t$. Since $x^{r}$ is operator concave for $r \in[0,1]$ and $\log x$ is operator monotone on $(0, \infty)$, it follows that

$$
\log \left((1-\mu) A^{t}+\mu B^{t}\right)^{\frac{s}{t}} \geq \log \left((1-\mu) A^{s}+\mu B^{s}\right)
$$

so that

$$
\log F(t) \geq \log F(s)
$$

The case $s<t<0$ is similar to the above.
We now prove the second assertion. It follows from the concavity of $\log x$ and the Krein inequality that

$$
\begin{gathered}
(1-\mu) \log A+\mu \log B=\frac{1}{t}\left((1-\mu) \log A^{t}+\mu \log B^{t}\right) \\
\leq \frac{1}{t} \log \left((1-\mu) A^{t}+\mu B^{t}\right) \leq \frac{1}{t}\left((1-\mu) A^{t}+\mu B^{t}\right) \\
=(1-\mu) \frac{A^{t}-I_{H}}{t}+\mu \frac{B^{t}-I_{H}}{t} \Longrightarrow(1-\mu) \log A+\mu \log B \quad(t \rightarrow+0) .
\end{gathered}
$$

Moreover it follows that for $t=-s<0$

$$
F_{A, B}(t)=F_{A^{-1}, B^{-1}}(-s)^{-1} \Longrightarrow\left[\mathrm{e}^{(1-\mu) \log A^{-1}+\mu \log B^{-1}}\right]^{-1}=\mathrm{e}^{(1-\mu) \log A+\mu \log B}
$$

Therefore there exists the limit $s-\lim _{t \rightarrow 0} F(t)$ and it is $F(0)=\mathrm{e}^{(1-\mu) \log A+\mu \log B}$.
Consequently we obtain that if $s<0<t$, then

$$
\log F(s) \leq \log F(0) \leq \log F(t),
$$

and that $F(s)$ is monotone increasing on $\mathbb{R}$ under the chaotic order.
Remark 3.3 (1) On the other hand, we note that $x^{r}$ is operator convex for $r \in[1,2]$. So, if $0<s \leq t \leq 2 s$ and $t \geq 1$, then $F(s) \leq F(t)$. For example, we have $F(s) \leq F(1)$ for $\frac{1}{2} \leq s \leq 1$.
(2) It is proved that $F(s)$ converges to $A \diamond_{\mu} B$ unifromly.

We recall that $\mu$-arithmetic mean and $\mu$-harmonic mean are denoted by $A \nabla_{\mu} B=(1-\mu) A+\mu B$ and $A!\mu B=\left((1-\mu) A^{-1}+\mu B^{-1}\right)^{-1}$, respectively.

Theorem 3.21 Let $A, B>0$ and $\mu \in[0,1]$. Then both $\left(A^{t} \nabla_{\mu} B^{t}\right)^{\frac{1}{t}}$ and $\left(A^{t}!_{\mu} B^{t}\right)^{\frac{1}{t}}$ converge to $A \diamond_{\mu} B$ as $t \rightarrow+0$. Consequently

$$
s-\lim _{t \rightarrow+0}\left(A^{t} \#_{\mu} B^{t}\right)^{\frac{1}{t}}=A \diamond_{\mu} B .
$$

Proof. The first assertion follows from Lemma 3.5 and the second one does from the well-known fact that

$$
A^{t}!_{\mu} B^{t} \leq A^{t} \#_{\mu} B^{t} \leq A^{t} \nabla_{\mu} B^{t}
$$

Remark 3.4 Theorem 3.21 is closely related to the Golden-Thompson inequality

$$
\left\|\mathrm{e}^{H+K}\right\| \leq\left\|\mathrm{e}^{H} \mathrm{e}^{K}\right\| \quad \text { for self-adjoint } \quad H, K
$$

and its complementary inequality

$$
\left\|\left(\mathrm{e}^{p H} \#_{\mu} \mathrm{e}^{p K}\right)^{\frac{1}{p}}\right\| \leq\left\|\mathrm{e}^{(1-\mu) H+\mu K}\right\|
$$

for self-adjoint $H, K, p>0$ and $\mu \in[0,1]$.
As an application of the chaotically geometric mean, we have three operator version of the Furuta inequality.

Theorem 3.22 Let $A, B, C>0$ and $\mu \in[0,1]$. Then the following statements are mutually equivalent:
(1) $\log A \leq \log \left(B \diamond{ }_{\mu} C\right)$,
(2) $B^{s} \nabla_{\mu} C^{s} \leq A^{-r} \#_{\frac{s+r}{t+r}}\left(B^{t} \nabla_{\mu} C^{t}\right)$ for $r \geq 0$ and $t \geq s \geq 0$.
(3) For each $r, s \geq 0, f(t)=A^{-r} \#_{\frac{s+r}{t+r}}\left(B^{t} \nabla_{\mu} C^{t}\right)$ is an increasing function of $t \geq s$.

Proof.
$(1) \Longrightarrow(2): \quad$ We note that (1) is equivalent to $\log A \leq \log \left(B^{t} \nabla C^{t}\right)^{\frac{1}{t}}$ for $t>0$ by the preceding theorem. Therefore (2) follows from Theorem 3.20.
$(2) \Longrightarrow(3)$ : Suppose that (2) holds. By Theorem 3.20 again, we have

$$
A^{-r} \#_{\frac{t+r}{t+\varepsilon+r}}\left(B^{t+\varepsilon} \nabla_{\mu} C^{t+\varepsilon}\right) \geq\left(B^{t+\varepsilon} \nabla_{\mu} C^{t+\varepsilon}\right)^{\frac{t}{t+\varepsilon}}
$$

so that

$$
\begin{gathered}
f(t+\varepsilon)=A^{-r} \#_{\frac{s+r}{t+r}}\left(A^{-r} \#_{\frac{t+r}{t+\varepsilon+r}}\left(B^{t+\varepsilon} \nabla_{\mu} C^{t+\varepsilon}\right)\right) \\
\geq A^{-r} \#_{\frac{s+r}{t+r}}\left(B^{t+\varepsilon} \nabla_{\mu} C^{t+\varepsilon}\right)^{\frac{t}{t+\varepsilon}} \geq A^{-r} \#_{\frac{s+r}{t+r}}\left(B^{t} \nabla_{\mu} C^{t}\right)=f(t),
\end{gathered}
$$

where the second inequality is ensured by Jensen's inequality for the function $x^{\frac{t}{t+\varepsilon}}$.
(3) $\Longrightarrow(1)$ : If (3) holds, then $f(s) \leq f(t)$ for $s \leq t$. It implies (1) by Theorem 3.20, too.

The following theorem is a complement of the preceding theorem.
Theorem 3.23 Let $A, B, C>0$ and $\mu \in[0,1]$. Then the following statements are mutually equivalent:
(1) $\log A \geq \log \left(B \diamond_{\mu} C\right)$,
(2) $B^{s}!_{\mu} C^{s} \leq A^{-r} \#_{\frac{s+r}{t+r}}\left(B^{t}!_{\mu} C^{t}\right)$ for $r \geq 0$ and $t \geq s \geq 0$.
(3) For each $r, s \geq 0, h(t)=A^{-r} \#_{\frac{s+r}{t+r}}\left(B^{t}!_{\mu} C^{t}\right)$ is a decreasing function of $t \geq s$.

Proof. We note that (1) is equivalent to $\log A^{-1} \leq \log \left(B^{-1} \diamond \mu C^{-1}\right)$ and $h(t)=$


### 3.6 Generalized the Bebiano-Lemos-Providência inequalities

It is known that the Löwner-Heinz inequality (LH) is equivalent to the Araki-Cordes inequality (AC):

$$
\begin{equation*}
\left\|A^{\frac{t}{2}} B^{t} A^{\frac{t}{2}}\right\| \leq\left\|\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)^{t}\right\| \tag{AC}
\end{equation*}
$$

for $0 \leq t \leq 1$,

As a matter of fact, it is easily proved as follows: Let $t \in(0,1)$ be fixed. Suppose that (AC) holds for $t$, and that $A \geq B>0$. Since $A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \leq I$, we have

$$
\left\|A^{-\frac{t}{2}} B^{t} A^{-\frac{t}{2}}\right\| \leq\left\|A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right\|^{t} \leq 1
$$

so that $A^{-\frac{t}{2}} B^{t} A^{-\frac{t}{2}} \leq I$, or $B^{t} \leq A^{t}$. Conversely assume that (LH) holds for $t$, and put $\left\|A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right\|=b$. Then $A \geq \frac{B}{b}$ and so $A^{t} \geq\left(\frac{B}{b}\right)^{t}$. Hence it follows that $b^{t} \geq A^{-\frac{t}{2}} B^{t} A^{-\frac{t}{2}}$ and

$$
\left\|A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right\|^{t}=b^{t} \geq\left\|A^{-\frac{t}{2}} B^{t} A^{-\frac{t}{2}}\right\|
$$

Recently, Bebiano, Lemos and Providência showed the following norm inequality, say the BLP inequality, which is an extension of the Araki-Cordes inequality (AC) in some sense.

Theorem 3.24 (BLP) If $A, B \geq 0$, then

$$
\begin{equation*}
\left\|A^{\frac{1+t}{2}} B^{t} A^{\frac{1+t}{2}}\right\| \leq\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{s} A^{\frac{s}{2}}\right)^{\frac{t}{s}} A^{\frac{1}{2}}\right\| \tag{BLP}
\end{equation*}
$$

for all $s \geq t \geq 0$.
The following operator inequality is corresponding to (BLP):
For $A, B \geq 0$ and $t>0$,

$$
\begin{equation*}
A^{s} \#_{\frac{t}{s}} B^{s} \leq A^{1+s} \text { for some } s \geq t \quad \Longrightarrow \quad B^{t} \leq A^{1+t} \tag{3.5}
\end{equation*}
$$

Here replacing $B$ by $B^{\frac{1+t}{t}}$, and putting $p=\frac{s}{t}(\geq 1)$ in (3.5), it is rewritten as follows.
Theorem 3.25 For $A, B \geq 0$

$$
\begin{equation*}
A^{s} \#_{\frac{1}{p}} B^{p+s} \leq A^{1+s} \text { for some } p \geq 1 \text { and } s \geq 0 \quad \Longrightarrow \quad B^{1+\frac{s}{p}} \leq A^{1+\frac{s}{p}} \tag{3.6}
\end{equation*}
$$

As in (BLP), our base is the Furuta inequality. Nevertheless, (BLP) can be improved by reviewing as an operator inequality expression in Theorem 3.25:

Theorem 3.26 Let $A$ and $B$ be positive operators and $s \geq 0$. Then

$$
\begin{equation*}
A^{s} \#_{\frac{1}{p}} B^{p+s} \leq A^{1+s} \text { for some } p \geq 1 \quad \Longrightarrow \quad B^{1+s} \leq A^{1+s} \tag{3.7}
\end{equation*}
$$

Proof. We put

$$
C=\left(A^{-\frac{s}{2}} B^{p+s} A^{-\frac{s}{2}}\right)^{\frac{1}{p}}, \quad \text { or } \quad B^{p+s}=A^{\frac{s}{2}} C^{p} A^{\frac{s}{2}} .
$$

Then the assumption says that $A \geq C \geq 0$, and so the Furuta inequality ensures that

$$
B^{1+s}=\left(A^{\frac{s}{2}} C^{p} A^{\frac{s}{2}}\right)^{\frac{1+s}{p+s}} \leq A^{1+s}
$$

That is, the desired inequality (3.7) is proved.
Now we have a norm inequality equivalent to (3.7) in Theorem 3.26.

Corollary 3.1 Let $A$ and $B$ be positive operators. Then

$$
\left\|A^{\frac{1+s}{2}} B^{1+s} A^{\frac{1+s}{2}}\right\|\left\|^{\frac{p+s}{p(1+s)}} \leq\right\| A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{p+s} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}} \|
$$

for all $p \geq 1$ and $s \geq 0$.
In addition, Theorem 3.26 has the following expression by the Löwner-Heinz inequality.

Corollary 3.2 Let $A$ and $B$ be positive operators. Then

$$
A^{s} \#_{\frac{1}{p}} B^{p+s} \leq A^{1+s} \text { for some } p \geq 1 \text { and } s \geq 0 \quad \Longrightarrow \quad B^{1+t} \leq A^{1+t}
$$

for $t \in[0, s]$, or equivalently

$$
\begin{equation*}
\left\|A^{\frac{1+t}{2}} B^{1+t} A^{\frac{1+t}{2}}\right\|^{\frac{p+s}{p(1+t)}} \leq\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{p+s} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}}\right\| \tag{3.8}
\end{equation*}
$$

for $p \geq 1$ and $s \geq t \geq 0$.

Remark 3.5 Replacing B by $B^{\frac{t}{1+t}}$, (3.8) is expressed as follows: For $A, B \geq 0$

$$
\left\|A^{\frac{1+t}{2}} B^{t} A^{\frac{1+t}{2}}\right\|^{\frac{p+s}{p(1+t)}} \leq\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{\frac{t(p+s)}{1+t}} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}}\right\|
$$

for $p \geq 1$ and $s \geq t \geq 0$. Thus if we take $p=\frac{s}{t}$ for $s \geq t \geq 0$, then we have the original BLP inequality (BLP) because $\frac{p+s}{p(1+t)}=1$ and $\frac{t(p+s)}{1+t}=s$.

Next, we approach to (BLP) from the reverse direction. That is,
Theorem 3.27 The Furuta inequality is equivalent to the following norm inequality:

$$
\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{\frac{t(p+s)}{1+t}} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}}\right\| \geq\left\|A^{\frac{1+t}{2}} B^{t} A^{\frac{1+t}{2}}\right\|^{\frac{p+s}{p(1+t)}}
$$

for $p \geq 1$ and $s \geq t \geq 0$.
Proof. First of all, the proposed norm inequality is rephrased by replacing $A$ to $A^{-1}$ as follows:

$$
\left\|A^{-\frac{1}{2}}\left(A^{-\frac{s}{2}} B^{\frac{t(p+s)}{1+t}} A^{-\frac{s}{2}}\right)^{\frac{1}{p}} A^{-\frac{1}{2}}\right\| \geq\left\|A^{-\frac{1+t}{2}} B^{t} A^{-\frac{1+t}{2}}\right\|^{\frac{p+s}{p(1+t)}}
$$

for $p \geq 1$ and $s \geq t \geq 0$. Moreover, putting

$$
C=\left(A^{-\frac{s}{2}} B^{\frac{t(p+s)}{1+t}} A^{-\frac{s}{2}}\right)^{\frac{1}{p}}, \quad \text { or } \quad B^{t}=\left(A^{\frac{s}{2}} C^{p} A^{\frac{s}{2}}\right)^{\frac{1+t}{p+s}}
$$

it is also represented as

$$
\left\|A^{-\frac{1}{2}} C A^{-\frac{1}{2}}\right\| \geq\left\|A^{-\frac{1+t}{2}}\left(A^{\frac{s}{2}} C^{p} A^{\frac{s}{2}}\right)^{\frac{1+t}{p+s}} A^{-\frac{1+t}{2}}\right\|^{\frac{p+s}{p(1+t)}}
$$

for $p \geq 1$ and $s \geq t \geq 0$.

Hence it suffices to show that it is equivalent to the Furuta inequality, which follows from rewriting the Furuta inequality by the help of the Löwner-Heinz inequality:

$$
A \geq C>0 \Longrightarrow A^{1+t} \geq\left(A^{\frac{s}{2}} C^{p} A^{\frac{s}{2}}\right)^{\frac{1+t}{p+s}} \text { for } \quad p \geq 1 \text { and } s \geq t \geq 0
$$

The way from Theorem 3.27 to Theorem 3.24 (the BLP inequality) is as follows:
We take $p=\frac{s}{t} \geq 1$ in Theorem 3.27. Then

$$
\frac{1+t}{p+s}=\frac{t}{s} \quad \text { and } \quad \frac{p+s}{p(1+t)}=1
$$

So we have (BLP)

$$
\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{s} A^{\frac{s}{2}}\right)^{\frac{t}{s}} A^{\frac{1}{2}}\right\| \geq\left\|A^{\frac{1+t}{2}} B^{t} A^{\frac{1+t}{2}}\right\| \quad \text { for } \quad s \geq t>0
$$

Now we return to (AC), which is the starting point of (BLP). It is easily seen that the Araki-Cordes inequality

$$
\left\|A^{\frac{t}{2}} B^{t} A^{\frac{t}{2}}\right\| \leq\left\|\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)^{t}\right\| \quad \text { for } 0 \leq t \leq 1
$$

is equivalent to the following reverse inequality:

$$
\left\|A^{\frac{t}{2}} B^{t} A^{\frac{t}{2}}\right\| \geq\left\|\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)^{t}\right\| \quad \text { for } t \geq 1
$$

Inspired by this fact, we discuss appropriate conditions for which the reverse order of the BLP inequality holds.

Theorem 3.28 For $A, B>0$,

$$
\begin{equation*}
\left\|A^{\frac{1+t}{2}} B^{t} A^{\frac{1+t}{2}}\right\| \geq\left\|A^{\frac{1}{2}}\left(A^{\frac{5}{2}} B^{s} A^{\frac{s}{2}}\right)^{\frac{t}{s}} A^{\frac{1}{2}}\right\| \tag{3.9}
\end{equation*}
$$

holds for all $t \geq s \geq 1$.
More generally, the reverse inequality of the one in Theorem 3.27, the generalized BLP inequality, is given by the following way.

Theorem 3.29 Let $A, B \geq 0$ and $0<p \leq 1$. Then

$$
\left\|A^{\frac{1+s}{2}} B^{1+s} A^{\frac{1+s}{2}}\right\|^{\frac{p+s}{p(1+s)}} \geq\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{p+s} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}}\right\|
$$

for all $s \geq 0$ with $s \geq 1-2 p$.

To prove it, Kamei's theorem on complement of the Furuta inequality is available:
Theorem K. If $A \geq B>0$, then for $0<p \leq \frac{1}{2}$

$$
A^{t} \mathfrak{\square}_{\frac{2 p-t}{p-t}} B^{p} \leq A^{2 p} \quad \text { for } \quad 0 \leq t \leq p
$$

and for $\frac{1}{2} \leq p \leq 1$

$$
A^{t} \underline{q}_{\frac{1-t}{p-t}} B^{p} \leq A \quad \text { for } \quad 0 \leq t \leq p
$$

Proof of Theorem 3.29. It suffices to show that

$$
\begin{equation*}
B^{1+s} \leq A^{-(1+s)} \Longrightarrow A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{p+s} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}} \leq I_{H} \tag{3.10}
\end{equation*}
$$

for $0<p \leq 1$ and $s \geq 0$ with $s \geq 1-2 p$. So we put

$$
A_{1}=A^{-(1+s)}, B_{1}=B^{1+s}
$$

Then (3.10) is rephrased as

$$
A_{1} \geq B_{1}>0 \Longrightarrow A_{1}^{\frac{s}{1+s}} \natural_{\frac{1}{p}} B_{1}^{\frac{p+s}{1+s}} \leq A_{1}
$$

for $0<p \leq 1$ and $s \geq 0$ with $s \geq 1-2 p$. Moreover, if we replace

$$
t_{1}=\frac{s}{1+s}, p_{1}=\frac{p+s}{1+s},
$$

then we have $\frac{1-t_{1}}{p_{1}-t_{1}}=\frac{1}{p}$, and $\frac{1}{2} \leq p_{1}(\leq 1)$ if and only if $1-2 p \leq s$, so that (3.10) has the following equivalent expression:

$$
A_{1} \geq B_{1}>0 \Longrightarrow A_{1}^{t_{1}} দ_{\frac{1-t_{1}}{p_{1}-t_{1}}} B_{1}^{p} \leq A_{1} \quad \text { for } \quad 0 \leq t_{1}<p_{1}
$$

Since $\frac{1}{2} \leq p_{1} \leq 1$, this is ensured by Theorem K due to Kamei.
Next we show that Theorem 3.28 is obtained as a corollary of Theorem 3.29.
Proof of Theorem 3.28. We put $p=\frac{s}{t}$ for $t \geq s \geq 1$. Then we have $1-2 p \leq s$ if and only if $\frac{t}{t+2} \leq s$. Since $s \geq 1$ is assumed, $\frac{t}{t+2} \leq s$ holds for arbitrary $t>0$, so that Theorem 3.29 is applicable.

Now we take $B=B_{1}^{\frac{t}{1+t}}$ for a given arbitrary $B_{1} \geq 0$, i.e. $B_{1}=B^{\frac{1+t}{t}}$. Then the ArakiCordes inequality and Theorem 3.29 imply that

$$
\begin{aligned}
\left\|A^{\frac{1+t}{2}} B_{1}^{t} A^{\frac{1+t}{2}}\right\| & \geq\left\|A^{\frac{1+s}{2}} B_{1}^{\frac{t(1+s)}{1+t}} A^{\frac{1+s}{2}}\right\|^{\frac{1+t}{1+s}}=\left\|A^{\frac{1+s}{2}} B^{1+s} A^{\frac{1+s}{2}}\right\|^{\frac{p+s}{p(1+s)}} \\
& \geq\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B^{p+s} A^{\frac{s}{2}}\right)^{\frac{1}{p}} A^{\frac{1}{2}}\right\|=\left\|A^{\frac{1}{2}}\left(A^{\frac{s}{2}} B_{1}^{s} A^{\frac{s}{2}}\right)^{\frac{t}{s}} A^{\frac{1}{2}}\right\|,
\end{aligned}
$$

which proves (3.9).
Theorem 3.28 is slightly generalized as follows:
If $A, B>0$ and $r \geq 0$, then

$$
\begin{equation*}
\left\|A^{\frac{r+t}{2}} B^{t} A^{\frac{r+t}{2}}\right\| \geq\left\|A^{\frac{r}{2}}\left(A^{\frac{s}{2}} B^{s} A^{\frac{s}{2}}\right)^{\frac{t}{s}} A^{\frac{r}{2}}\right\| \tag{3.11}
\end{equation*}
$$

for all $t \geq s \geq r$.

It is proved by applying Theorem 3.28 to $A_{1}=A^{r}, B_{1}=B^{r}$ and $t_{1}=\frac{t}{r}, s_{1}=\frac{s}{r}$.
Finally we consider a converse inequality of the generalized BLP inequality which corresponds to another Kamei's complement: If $A \geq B>0$, then for $0<p \leq \frac{1}{2}$

$$
A^{t} \bigsqcup_{\frac{2 p-t}{p-t}} B^{p} \leq A^{2 p} \quad \text { for } \quad 0 \leq t<p
$$

Theorem 3.30 Let $A, B \geq 0$ and $0<p \leq \frac{1}{2}$. Then

$$
\begin{equation*}
\left\|A^{\frac{1+s}{2}} B^{1+s} A^{\frac{1+s}{2}}\right\|^{\frac{(2 p+s)(p+s)}{p(1+s)}} \geq\left\|A^{p+\frac{s}{2}}\left(A^{\frac{s}{2}} B^{p+s} A^{\frac{s}{2}}\right)^{\frac{2 p+s}{p}} A^{p+\frac{s}{2}}\right\| \tag{3.12}
\end{equation*}
$$

for all $0 \leq s \leq 1-2 p$.
Proof. The proof is quite similar to that of Theorem 3.29. We put

$$
A_{1}=A^{-(1+s)}, B_{1}=B^{1+s} ; t_{1}=\frac{s}{1+s}, p_{1}=\frac{p+s}{1+s} .
$$

Then Theorem K gives

$$
A_{1} \geq B_{1}>0 \Longrightarrow A_{1}^{t_{1}} \mathfrak{q}_{\frac{2 p_{1}-t_{1}}{p_{1} t_{1}}} B_{1}^{p_{1}} \leq A_{1}^{2 p_{1}}
$$

for $0 \leq t_{1}<p_{1} \leq \frac{1}{2}$, so that

$$
A^{-(1+s)} \geq B^{1+s} \Longrightarrow A^{-s} \underline{2}_{\frac{2 p+s}{p}} B^{p+s} \leq A^{-2(p+s)}
$$

for $0 \leq s \leq 1-2 p$. Obviously, it implies the desired norm inequality (3.12).
Remark 3.6 In Theorem 3.30, if we take $s=0$, then we obtain the Araki-Cordes inequality

$$
\left\|A^{\frac{1}{2}} B A^{\frac{1}{2}}\right\|^{2 p} \quad \geq\left\|A^{p} B^{2 p} A^{p}\right\|
$$

for $0 \leq p \leq \frac{1}{2}$. Also it appears in (3.11) by taking $r=0$. Actually we have

$$
\left\|A^{\frac{t}{2}} B^{t} A^{\frac{t}{2}}\right\| \geq\left\|\left(A^{\frac{s}{2}} B^{s} A^{\frac{s}{2}}\right)^{\frac{t}{s}}\right\|=\left\|\left(A^{\frac{s}{2}} B^{s} A^{\frac{s}{2}}\right)\right\|^{\frac{t}{s}}
$$

for $t \geq s>0$.

### 3.7 Riccati's equation

The following equation is said to be the algebraic Riccati equation:

$$
\begin{equation*}
X^{*} B^{-1} X-T^{*} X-X^{*} T=C \tag{3.13}
\end{equation*}
$$

for positive definite matrices $B, C$ and arbitrary $T$. The simple case $T=0$ in (3.13)

$$
\begin{equation*}
X^{*} B^{-1} X=C \tag{3.14}
\end{equation*}
$$

is called Riccati's equation by several authors. It is known that the geometric mean $B \# C$ is the unique positive definite solution of (3.14). We recall Ando's definition of it in terms of operator matrix: for positive operators $B, C$ on a Hilbert space,

$$
B \# C=\max \left\{X \geq 0 ;\left(\begin{array}{ll}
B & X  \tag{3.15}\\
X & C
\end{array}\right) \geq 0\right\} .
$$

If $B$ is invertible, it is expressed by

$$
B \# C=B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} C B^{-\frac{1}{2}}\right)^{\frac{1}{2}} B^{\frac{1}{2}} .
$$

We first discuss a relation between solutions of Riccati's equations (3.13) and (3.14), by which solutions of (3.13) can be given. The following lemma says that (3.14) is substantial in a mathematical sense.

Lemma 3.6 Let B be positive invertible, C positive and $T$ arbitrary operators on a Hilbert space. Then $W$ is a solution of Riccati's equation

$$
W^{*} B^{-1} W=C+T^{*} B T
$$

if and only if $X=W+B T$ is a solution of the algebraic Riccati equation

$$
X^{*} B^{-1} X-T^{*} X-X^{*} T=C
$$

Proof. Put $X=W+B T$. Since

$$
X^{*} B^{-1} X-T^{*} X-X^{*} T=W^{*} B^{-1} W-T^{*} B T
$$

we have the conclusion immediately.
Next we determine solutions of Riccati's equation (3.7.2):
Lemma 3.7 Let B be positive invertible and A positive. Then $W$ is a solution of Riccati's equation

$$
W^{*} B^{-1} W=A
$$

if and only if $W$ is in the form of $W=B^{\frac{1}{2}} U A^{\frac{1}{2}}$ for some partial isometry $U$ whose initial space contains ranA ${ }^{\frac{1}{2}}$.

Proof. If $W$ is a solution, then $\left\|B^{-\frac{1}{2}} W x\right\|=\left\|A^{\frac{1}{2}} x\right\|$ for all vectors $x$. It ensures the existence of a partial isometry $U$ such that $B^{-\frac{1}{2}} W=U A^{\frac{1}{2}} W$, i.e. $W=B^{\frac{1}{2}} U A^{\frac{1}{2}}$.

Consequently, we have solutions of the algebraic Riccati equation (3.13).

Theorem 3.31 The solutions of the algebraic Riccati equation (3.13)

$$
X^{*} B^{-1} X-T^{*} X-X^{*} T=C
$$

is given by $X=B^{\frac{1}{2}} U\left(C+T^{*} B T\right)^{\frac{1}{2}}+B T$ for some partial isometry $U$ whose initial space contains $\operatorname{ran}\left(\mathrm{C}+\mathrm{T}^{*} \mathrm{BT}\right)^{\frac{1}{2}}$.

In addition, the following result due to Trapp [283] is obtained by Lemma 3.6.
Corollary 3.3 Under the assumption that BT is self-adjoint, the self-adjoint solution of the algebraic Riccati equation (3.13) is in the form of

$$
X=\left(T^{*} B T+C\right) \# B+B T .
$$

Proof. The uniqueness of solution follows from the fact that $A$ \# $B$ is the unique positive solution of $X B^{-1} X=A$.

Next we will generalize Riccati's equation. Actually it is realized as the positivity of an operator matrix $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ for given positive operators $B$ and $A$. Roughly speaking, it is regarded as an operator inequality $W^{*} B^{-1} W \leq A$. As a matter of fact, it is correct if $B$ is invertible.

Lemma 3.8 Let A be a positive operator. Then

$$
\left(\begin{array}{ll}
I_{H} & X \\
X^{*} & A
\end{array}\right) \geq 0 \quad \text { if and only if } \quad A \geq X^{*} X
$$

Proof. Since

$$
\left(\begin{array}{cc}
I_{H} & 0 \\
0 & A-X^{*} X
\end{array}\right)=\left(\begin{array}{cc}
I_{H} & 0 \\
-X^{*} & I_{H}
\end{array}\right)\left(\begin{array}{cc}
I_{H} & X \\
X^{*} & A
\end{array}\right)\left(\begin{array}{cc}
I_{H} & -X \\
0 & I_{H}
\end{array}\right),
$$

it follows that

$$
\left(\begin{array}{ll}
I_{H} & X \\
X^{*} & A
\end{array}\right) \geq 0 \quad \text { if and only if } \quad A \geq X^{*} X
$$

The following majorization theorem is quite useful in the below. For convenience, we cite it.

Theorem 3.32 (DOUGLAS' MAJORIZATION THEOREM (DM)) The following statements are mutually equivalent:
(i) $\operatorname{ran} X \subset \operatorname{ran} Y$.
(ii) There exists a constant $k>0$ such that $X X^{*} \leq k^{2} Y Y^{*}$.
(iii) There exists an operator $C$ such that $X=Y C$ (and $\|C\| \leq k$ if (ii) is assumed).

Incidentally, the unicity of $C$ in (iii) is ensured by the conditions that
(1) $\|C\|=\inf \left\{k>0 ; X X^{*} \leq k^{2} Y Y^{*}\right\}$,
(2) $\operatorname{ker} X=\operatorname{ker} C$,
(3) $\operatorname{ran} C \subset \operatorname{ker} Y^{\perp}$.

Proof. We show (i) $\Longrightarrow$ (iii) only. Since $\left.Y_{1}\right|_{\operatorname{ker} Y^{\perp}}$ is a bijection onto ran $Y$, for each $x \in H$ there exists a vector $y \in \operatorname{ker} B^{\perp}$ with $X x=Y_{1} y$. In other words, we can define a linear operator $C$ on $H$ such that $C x=y$, i.e. $X=Y C$ and ran $C \subset \operatorname{ker} Y^{\perp}$. Finally the boundedness of $C$ is shown by the closed graph theorem; if $\left\{\left(x_{n}, C x_{n}\right)\right\} \subset G(C)$ satisfies $x_{n} \rightarrow x$ and $C x_{n} \rightarrow y$ for some $x, y \in H$, then

$$
Y y=\lim Y C x_{n}=\lim X x_{n}=A x .
$$

Since $C x_{n} \in \operatorname{ker} B^{\perp}$ and so $y \in \operatorname{ker} B^{\perp}$, we have $C x=y$.
Lemma 3.9 Let $A$ and $B$ be positive operators. Then

$$
\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right) \geq 0 \quad \text { implies } \quad \text { ranW } \subseteq \operatorname{ranB}^{\frac{1}{2}}
$$

and so $X=B^{-\frac{1}{2}} W$ is well-defined as a mapping.
Proof. Let $S=\left(\begin{array}{ll}a & b \\ b^{*} & d\end{array}\right)$ be the square root of $R=\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right)$. Then

$$
R=S^{2}=\left(\begin{array}{cc}
a^{2}+b b^{*} & a b+b d \\
b^{*} a+d b^{*} & b^{*} b+d^{2}
\end{array}\right)
$$

that is,

$$
B=a^{2}+b b^{*} \text { and } W=a b+b d
$$

Since ran $B^{\frac{1}{2}}$ contains both ran $a$ and ran $b$ by (DM), it contains ran $a+$ ran $b$. Moreover ran $W$ is contained in ran $a+\operatorname{ran} b$ by $W=a b+b d$.

Theorem 3.33 Let $A$ and $B$ be positive operators on $K$ and $H$ respectively, and $W$ be an operator from $K$ to $H$. Then $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ if and only if $W=B^{\frac{1}{2}} X$ for some operator $X$ from $K$ to $H$ and $A \geq X^{*} X$.

Proof. Suppose that $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$. Since ranW $\subseteq \operatorname{ranB} B^{\frac{1}{2}}$ by Lemma 3.9, (DM) says that $W=B^{\frac{1}{2}} X$ for some operator $X$. Moreover we restrict $X$ by $P_{B} X=X$, where $P_{B}$ is the range projection of $B$. Noting that $y \in \operatorname{ranB}$ if and only if $y=B^{\frac{1}{2}} x$ for some $x \in \operatorname{ranB} B^{\frac{1}{2}}$, the assumption implies that

$$
\left\langle\left(\begin{array}{cc}
P_{B} & X \\
X^{*} & A
\end{array}\right)\binom{y}{z},\binom{y}{z}\right\rangle=\left\langle\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right)\binom{x}{z},\binom{x}{z}\right\rangle \geq 0
$$

for all $y \in \operatorname{ranB}$ and $z \in K$. This means that $\left(\begin{array}{cc}P_{B} & X \\ X^{*} & A\end{array}\right) \geq 0$, and so

$$
\left(\begin{array}{cc}
P_{B} & 0 \\
0 & A-X^{*} X
\end{array}\right)=\left(\begin{array}{cc}
I_{H} & 0 \\
-X^{*} & A
\end{array}\right)\left(\begin{array}{cc}
P_{B} & X \\
X^{*} & A
\end{array}\right)\left(\begin{array}{cc}
I_{H} & -X \\
0 & I_{H}
\end{array}\right) \geq 0
$$

that is, $A \geq X^{*} X$, as required. The converse is easily checked.

The following factorization theorem due to Ando is led by Theorem 3.33.
Theorem 3.34 Let $A$ and $B$ be positive operators. Then $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$ if and only if $W=B^{\frac{1}{2}} V A^{\frac{1}{2}}$ for some contraction $V$.

Proof. Suppose that $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$. Then it follows from Theorem 3.7.7 that $W=B^{\frac{1}{2}} X$ for some bounded $X$ satisfying $A \geq X^{*} X$. Hence we can find a contraction $V$ with $X=V A^{\frac{1}{2}}$ by (DM), so that $W=B^{\frac{1}{2}} V A^{\frac{1}{2}}$ is shown.

The converse is proved by Lemma 3.7.5 as follows:

$$
\begin{aligned}
\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right) & =\left(\begin{array}{cc}
B & B^{\frac{1}{2}} V A^{\frac{1}{2}} \\
A^{\frac{1}{2}} V^{*} B^{\frac{1}{2}} & A
\end{array}\right) \\
& =\left(\begin{array}{cc}
B^{\frac{1}{2}} & 0 \\
0 & A^{\frac{1}{2}}
\end{array}\right)\left(\begin{array}{cc}
I_{H} & V \\
V^{*} & I_{H}
\end{array}\right)\left(\begin{array}{cc}
B^{\frac{1}{2}} & 0 \\
0 & A^{\frac{1}{2}}
\end{array}\right) \geq 0
\end{aligned}
$$

Finally we consider the geometric mean and the harmonic one, as an application of the preceding paragraph. The former is defined by (3.15).

If $B$ is invertible, then Theorem 3.33 says that $\left(\begin{array}{ll}B & X \\ X & C\end{array}\right) \geq 0$ if and only if $C \geq X^{*} B^{-1} X$.
By the way, we can directly obtain the desired inequality $C \geq X^{*} B^{-1} X$ by the following identity:

$$
\left(\begin{array}{cc}
I_{H} & 0 \\
-X^{*} B^{-1} & I_{H}
\end{array}\right)\left(\begin{array}{cc}
B & X \\
X^{*} & C
\end{array}\right)\left(\begin{array}{cc}
I_{H} & -B^{-1} X \\
0 & I_{H}
\end{array}\right)=\left(\begin{array}{cc}
B & 0 \\
0 & C-X^{*} B^{-1} X
\end{array}\right) .
$$

Anyway the maximum is given by

$$
B \# C=B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} C B^{-\frac{1}{2}}\right)^{\frac{1}{2}} B^{\frac{1}{2}} .
$$

Next we review a work of Pedersen and Takesaki [252]. They proved that if $B$ and $C$ are positive operators and $B$ is nonsingular, then there exists a positive solution $X$ of $X B X=C$ if and only if $\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}} \leq k B$ holds for some $k>0$.

From the viewpoint of Riccati's inequality, we add another equivalent condition to the Pedersen-Takesaki theorem:

Theorem 3.35 Let B and C be positive operators and B be nonsingular. Then the following statements are mutually equivalent:
(1) Riccati's equation $X B X=C$ has a positive solution.
(2) $\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}} \leq k B$ for some $k>0$.
(3) There exists the minimum of $\{X \geq 0 ; C \leq X B X\}$.
(3') There exists the minimum of $\left\{X \geq 0 ;\left(\begin{array}{cc}I_{H} & C^{\frac{1}{2}} \\ C^{\frac{1}{2}} & X B X\end{array}\right) \geq 0\right\}$.
Proof. We first note that (3) and (3') are equivalent by Lemma 3.8.
Now we suppose (1), i.e. $X_{0} B X_{0}=C$ for some $X_{0} \geq 0$. If $X \geq 0$ satisfies $C \leq X B X$, then

$$
\left(B^{\frac{1}{2}} X_{0} B^{\frac{1}{2}}\right)^{2}=B^{\frac{1}{2}} C B^{\frac{1}{2}} \leq\left(B^{\frac{1}{2}} X B^{\frac{1}{2}}\right)^{2}
$$

and so

$$
B^{\frac{1}{2}} X_{0} B^{\frac{1}{2}} \leq B^{\frac{1}{2}} X B^{\frac{1}{2}}
$$

Since $B$ is nonsingular, we have $X_{0} \leq X$, namely (3) is proved.
Next we suppose (3). Since $C \leq X B X$ for some $X$, we have

$$
B^{\frac{1}{2}} C B^{\frac{1}{2}} \leq\left(B^{\frac{1}{2}} X B^{\frac{1}{2}}\right)^{2}
$$

and so

$$
\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}} \leq B^{\frac{1}{2}} X B^{\frac{1}{2}} \leq\|X\| B
$$

which shows (2).
The implication $(2) \Longrightarrow(1)$ has been shown by Pedersen-Takesaki [252] and Nakamoto [233], but we sketch it for convenience. By Douglas' majorization theorem [45], we have

$$
\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{4}}=Z B^{\frac{1}{2}}
$$

for some $Z$, so that

$$
\left(B^{\frac{1}{2}} C B^{\frac{1}{2}}\right)^{\frac{1}{2}}=B^{\frac{1}{2}} Z^{*} Z B^{\frac{1}{2}} \quad \text { and } \quad B^{\frac{1}{2}} C B^{\frac{1}{2}}=B^{\frac{1}{2}}\left(Z^{*} Z B Z^{*} Z\right) B^{\frac{1}{2}}
$$

Since $B$ is nonsingular, $Z^{*} Z$ is a solution of $X B X=C$.
In addition, we consider an operator matrix $M_{B, C}(X)=\left(\begin{array}{cc}I_{H} & B^{\frac{1}{2}} X \\ X B^{\frac{1}{2}} & C\end{array}\right)$ for $B, C, X \geq 0$. We know that $M_{B, C}(X) \geq 0$ if and only if $C \geq X B X$ by Lemma 3.8. We remark that there exists the maximum of $\left\{X \geq 0 ; M_{B, C}(X) \geq 0\right\}$ if (1) in Theorem 3.35 holds. As a matter of fact, if $X_{0} B X_{0}=C$ for some $X_{0} \geq 0$, then it follows from Lemma 3.8 that

$$
X_{0} B X_{0}=C \geq X B X \quad \text { and so } \quad B^{\frac{1}{2}} X_{0} B^{\frac{1}{2}} \geq B^{\frac{1}{2}} X B^{\frac{1}{2}}
$$

for $X \geq 0$ with $M_{B, C}(X) \geq 0$. Finally the nonsingularity of $B$ implies $X_{0} \geq X$, as desired.
On the other hand, the harmonic mean is defined by

$$
B!C=\max \left\{X \geq 0 ;\left(\begin{array}{cc}
2 B & 0 \\
0 & 2 C
\end{array}\right) \geq\left(\begin{array}{ll}
X & X \\
X & X
\end{array}\right)\right\} .
$$

To obtain the exact expression of the harmonic mean, we need the following lemma which is more explicit than Theorem 3.33.

Lemma 3.10 If $\left(\begin{array}{cc}B & W \\ W^{*} & A\end{array}\right) \geq 0$, then $X=B^{-\frac{1}{2}} W$ is bounded and $A \geq X^{*} X$.
Proof. For a fixed vector $x$, we put $x_{1}=B^{-\frac{1}{2}} W x$. Since $B^{\frac{1}{2}} x_{1}=W x$, we may assume $x_{1} \in\left(\operatorname{ker} B^{\frac{1}{2}}\right)^{\perp}$. So it follows that

$$
\begin{aligned}
\left\|B^{-\frac{1}{2}} W x\right\| & =\sup \{|(W x, v)| ;\|v\|=1\} \\
& =\sup \left\{\left|\left(B^{-\frac{1}{2}} W x, B^{\frac{1}{2}} u\right)\right| ;\left\|B^{\frac{1}{2}} u\right\|=1\right\} \\
& =\sup \{|(W x, u)| ;(B u, u)=1\} .
\end{aligned}
$$

On the other hand, since

$$
\left\langle\left(\begin{array}{cc}
B & W \\
W^{*} & A
\end{array}\right)\binom{u}{t x},\binom{u}{t x}\right\rangle=|t|^{2}\langle A x, x\rangle+2 \operatorname{Re} t\langle W x, u\rangle+\langle B u, u\rangle \geq 0
$$

for all scalars $t$, we have

$$
|\langle W x, u\rangle|^{2} \leq\langle A x, x\rangle\langle B u, u\rangle .
$$

Hence it follows that

$$
\left\|B^{-\frac{1}{2}} W x\right\|^{2}=\sup \{|\langle W x, u\rangle| ;\langle B u, u\rangle=1\} \leq\langle A x, x\rangle,
$$

which implies that $X=B^{-\frac{1}{2}} W$ is bounded and $A \geq X^{*} X$.
Theorem 3.36 Let B, C be positive operators. Then

$$
B!C=2\left(B-\left[(B+C)^{-\frac{1}{2}} B\right]^{*}\left[(B+C)^{-\frac{1}{2}} B\right]\right)
$$

In particular, if $B+C$ is invertible, then

$$
B!C=2\left(B-B(B+C)^{-1} B\right)=2 B(B+C)^{-1} C
$$

Proof. First of all, the inequality $\left(\begin{array}{cc}2 B & 0 \\ 0 & 2 C\end{array}\right) \geq\left(\begin{array}{ll}X & X \\ X & X\end{array}\right)$ is equivalent to

$$
\left(\begin{array}{cc}
2(B+C) & -2 B \\
-2 B & 2 B-X
\end{array}\right)=\left(\begin{array}{cc}
-I_{H} & I_{H} \\
I_{H} & 0
\end{array}\right)\left(\begin{array}{cc}
2 B-X & -X \\
-X & 2 C-X
\end{array}\right)\left(\begin{array}{cc}
-I_{H} & I_{H} \\
I_{H} & 0
\end{array}\right) \geq 0 .
$$

Then it follows from Lemma 3.8 that $D=[2(B+C)]^{-\frac{1}{2}}(-2 B)$ is bounded and $D^{*} D \leq$ $2 B-X$. Therefore we have the explicit expression of $B!C$ even if both $B$ and $C$ are non-inbertible:

$$
B!C=\max \left\{X \geq 0 ; D^{*} D \leq 2 B-X\right\}=2 B-D^{*} D
$$

In particular, if $B+C$ is invertible, then

$$
B!C=2 B-D^{*} D=2\left(B-B(B+C)^{-1} B\right)=2 B(B+C)^{-1} C .
$$

Incidentally we consider the set

$$
\mathscr{F}_{E}=\left\{X \in B(H) ; X^{*} E X \leq E\right\}
$$

for a projection $E$, where $B(H)$ is the set of all bounded linear operators on $H$.
Lemma 3.11 Let E be a projection. Then

$$
\mathscr{F}_{E}=\left\{\left(\begin{array}{cc}
X_{11} & 0 \\
X_{21} & X_{22}
\end{array}\right) \text { on } E H \oplus\left(I_{H}-E\right) H ;\left\|X_{11}\right\| \leq 1\right\}
$$

Proof. If $X \in \mathscr{F}_{E}$, then $E X^{*} E X E \leq E$ and so $E X E$ is a contraction. On the other hand, since $\left(I_{H}-E\right) X^{*} E X\left(I_{H}-E\right)=0$, we have $E X\left(I_{H}-E\right)=0$.

Conversely suppose that

$$
X=\left(\begin{array}{cc}
X_{11} & 0 \\
X_{21} & X_{22}
\end{array}\right) \text { on } E H \oplus\left(I_{H}-E\right) H \text { and }\left\|X_{11}\right\| \leq 1
$$

Then

$$
X^{*} E X=\left(\begin{array}{rr}
X_{11} & 0 \\
0 & 0
\end{array}\right) \leq\left(\begin{array}{rr}
I_{H} & 0 \\
0 & 0
\end{array}\right)=E
$$

Consequently we have the following:
Theorem 3.37 Let E be a projection. Then
(1) A positive operator $X$ belongs to $\mathscr{F}_{E}$ if and only if $X=X_{1} \oplus X_{2}$ on $E H \oplus\left(I_{H}-E\right) H$ and $X_{1} \leq I_{H}$.
(2) A projection $F$ belongs to $\mathscr{F}_{E}$ if and only if $F$ commutes with $E$.
(3) A projection $F$ satisfies $F E F=E$ if and only if $F \leq E$.

Proof. (1) follows from the preceding lemma, and (2) from (1). For (3), first suppose that a projection $F$ satisfies $F E F=E$. Then $F$ commutes with $E$ by (2), so that $F E=$ $F E F=E$. The converse is clear.

### 3.8 Hua's inequality

Classical Hua's inequality says that

$$
\left|\delta-\sum_{k=1}^{n} a_{k}\right|^{2} \geq \frac{\delta^{2} \alpha}{\alpha+n}-\alpha \sum_{k=1}^{n} a_{k}^{2}
$$

for every $\delta, \alpha>0$ and $a_{k} \in R$. By putting $b_{k}=n a_{k} / \delta, \beta=\alpha / n, \tau(X)=(\operatorname{Tr} X) / n$, the normalized trace, and $B=\operatorname{diag}\left(b_{1}, \cdots, b_{n}\right)$, it is expressed as the following brief form:

$$
|\tau(I-B)|^{2} \geq \frac{\beta}{\beta+1}-\beta \tau\left(B^{2}\right)
$$

for $\beta>0$.
On the other hand, Hua gave the determinant inequality as follows:

$$
\left|\operatorname{det}\left(I-B^{*} A\right)\right|^{2}=\operatorname{det}\left|1-B^{*} A\right|^{2} \geq \operatorname{det}\left(I-A^{*} A\right) \operatorname{det}\left(I-B^{*} B\right)
$$

for contractive matrices $A$ and $B$.
In this section, we generalize them in a noncommutative field as a good use of the operator geometric mean. For this, we explain Schwarz's inequality for positive mapping between $C^{*}$-algebras. A (not necessarily linear) mapping $\Phi$ between $\mathrm{C}^{*}$-algebras is called 2-positive if

$$
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) \geq 0 \quad \text { implies } \quad\left(\begin{array}{ll}
\Phi(A) & \Phi(B) \\
\Phi(C) & \Phi(D)
\end{array}\right) \geq 0
$$

for all operators $A, B, C$ and $D$ in a $C^{*}$-algebra. The determinant on matrix algebras is a (non-linear) 2-positive mapping by Theorem 3.34. For a state $\phi$, a normalized positive linear functioanl on a $C^{*}$-algebra, we have

$$
\left(\begin{array}{l}
\phi\left(A^{*} A\right) \overline{\phi\left(B^{*} A\right)} \\
\phi\left(B^{*} A\right) \\
\phi\left(B^{*} B\right)
\end{array}\right)=\binom{\phi\left(A^{*} A\right) \phi\left(A^{*} B\right)}{\phi\left(B^{*} A\right) \phi\left(B^{*} B\right)} \geq 0 \quad \text { by }\left(\begin{array}{ll}
A^{*} A & A^{*} B \\
B^{*} A & B^{*} B
\end{array}\right) \geq 0 .
$$

Thus the 2-positivity of arbitrary states is supported by Schwarz's inequality, i.e.

$$
\left|\phi\left(B^{*} A\right)\right|^{2} \leq \phi\left(A^{*} A\right) \phi\left(B^{*} B\right)
$$

for operators $A$ and $B$ in a $C^{*}$-algebra.
Now we mention Schwarz's operator inequality:
Lemma 3.12 Let $\Phi$ be a 2-positive mapping and $\Phi\left(B^{*} A\right)=U\left|\Phi\left(B^{*} A\right)\right|$ the polar decomposition. Then,

$$
\left|\Phi\left(B^{*} A\right)\right| \leq \Phi\left(A^{*} A\right) \# U^{*} \Phi\left(B^{*} B\right) U
$$

Proof. Since

$$
\left(\begin{array}{ll}
A^{*} A & A^{*} B \\
B^{*} A & B^{*} B
\end{array}\right)=\left(\begin{array}{ll}
A^{*} & 0 \\
B^{*} & 0
\end{array}\right)\left(\begin{array}{ll}
A & B \\
0 & 0
\end{array}\right) \geq 0
$$

the 2-positivity of $\Phi$ implies that $\left(\begin{array}{cc}\Phi\left(A^{*} A\right) & \Phi\left(A^{*} B\right) \\ \Phi\left(B^{*} A\right) & \phi\left(B^{*} B\right)\end{array}\right) \geq 0$.
So we show that if $\left(\begin{array}{cc}X & Y \\ Y^{*} & Z\end{array}\right) \geq 0$ and $X>0$, then

$$
X \# U^{*} Z U \geq\left|Y^{*}\right|,
$$

where $Y^{*}=U\left|Y^{*}\right|$ is the polar decomposition of $Y^{*}$. Now it follows from the assumption that

$$
\left(\begin{array}{cc}
I & Y_{1} \\
Y_{1}^{*} & Z_{1}
\end{array}\right) \geq 0, \text { where } Y_{1}=X^{-\frac{1}{2}} Y X^{-\frac{1}{2}} \text { and } Z_{1}=X^{-\frac{1}{2}} Z X^{-\frac{1}{2}}
$$

Therefore Lemma 3.8 ensures that $Z_{1} \geq Y_{1}^{*} Y_{1}$, or $Z \geq Y^{*} X^{-1} Y$. Since $U^{*} Y^{*}=\left|Y^{*}\right|$, we have

$$
U^{*} Z U \geq\left|Y^{*}\right| X^{-1}\left|Y^{*}\right|
$$

so that

$$
\begin{aligned}
X \# U^{*} Z U & \geq X \#\left|Y^{*}\right| X^{-1}\left|Y^{*}\right| \\
& =X^{\frac{1}{2}}\left(X^{-\frac{1}{2}}\left|Y^{*}\right| X^{-1}\left|Y^{*}\right| X^{-\frac{1}{2}}\right)^{\frac{1}{2}} X^{\frac{1}{2}} \\
& =X^{\frac{1}{2}}\left(X^{-\frac{1}{2}}\left|Y^{*}\right| X^{-\frac{1}{2}}\right) X^{\frac{1}{2}}=\left|Y^{*}\right| .
\end{aligned}
$$

The above lemma leads us to an operator inequality for the modulus of operators:
Corollary 3.4 If $\Phi(X)=U|\Phi(X)|$ is the polar decomposition of $\Phi(X)$ for a 2-positive mapping $\Phi$, then

$$
|\Phi(X)| \leq \Phi(|X|) \# U^{*} \Phi\left(\left|X^{*}\right|\right) U
$$

In particular, if $\Phi=\phi$ is a state, then $|\phi(X)| \leq \sqrt{\phi(|X|) \phi\left(\left|X^{*}\right|\right)}$.
Proof. Let $X=V|X|$ be the polar decomposition of $X$. Since $V|X| V^{*}=\left|X^{*}\right|$, we have

$$
|\Phi(X)|=\left|\Phi\left(V|X|^{\frac{1}{2}}|X|^{\frac{1}{2}}\right)\right| \leq \Phi(|X|) \# U^{*} \Phi\left(V|X| V^{*}\right) U=\Phi(|X|) \# U^{*} \Phi\left(\left|X^{*}\right|\right) U
$$

Theorem 3.38 Let A and B be operators on a Hilbert space and $\Phi$ a contractive 2positive mapping for a $C^{*}$-algebra including $A, B$ and the identity operator. If $\Phi\left(B^{*} A\right)=$ $U\left|\Phi\left(B^{*} A\right)\right|$ is the polar decomposition of a normal operator $\Phi\left(B^{*} A\right)$, then

$$
\left|I-\Phi\left(B^{*} A\right)\right| \geq I-\left|\Phi\left(B^{*} A\right)\right| \geq I-\Phi\left(A^{*} A\right) \# U^{*} \Phi\left(B^{*} B\right) U .
$$

In addition, if $A$ and $B$ are contractions and $\Phi$ is linear, then

$$
I-\Phi\left(A^{*} A\right) \# U^{*} \Phi\left(B^{*} B\right) U \geq \Phi\left(I-A^{*} A\right) \# U^{*} \Phi\left(I-B^{*} B\right) U .
$$

Proof. The first inequality follows from the normality of $X=\Phi\left(B^{*} A\right)$, i.e. $|I-X| \geq$ $I-|X|$ and the second from Lemma 3.12. The last inequality does from the subadditivity and the monotonicity of the geometric mean:

$$
\begin{aligned}
& \Phi\left(A^{*} A\right) \# U^{*} \Phi\left(B^{*} B\right) U+\Phi\left(I-A^{*} A\right) \# U^{*} \Phi\left(I-B^{*} B\right) U \\
& \leq \Phi\left(A^{*} A+I-A^{*} A\right) \# U^{*} \Phi\left(B^{*} B+I-B^{*} B\right) U \\
& =\Phi(I) \# U^{*} \Phi(I) U \leq I \# I=I,
\end{aligned}
$$

because $\Phi(I) \leq I$ and $U^{*} U \leq I$.

Corollary 3.5 If $A$ and $B$ are contractions and $\phi$ is a state, then

$$
\begin{aligned}
\left|\phi\left(I-B^{*} A\right)\right|^{2} & \geq\left(I-\left|\phi\left(B^{*} A\right)\right|\right)^{2} \geq\left(I-\sqrt{\phi\left(A^{*} A\right) \phi\left(B^{*} B\right)}\right)^{2} \\
& \geq \phi\left(I-A^{*} A\right) \phi\left(I-B^{*} B\right) .
\end{aligned}
$$

Proof. We have only to check the last inequality, which is shown by

$$
2 \sqrt{\phi\left(A^{*} A\right) \phi\left(B^{*} B\right)} \leq \phi\left(A^{*} A\right)+\phi\left(B^{*} B\right)
$$

that is, the arithmetic-geometric mean inequality for positive numbers.

In the remainder, we mention relations among them.
(1) We claim that Corollary 3.5 implies Hua's determinant inequality. To show this, we may assume that

$$
\left.\operatorname{det}\left|I-B^{*} A\right|^{2}=\prod_{k}\left|\langle | I-B^{*} A\right| e_{k}, e_{k}\right\rangle\left.\right|^{2}
$$

for some complete orthonormal base $\left\{e_{k}\right\}$. Noting that $I-A^{*} A \geq 0$ and $I-B^{*} B \geq 0$, it follows from Corollary 3.5 that for each $e_{k}$

$$
\left.\left|\langle | I-B^{*} A\right| e_{k}, e_{k}\right\rangle\left.\right|^{2} \geq\left\langle\left(I-A^{*} A\right) e_{k}, e_{k}\right\rangle\left\langle\left(I-B^{*} B\right) e_{k}, e_{k}\right\rangle,
$$

so that

$$
\left.\operatorname{det}\left|I-B^{*} A\right|^{2}=\prod_{k}\left|\langle | I-B^{*} A\right| e_{k}, e_{k}\right\rangle\left.\right|^{2} \geq \prod_{k}\left\langle\left(I-A^{*} A\right) e_{k}, e_{k}\right\rangle\left\langle\left(I-B^{*} B\right) e_{k}, e_{k}\right\rangle .
$$

Since each $\left\langle H e_{k}, e_{k}\right\rangle$ is a diagonal entry of $H$ with respect to the base $\left\{e_{k}\right\}$, we have

$$
\prod_{k}\left\langle\left(I-A^{*} A\right) e_{k}, e_{k}\right\rangle\left\langle\left(I-B^{*} B\right) e_{k}, e_{k}\right\rangle \geq \operatorname{det}\left(I-A^{*} A\right) \operatorname{det}\left(I-B^{*} B\right)
$$

by the Hadamard theorem, which obtains the determinant inequality.
(2) Hua's inequality follows from Schwarz's inequality for states. As a matter of fact, it is proved by the use of a simpler inequality; $\phi(A)^{2} \leq \phi\left(A^{2}\right)$ for $A \geq 0$. We have to show that

$$
|\tau(I-B)|^{2} \geq \frac{\beta}{\beta+1} I-\beta \tau\left(B^{2}\right)
$$

Instead of showing it, we easily checked that

$$
|\tau(I-B)|^{2} \geq \frac{\beta}{\beta+1} I-\beta \tau(B)^{2} \geq \frac{\beta}{\beta+1} I-\beta \tau\left(B^{2}\right) .
$$

### 3.9 The Heinz inequality

In this section, we investigate several norm inequalities equivalent to the Heinz inequality.

Theorem 3.39 (HEINZ INEQUALITY (HI)) Let $A$ and $B$ be positive operators and $t \in$ $[0,1]$. Then

$$
\|A Q+Q B\| \geq\left\|A^{t} Q B^{1-t}+A^{1-t} Q B^{t}\right\|
$$

for arbitrary operators $Q$.
The case $t=\frac{1}{2}$ in above is expressed by

$$
\left\|P^{*} P Q+Q R R^{*}\right\| \geq 2\|P Q R\|
$$

for arbitrary operators $P$ and $Q$. Furthermore it is reduced to the following:

$$
\|\operatorname{Re} Q P\| \geq\|P Q\| \quad \text { if } P Q \text { is self-adjoint. }
$$

Adding to some other inequalities, we have the equivalence among them:
Theorem 3.40 The following inequalities hold and are mutually equivalent:
(1) $(\mathrm{HI})$
(2) $\left\|P^{*} P Q+Q R R^{*}\right\| \geq 2\|P Q R\|$ for arbitrary operators $P$ and $Q$.
(3) $\left\|S T R^{-1}+S^{-1} T R\right\| \geq 2\|T\|$ for invertible self-adjoint $S, R$ and arbitrary $T$.
(4) $\left\|S T S^{-1}+S^{-1} T S\right\| \geq 2\|T\|$ for invertible self-adjoint $S$ and arbitrary $T$.
(5) $\left\|S T S^{-1}+S^{-1} T S\right\| \geq 2\|T\|$ for invertible self-adjoint $S$ and self-adjoint $T$.
(6) $\left\|S^{2 m+n} T R^{-n}+S^{-n} T R^{2 m+n}\right\| \geq 2\left\|S^{2 m} T+T R^{2 m}\right\|$ for invertible self-adjoint $S, R$, arbitrary $T$ and nonnegative integers $m, n$.
(7) $\left\|\operatorname{Re} A^{2} Q\right\| \geq\|A Q A\|$ for $A \geq 0$ and self-adjoint $Q$.
(8) $\|\operatorname{Re} Q P\| \geq\|P Q\|$ for arbitrary $P, Q$ whose product $P Q$ is self-adjoint.

Proof. We prove it by the following implication:
$(1) \Longrightarrow(6) \Longrightarrow(5) \Longrightarrow(4) \Longrightarrow(3) \Longrightarrow(2) \Longrightarrow(1)$ and $(5) \Longrightarrow(8) \Longrightarrow(7) \Longrightarrow(2)$.
$(1) \Longrightarrow(6): \quad$ In (1), we replace $A$ and $B$ by $A^{2 m+2 n}$ and $B^{2 m+2 n}$ respectively, and take $t=(2 m+n)(2 m+2 n)^{-1}$. Then we obtain (6).
$(6) \Longrightarrow(5)$ : It is trivial by taking $m=0$ and $n=1$ in (6).
(5) $\Longrightarrow$ (4): Since $\left(\begin{array}{cc}0 & T \\ T^{*} & 0\end{array}\right)$ is self-adjoint, (5) implies that

$$
\begin{gathered}
\|\left(\begin{array}{ll}
S & 0 \\
0 & S
\end{array}\right) \\
\left(\begin{array}{cc}
0 & T \\
T^{*} & 0
\end{array}\right)\left(\begin{array}{ll}
S & 0 \\
0 & S
\end{array}\right)^{-1}-\left(\begin{array}{ll}
S & 0 \\
0 & S
\end{array}\right)^{-1}\left(\begin{array}{cc}
0 & T \\
T^{*} & 0
\end{array}\right)\left(\begin{array}{ll}
S & 0 \\
0 & S
\end{array}\right) \| \\
\geq 2\left\|\left(\begin{array}{cc}
0 & T \\
T^{*} & 0
\end{array}\right)\right\|=2\|T\|
\end{gathered}
$$

Since the left hand side in above equals to $\left\|S T S^{-1}+S^{-1} T S\right\|$, (4) is obtained.
$(4) \Longrightarrow(3)$ : We use Berberian's magic. That is,

$$
\begin{aligned}
& \|\left(\begin{array}{ll}
S & 0 \\
0 & R
\end{array}\right)\left(\begin{array}{ll}
0 & T \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
S & 0 \\
0 & R
\end{array}\right)^{-1}-\left(\begin{array}{ll}
S & 0 \\
0 & R
\end{array}\right)^{-1}\left(\begin{array}{ll}
0 & T \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
S & 0 \\
0 & R
\end{array}\right) \| \\
& \geq 2\left\|\left(\begin{array}{cc}
0 & T \\
T^{*} & 0
\end{array}\right)\right\|=2\|T\| .
\end{aligned}
$$

Since the right hand side in above is $\left\|S T R^{-1}+S^{-1} T R\right\|$, (3) is obtained.
$(3) \Longrightarrow(2)$ : We may assume that both $P^{*} P$ and $R R^{*}$ are invertible. Then we have

$$
\begin{aligned}
\left\|P^{*} P Q+Q R R^{*}\right\| & =\left\||P|\left(|P| Q\left|R^{*}\right|\right)\left|R^{*}\right|^{-1}+|P|^{-1}\left(|P| Q\left|R^{*}\right|\right)\left|R^{*}\right|\right\| \\
& \geq 2\left\|| | P|Q| R^{*} \mid\right\|=2\|P Q R\|
\end{aligned}
$$

$(2) \Longrightarrow(1)$ : The proof is an analogy to Pedersen's one for $(\mathrm{LH})$, stated in Section 3.1. We define the operator function on $[0,1]$ by

$$
f(t)=\left\|A^{t} Q B^{1-t}+A^{1-t} Q B^{t}\right\| \quad \text { for } t \in[0,1] .
$$

Thus we prove that $I=\{t \in[0,1] ; f(t) \leq f(1)\}=[0,1]$. Since $0,1 \in I$ and $f(t)$ is norm continuous, it suffices to show that it is a convex function. For given $\alpha, \gamma \in I$ with $\alpha<\gamma$, we put $\beta=(\alpha+\gamma) / 2$, i.e. $\alpha=\beta-\varepsilon$ and $\gamma=\beta+\varepsilon$ for $\varepsilon=(\alpha-\gamma) / 2$. Then we have

$$
\begin{aligned}
2 f(\beta) & =2\left\|A^{\beta} Q B^{1-\beta}+A^{1-\beta} Q B^{\beta}\right\| \\
& =2\left\|A^{\varepsilon}\left(A^{\alpha} Q B^{1-\gamma}+A^{1-\gamma} Q B^{\alpha}\right) B^{\varepsilon}\right\| \\
& \leq\left\|A^{2 \varepsilon}\left(A^{\alpha} Q B^{1-\gamma}+A^{1-\gamma} Q B^{\alpha}\right)+\left(A^{\alpha} Q B^{1-\gamma}+A^{1-\gamma} Q B^{\alpha}\right) B^{2 \varepsilon}\right\| \quad \text { by (2) } \\
& =\left\|A^{\gamma} Q B^{1-\gamma}+A^{1-\alpha} Q B^{\alpha}+A^{\alpha} Q B^{1-\alpha}+A^{1-\gamma} Q B^{\gamma}\right\| \\
& \leq f(\alpha)+f(\gamma),
\end{aligned}
$$

as desired.
Next we show the second: $(5) \Longrightarrow(8) \Longrightarrow(7) \Longrightarrow(2)$.
$(5) \Longrightarrow(8)$ : Let $Q=U H$ be the polar decomposition. We may assume that $U$ is unitary (by extending the space) and $H$ is invertible. Then we have

$$
2\|\operatorname{Re} Q P\|=\left\|U H P+P^{*} H U^{*}\right\|=\left\|H P U+U^{*} P^{*} H\right\|=2\|\operatorname{Re} H P U\| .
$$

Here we apply (5) for $T=P Q$ and $\mathrm{S}=\mathrm{H}$;

$$
\begin{aligned}
2\|P Q\| & \leq\left\|H P Q H^{-1}+H^{-1} Q^{*} P^{*} H\right\|=\left\|H P U+U^{*} P^{*} H\right\| \\
& =\left\|Q P+P^{*} Q^{*}\right\|=2\|\operatorname{Re} Q P\|,
\end{aligned}
$$

so that we have (8).
$(8) \Longrightarrow(7)$ : It is trivial by putting $Q=A$ and $P=A T$.
$(7) \Longrightarrow(2)$ : We put

$$
T=\left(\begin{array}{cc}
P & 0 \\
0 & R^{*}
\end{array}\right) \quad \text { and } \quad S=\left(\begin{array}{cc}
0 & Q \\
Q^{*} & 0
\end{array}\right),
$$

and apply (7) for $A=|T|$ and $Q=S$. Then we have

$$
\left\|T^{*} T S+S T^{*} T\right\| \geq 2\||T| S|T|\|
$$

Moreover, since $\left\|\left(\begin{array}{cc}0 & X \\ X^{*} & 0\end{array}\right)\right\|=\|X\|$, we have

$$
\left\|T^{*} T S+S T^{*} T\right\|=\left\|P^{*} P Q+Q R R^{*}\right\|
$$

and

$$
\||T| S|T|\|=\left\|T S T^{*}\right\|=\|P Q R\|
$$

which imply (2).
Finally we prove (8) on behalf of them.
If $P Q$ is self-adjoint, then the spectrum $\sigma(P Q)$ lies in the real axis and so does $\sigma(Q P)$. Since the closed numerical range $W(Q P)^{-}$contains $\sigma(Q P), \sigma(P Q)$ is contained in Re $W(Q P)^{-}=W(\operatorname{Re} Q P)^{-}$, so that the spectral radius $r(Q P)$ is not greater than the numerical radius $w(\operatorname{Re} Q P)$. Hence we have

$$
\|P Q\|=r(P Q)=r(Q P) \leq w(\operatorname{Re} Q P)=\|\operatorname{Re} Q P\|
$$

This completes the proof.
Next we mention several inequalities equivalent to (LH). Among them, the Heinz-Kato inequality is important from the historical view.

Theorem 3.41 (Heinz-Kato inequality (HK)) Let A and B positive operators on H. Then

$$
T^{*} T \leq A^{2}, T T^{*} \leq B^{2} \Longrightarrow|(T x, y)| \leq\left\|A^{s} x\right\|\left\|B^{1-s}\right\| \text { for } s \in[0,1], x, y \in H
$$

Afterwards, it was extended by Furuta:
Theorem 3.42 (Heinz-Kato-Furuta inequality (HKF)) Let A and B positive operators on $H$. Then

$$
T^{*} T \leq A^{2}, T T^{*} \leq B^{2} \Longrightarrow\left|\left(U|T|^{s+t} x, y\right)\right| \leq\left\|A^{s} x\right\|\left\|B^{t}\right\|
$$

holds for $s, t \in[0,1], x, y \in H$, where $T=U|T|$ is the polar decomposition of $T$.

Proof. Noting that $U|T|^{t} U^{*}=\left|T^{*}\right|^{t}$ for $t>0$, it follows that

$$
\begin{aligned}
\left|\left(U|T|^{s+t} x, y\right)\right| & =\left|\left(|T|^{s} x,|T|^{t} U^{*} y\right)\right| \leq\left\||T|^{s} x\right\||T|^{t} U^{*} y \| \\
& =\left\||T|^{s} x\right\|\left\|U|T|^{t} U^{*} y\right\|=\left\||T|^{s} x\right\|\left\|\left|T^{*}\right|^{t} y\right\| .
\end{aligned}
$$

Since $\left\||T|^{s} x\right\| \leq\left\|A^{s} x\right\|$ and $\left\|\left|T^{*}\right|^{t} y\right\| \leq\left\|B^{t} y\right\|$ by (LH) we have (HKF).
Theorem 3.43 The following inequalities are mutually equivalent:
(1) $(\mathrm{LH})$ or $(\mathrm{AC})$,
(2) (HK) or (HKF),
(3) $\left\|A^{s} T B^{1-s}\right\| \leq\|A T\|^{s}\|T B\|^{1-s}$ for $s \in[0,1]$.
(4) $\|A B A\| \leq\left\|A^{2} B\right\|$ for $A, B \geq 0$.
(5) $\|T S\| \geq\|S T\|$ if $S T$ is self-adjoint.

Proof. First of all, we note that a proof of (LH) is written in the below of Theorem 3.1, in which the equivalence $(1) \Longleftrightarrow(2)$ is implicitly explained.
$(1) \Longrightarrow(2)$ is done in the proof of (HKF) in above.
$(2) \Longrightarrow(3): \quad$ (2) says that

$$
\|T A\| \leq 1,\left\|T^{*} B\right\| \leq 1 \Longrightarrow|(T x, y)| \leq\left\|A^{-s} x\right\|\left\|B^{s-1} y\right\| \quad \text { for } x, y \in H
$$

If we replace $x$ and $y$ by $A^{s} x$ and $B^{1-s} y$ respectively, then we have

$$
\left|\left(B^{1-s} T A^{s} x, y\right)\right| \leq\|x\|\|y\|
$$

that is, we obtain that if $\|T A\| \leq 1$ and $\left\|T^{*} B\right\| \leq 1$, then $\left\|B^{1-s} T A^{s}\right\| \leq 1$. By the use of Berberian's operator matrix magic, we may assume that $T$ is self-adjoint in (3). Hence we have

$$
\left\|A^{s} T B^{1-s}\right\|=\left\|B^{1-s} T A^{s}\right\| \leq\|A T\|^{s}\left\|T B^{1-s}\right\|
$$

(3) $\Longrightarrow$ (4): Put $T=B=A$ and $s=\frac{1}{2}$ in (3).
$(4) \Longrightarrow(5): \quad$ Let $T^{*}=U H$ be the polar decomposition of $T^{*}$. Then

$$
\begin{aligned}
\|S T\|^{2} & =\left\|U H S^{*} S H U^{*}\right\| \leq\left\|H S^{*} S H\right\| \\
& \leq\left\|H^{2} S^{*} S\right\| \quad \text { by }(4) \\
& =\left\|T T^{*} S^{*} S\right\|=\left\|T(S T)^{*} S\right\|=\|T S T S\| \leq\|T S\|^{2} .
\end{aligned}
$$

$(5) \Longrightarrow(1)$ : We show $(5) \Longrightarrow(\mathrm{AC})$. For convenience, $(\mathrm{AC} ; t)$ holds for $t \in[0,1]$ means that $\left\|A^{t} B^{t}\right\| \leq\|A B\|^{t}$ holds for all $A, B \geq 0$. We first prove that (5) implies (AC; $\frac{1}{2}$ ) holds. For this, we put $S=B^{\frac{1}{2}}$ and $T=A B^{\frac{1}{2}}$. Then $S T \geq 0$, it follows from (5) that

$$
\|A B\|=\|T S\| \geq\|S T\|=\left\|B^{\frac{1}{2}} A B^{\frac{1}{2}}\right\|=\left\|A^{\frac{1}{2}} B^{\frac{1}{2}}\right\|^{2} .
$$

Next we show (AC; $\frac{3}{4}$ ) by ( $\mathrm{AC} ; \frac{1}{2}$ ).

$$
\begin{aligned}
\left\|A^{\frac{3}{4}} B^{\frac{3}{4}}\right\|^{2} & =\left\|B^{\frac{3}{4}} A^{\frac{3}{2}} B^{\frac{3}{4}}\right\|=\left\|B^{\frac{1}{4}}\left(B^{\frac{1}{2}} A^{\frac{3}{2}} B^{\frac{3}{4}}\right)\right\| \\
& \leq\left\|B^{\frac{1}{2}} A^{\frac{3}{2}} B\right\| \leq\left\|B^{\frac{1}{2}} A^{\frac{1}{2}}\right\|\|A B\| \\
& \leq\|A B\|^{\frac{3}{2}} .
\end{aligned}
$$

In general, if ( $\mathrm{AC} ; s$ ) and ( $\mathrm{AC} ; t$ ) holds, then so does ( $\mathrm{AC} ; \frac{s+t}{2}$ ). Assume $s<t$, and put $r=\frac{s+t}{2}$ and $d=\frac{t-s}{2}$. Then

$$
\begin{aligned}
\left\|A^{r} B^{r}\right\|^{2} & =\left\|B^{r} A^{s+t} B^{r}\right\|=\left\|B^{d}\left(B^{s} A^{s+t} B^{r}\right)\right\| \\
& \leq\left\|B^{s} A^{s+t} B^{r+d}\right\| \leq\left\|B^{s} A^{s}\right\|\left\|A^{t} B^{t}\right\| \\
& \leq\|A B\|^{s+t}=\|A B\|^{2 r} .
\end{aligned}
$$

Since $\left\{m / 2^{n} ; n=1,2, \ldots, m=1,2, \ldots, 2^{n}\right\}$ is dense in $[0,1],(\mathrm{AC})$ is proved under the assumption (5).

Remark 3.7 We now mention an interesting relation between $(H I)$ and $(L H)$ : We compare Theorem 3.9.1 (8) and Theorem 3.9.2 (5). We pick out them.

$$
\begin{aligned}
& (H I) \Longleftrightarrow\|\operatorname{Re} T S\| \geq\|S T\| \text { if ST is self-adjoint. } \\
& (L H) \Longleftrightarrow\|T S\| \geq\|S T\| \quad \text { if } S T \text { is self-adjoint. }
\end{aligned}
$$

From this, it is obvious that (HI) is stronger than (LH).
Finally we discuss a norm inequality considered in the Corach-Porta-Recht geometry:
Theorem 3.44 (CORACH-PORTA-RECHT INEQUALITY (CPR)) Let $A, B, C, D \geq 0$. Then

$$
\left\|\left(A \#_{t} B\right)^{\frac{1}{2}}\left(C \#_{t} D\right)^{\frac{1}{2}}\right\| \leq\left\|A^{\frac{1}{2}} C^{\frac{1}{2}}\right\|^{1-t}\left\|B^{\frac{1}{2}} D^{\frac{1}{2}}\right\|^{t} \quad \text { for } t \in[0,1] .
$$

Theorem 3.45 The inequalities (CPR), (LH) and Jensen's inequality (JI);

$$
\left(X^{*} A X\right)^{t} \geq X^{*} A^{t} X \quad \text { for contractions } X, A \geq 0, t \in[0,1]
$$

are mutually equivalent.
Proof.
$(\mathrm{LH}) \Longrightarrow(\mathrm{JI}):$ By virtue of the polar decomposition, it suffices to show that

$$
(C A C)^{t} \geq C A^{t} C \quad \text { for invertible positive contractions } C
$$

or equivalently

$$
A^{t} \leq C^{-1}(C A C)^{t} C^{-1}=C^{-2} \#_{t} A .
$$

Since $C^{-1} \geq I_{H}$ and so $C^{-2} \geq I_{H}$, it is ensured by the monotonicity of $\#_{t}$, namely (LH). $(\mathrm{JI}) \Longrightarrow(\mathrm{CPR})$ : First of all, (JI) is explicitly expressed as

$$
\left(X^{*} A X\right)^{t} \leq\|X\|^{2-2 t} X^{*} A^{t} X \quad \text { for arbitrary } X, A \geq 0, t \in[0,1] .
$$

Thus it follows that for $C>0$

$$
\begin{aligned}
A \#_{t} B & =C^{-\frac{1}{2}}\left(C^{\frac{1}{2}} A^{\frac{1}{2}}\right)\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t}\left(A^{\frac{1}{2}} C^{\frac{1}{2}}\right) C^{-\frac{1}{2}} \\
& \leq C^{-\frac{1}{2}}\left\|C^{\frac{1}{2}} A^{\frac{1}{2}}\right\|^{2-2 t}\left(\left(C^{\frac{1}{2}} A^{\frac{1}{2}}\right)\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)\left(A^{\frac{1}{2}} C^{\frac{1}{2}}\right)\right)^{t} C^{-\frac{1}{2}} \\
& =\left\|C^{\frac{1}{2}} A^{\frac{1}{2}}\right\|^{2-2 t} C^{-\frac{1}{2}}\left(C^{\frac{1}{2}} B C^{\frac{1}{2}}\right)^{t} C^{-\frac{1}{2}} \\
& =\left\|A^{\frac{1}{2}} C^{\frac{1}{2}}\right\|^{2-2 t} C^{-1} \#_{t} B,
\end{aligned}
$$

and that for $B>0$

$$
C \#_{t} D=D \#_{1-t} C \leq\left\|B^{\frac{1}{2}} D^{\frac{1}{2}}\right\|^{2-2(1-t)}\left(B^{-1} \#_{1-t} C\right)=\left\|B^{\frac{1}{2}} D^{\frac{1}{2}}\right\|^{2 t}\left(C \#_{t} B^{-1}\right)
$$

Therefore we have

$$
\begin{aligned}
\|\left(A \#_{t} B\right)^{\frac{1}{2}} & \left(C \#_{t} D\right)^{\frac{1}{2}}\left\|^{2}=\right\|\left(C \#_{t} D\right)^{\frac{1}{2}}\left(A \#_{t} B\right)\left(C \#_{t} D\right)^{\frac{1}{2}} \| \\
& \leq\left\|A^{\frac{1}{2}} C^{\frac{1}{2}}\right\|^{2-2 t}\left\|\left(C \#_{t} D\right)^{\frac{1}{2}}\left(C^{-1} \#_{t} B\right)\right\|\left(C \#_{t} D\right)^{\frac{1}{2}} \| \\
& =\left\|A^{\frac{1}{2}} C^{\frac{1}{2}}\right\|^{2-2 t}\left\|\left(C^{-1} \#_{t} B\right)^{\frac{1}{2}}\left(C \#_{t} D\right)\left(C^{-1} \#_{t} B\right)^{\frac{1}{2}}\right\| \\
& \leq\left\|A^{\frac{1}{2}} C^{\frac{1}{2}}\right\|^{2-2 t}\left\|B^{\frac{1}{2}} D^{\frac{1}{2}}\right\|^{2 t}\left\|\left(C^{-1} \#_{t} B\right)^{\frac{1}{2}}\left(C \#_{t} B^{-1}\right)\left(C^{-1} \#_{t} B\right)^{\frac{1}{2}}\right\| \\
& =\left\|A^{\frac{1}{2}} C^{\frac{1}{2}}\right\|^{2-2 t}\left\|B^{\frac{1}{2}} D^{\frac{1}{2}}\right\|^{2 t},
\end{aligned}
$$

because $C \#_{t} B^{-1}=\left(C^{-1} \#_{t} B\right)^{-1}$. So we obtain (CPR).
$(\mathrm{CPR}) \Longrightarrow(\mathrm{LH}): \quad$ Put $A=C=I_{H}$ in (CPR) and $X=B^{\frac{1}{2}}, Y=D^{\frac{1}{2}}$. Then we have (AC), which is equivalent to (LH).

### 3.10 Notes

(LH) was considered in general setting by Löwner [171] and explicitly proved by Heinz [140]. Another proof is given by Kato [157], and interesting proof is presented by Pedersen [251]. A step of the way from (LH) to (FI) was set up by Chan-Kwong [31]. (FI) was established by Furuta [106] in 1987. A simple proof was given by himself [107], and mean theoretic approach was done by [151] and [79]. Among others, Tanahashi [277] considered the best possibility of the exponent in (FI).
(AH) is an essential part of the proof of a majorization inequality in [12]. Its 2 variable version (GAH) was given by [90], and (GAH) is equivalent to (GFI; $t=1$ ) by [91].
(GFI) was established in order to discuss (AH) in the flame of (FI). As similar to (FI), the best possibility of (GFI) is obtained in [278] cf. [289, 95], see also [124, Chapter 7].

The chaotic order was introduced in [89]. The Furuta inequality for the chaotic order was essentially initiated by Ando [8]: For self-adjoint operators $A$ and $B$,

$$
A \geq B \Longleftrightarrow \mathrm{e}^{p A} \geq\left(\mathrm{e}^{\frac{p A}{2}} \mathrm{e}^{p B} \mathrm{e}^{\frac{p A}{2}}\right)^{\frac{1}{2}} \quad \text { for } p \geq 0
$$

which appears in (i) and (ii) of Theorem 3.4.1, and (iii) is posed in [80], see also [108].

The Furuta inequality induces another geometric mean, so called the chaotically geometric mean $A \diamond_{\mu} B=\mathrm{e}^{(1-\mu) \log A+\mu \log B}$, [98]. It is closely related to the Golden-Thompson inequality:

$$
\left\|\mathrm{e}^{H+K}\right\| \leq\left\|\mathrm{e}^{H} \mathrm{e}^{K}\right\| \quad \text { for self-adjoint } H, K .
$$

Theorem 3.5.3 was obtained by Hiai-Petz [142].
BLP inequality [19] is a generalization of the Araki-Cordes inequality in some sense. It is discussed from the viewpoint of the difference from (FI). Consequently (BLP) is generalized in [100, 180].

Section 3.7 is written by depending on [59] mainly. The study of Riccati's equation was initiated by Pedersen-Takesaki [252]. In particular, the geometric mean $A$ \# $B$ is the unique self-adjoint solution of $X A^{-1} X=B$ for given $A, B>0$. The definition of the geometric mean by using operator matrix was introduced by Ando [6]. The algebraic Riccati equation is solved by Trapp [283] under some additional assumption.

## Chapter

## Kantorovich-Furuta Type Inequalities

In this chapter, we study order preserving operator inequalities in another direction which differs from the Furuta inequality. We investigate the Kantorovich-Furuta type inequalities related to the operator ordering and the chaotic one.

### 4.1 Introduction

Let $A$ and $B$ be positive operators on a Hilbert space $H$. The Löwner-Heinz theorem asserts that $A \geq B \geq 0$ ensures $A^{p} \geq B^{p}$ for all $p \in[0,1]$. However $A \geq B$ does not always ensure $A^{p} \geq B^{p}$ for each $p>1$ in general. In order to study operator inequality, the LöwnerHeinz theorem is very useful, but the fact above is inconvenient, because the condition " $p \in[0,1]$ " is too restrictive. Thus, excluding the limit of $p$, it is the Furuta inequality that devises methods to preserve the order for $p>1$. Namely, by considering the magic box

$$
f(\square)=\left(B^{\frac{r}{2}} \square B^{\frac{r}{2}}\right)^{\frac{1}{q}},
$$

then the Furuta inequality asserts that $A \geq B \geq 0$ ensures

$$
f\left(A^{p}\right) \geq f\left(B^{p}\right)
$$

holds for all $p>1$ and additional conditions of $q$ and $r$.

We study order preserving operator inequalities in another direction which differ from the Furuta inequality. First of all, to explain it, we present the following simple example. By virtue of the Kantorovich inequality, a function $f(t)=t^{2}$ is order preserving in the following sense.

Theorem 4.1 Let A and B be positive operators. Then

$$
A \geq B \geq 0 \quad \text { and } \quad M I_{H} \geq B \geq m I_{H}>0 \quad \text { imply } \quad \frac{(M+m)^{2}}{4 M m} A^{2} \geq B^{2}
$$

Proof. Refer to [124, Theorem 8.1] for the proof.
Theorem 4.1 is a new view of operator inequality which differ from the Furuta inequality. Namely, $f(t)=t^{2}$ preserves the order in terms of the spectrum of given positive operators by virtue of the Kantorovich inequality. Thus, we call it the Kantorovich-Furuta type operator inequality.

By using a generalization of the Kantorovich inequality, we get the following Kantoro-vich-Furuta type operator inequality.

Theorem 4.2 Let $A$ and $B$ be positive operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $M>m>0$. If $A \geq B$, then

$$
\left(\frac{M}{m}\right)^{p-1} A^{p} \geq K(m, M, p) A^{p} \geq B^{p} \quad \text { for all } p \geq 1
$$

where the generalized Kantorovich constant $K(m, M, p)$ is defined by (2.29).
Proof. Refer to [124, Theorem 8.3] for the proof.
Theorem 4.3 Let $A$ and $B$ be positive operators such that $M_{1} I \geq A \geq m_{1} I$ and $M_{2} I_{H} \geq$ $B \geq m_{2} I_{H}$ for some scalars $M_{j}>m_{j}>0(j=1,2)$. If $A \geq B$, then the following inequalities hold:
(i) $K\left(m_{j}, M_{j}, p\right) A^{p} \geq B^{p} \quad$ for all $p>1$ and $j=1,2$,
(ii) $K\left(m_{j}, M_{j}, p\right) B^{p} \geq A^{p} \quad$ for all $p<-1$ and $j=1,2$.

Proof. Refer to [124, p.220,232,250] for the proof.
For positive invertible operators $A$ and $B$, the order $A \gg B$ defined by $\log A \geq \log B$ is called the chaotic order. Since $\log t$ is an operator monotone function, the chaotic order is weaker than the operator order $A \geq B$.

The following theorem is a Kantorovich-Furuta type operator inequality related to the chaotic order which is parallel to Theorem 4.2.

Theorem 4.4 Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $M>m>0$. If $\log A \geq \log B$, then

$$
\left(\frac{M}{m}\right)^{p} A^{p} \geq K(m, M, p+1) A^{p} \geq B^{p} \quad \text { for all } p \geq 0
$$

Proof. Refer to [124, Theorem 8.4] for the proof.
Remark 4.1 In fact, the chaotic order $\log A \geq \log B$ does not always ensure the operator order $A \geq B$ in general. However, by Theorem 4.4, it follows that

$$
\log A \geq \log B \quad \text { and } \quad M I \geq B \geq m I>0 \quad \text { imply } \quad \frac{(M+m)^{2}}{4 M m} A \geq B
$$

In terms of the Kantorovich constant, we show Kantorovich type operator inequalities related to the operator ordering and the chaotic one:

Theorem 4.5 Let $A$ and $B$ be positive operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $0<m \leq M$. If $A \geq B$, then

$$
\frac{\left(M^{p-1}+m^{p-1}\right)^{2}}{4 M^{p-1} m^{p-1}} A^{p} \geq B^{p} \quad \text { for all } p \geq 2
$$

Proof. For each $p \geq 2$, put $r=p-2$ and $q=\frac{p+r}{1+r}$ in the Furuta inequality (FI). Then the Furuta inequality ensures

$$
\begin{equation*}
\left(B^{\frac{p-2}{2}} A^{p} B^{\frac{p-2}{2}}\right)^{\frac{1}{2}} \geq B^{p-1} \tag{4.1}
\end{equation*}
$$

Square both sides of (4.1), it follows from $M^{p-1} I_{H} \geq B \geq m^{p-1} I_{H}$ and Theorem 4.1 that

$$
\frac{\left(M^{p-1}+m^{p-1}\right)^{2}}{4 M^{p-1} m^{p-1}} B^{\frac{p-2}{2}} A^{p} B^{\frac{p-2}{2}} \geq B^{2(p-1)}
$$

and hence

$$
\frac{\left(M^{p-1}+m^{p-1}\right)^{2}}{4 M^{p-1} m^{p-1}} A^{p} \geq B^{p} \quad \text { for all } p \geq 2
$$

Theorem 4.6 Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $M>m>0$. Then the following assertions are mutually equivalent:
(i) $\log A \geq \log B$.
(ii) $\frac{\left(M^{p}+m^{p}\right)^{2}}{4 M^{P} m^{p}} A^{p} \geq B^{p} \quad$ for all $p \geq 0$.

Proof. Refer to [124, Theorem 8.5] for the proof.
The exponential function $t \mapsto \exp (t)$ is not operator monotone. By virtue of the MondPečarić method, the exponential function preserves the operator order in the following sense.

Theorem 4.7 Let $A$ and $B$ be self-adjoint operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $m \leq M$. If $A \geq B$, then

$$
S\left(\mathrm{e}^{M-m}\right) \exp A \geq \exp B
$$

where the Specht ratio $S(h)$ is defined by (2.35).

Proof. By Theorem 2.15, we have $\langle\exp B x, x\rangle \leq S\left(\mathrm{e}^{M-m}\right) \exp \langle B x, x\rangle$ for every unit vector $x \in H$. Hence it follows that

$$
\begin{aligned}
\langle\exp B x, x\rangle & \leq S\left(\mathrm{e}^{M-m}\right) \exp \langle B x, x\rangle \\
& \leq S\left(\mathrm{e}^{M-m}\right) \exp \langle A x, x\rangle \quad \text { by the assumption } A \geq B \\
& \leq S\left(\mathrm{e}^{M-m}\right)\langle\exp A x, x\rangle \quad \text { by Jensen's inequality }
\end{aligned}
$$

for every unit vector $x \in H$, so that we have $S\left(\mathrm{e}^{M-m}\right) \exp A \geq \exp B$.
Furthermore, by the property of the Specht ratio, we have the following characterization of the operator ordering.

Theorem 4.8 Let $A$ and $B$ be positive operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $0<m \leq M$. Then the following assertions are mutually equivalent:
(i) $A \geq B$.
(ii) $S\left(\mathrm{e}^{p(M-m)}\right) \exp (p A) \geq \exp (p B) \quad$ for all $p \geq 0$, where the Specht ratio $S(h)$ is defined by (2.35).

## Proof.

Suppose (i): Since $p A \geq p B$ and $p M I_{H} \geq p B \geq p m I_{H}$ for all $p>0$, we have (i) $\Longrightarrow$ (ii) by Theorem 4.7.
Conversely, suppose (ii): Taking the logarithm of both sides of (ii), we have

$$
\log S\left(\mathrm{e}^{p(M-m)}\right)^{\frac{1}{p}}+A \geq B
$$

Since $S\left(\mathrm{e}^{p(M-m)}\right)^{\frac{1}{p}} \rightarrow 1$ as $p \rightarrow 0$ by (iv) of Theorem 2.16, we have $A \geq B$.
The following theorem is a more precise characterization of the chaotic ordering.

Theorem 4.9 Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $M>m>0$. Put $h=\frac{M}{m}(\geq 1)$. Then the following assertions are mutually equivalent:
(i) $\log A \geq \log B$.
(ii) $S\left(h^{p}\right) A^{p} \geq B^{p} \quad$ for all $p \geq 0$.

Proof. Refer to [124, Theorem 8.7] for the proof.

### 4.2 Difference version

In this section, we show new order preserving operator inequality on the operator order and the chaotic order by estimating the upper bound of the difference.

First of all, we present that the function $t \mapsto t^{2}$ preserves the operator order in the following sense associated with the difference.

Theorem 4.10 If $A$ and $B$ are positive operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $0<m<M$, then

$$
\begin{equation*}
A \geq B \quad \text { implies } \quad A^{2}+\frac{(M-m)^{2}}{4} I_{H} \geq B^{2} . \tag{4.2}
\end{equation*}
$$

Proof. By a difference type of the Kantorovich inequality (Theorem 2.20), we have

$$
\begin{aligned}
\left\langle B^{2} x, x\right\rangle & \leq\langle B x, x\rangle^{2}+\frac{(M-m)^{2}}{4} & & \text { by } M I_{H} \geq B \geq m I_{H} \\
& \leq\langle A x, x\rangle^{2}+\frac{(M-m)^{2}}{4} & & \text { by } A \geq B \\
& \leq\left\langle A^{2} x, x\right\rangle+\frac{(M-m)^{2}}{4} & & \text { by the Hölder-McCarthy inequality }
\end{aligned}
$$

for every unit vector $x \in H$. Hence we have (4.2).
Moreover, we have the following order preserving operator inequality associated with the difference, which is a parallel result to the Kantorovich type inequality in Theorem 4.1.

Theorem 4.11 If $A$ and $B$ are positive operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $0, m<M$, then

$$
A^{p}+M\left(M^{p-1}-m^{p-1}\right) I_{H} \geq A^{p}+C(m, M, p) I_{H} \geq B^{p} \quad \text { for all } p>1
$$

where the Kantorovich constant for the difference $C(m, M, p)$ is defined by (2.38).
Proof. The former inequality follows from (ii) of Theorem 2.24. The latter follows from

$$
\begin{aligned}
\left\langle B^{p} x, x\right\rangle & \leq\langle B x, x\rangle^{p}+C(m, M, p) & & \text { by Theorem } 2.23 \\
& \leq\langle A x, x\rangle^{p}+C(m, M, p) & & \text { by } A \geq B \\
& \leq\left\langle A^{p} x, x\right\rangle+C(m, M, p) & & \text { by the Hölder-McCarthy inequality }
\end{aligned}
$$

for every unit vector $x \in H$.
Theorem 4.12 Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $0<m<M$. Put $h=\frac{M}{m}>1$. Then the following assertions are mutually equivalent:
(i) $\log A \geq \log B$.
(ii) $A^{p}+L\left(m^{p}, M^{p}\right) \log S\left(h^{p}\right) I_{H} \geq B^{p} \quad$ for all $p>0$,
where the Specht ratio $S(h)$ is defined by (2.35) and the logarithmic mean $L(m, M)$ is defined by (2.41).

Proof.
(i) $\Longrightarrow$ (ii): By using Theorem 2.27 and $M^{p} I_{H} \geq B^{p} \geq m^{p} I_{H}$, it follows that

$$
\begin{aligned}
\left\langle B^{p} x, x\right\rangle & \leq \exp \left\langle\log B^{p} x, x\right\rangle+D\left(m^{p}, M^{p}\right) \\
& \leq \exp \left\langle\log A^{p} x, x\right\rangle+D\left(m^{p}, M^{p}\right) \quad \text { by } \log B \leq \log A \\
& \leq\left\langle A^{p} x, x\right\rangle+D\left(m^{p}, M^{p}\right) \quad \text { by convexity of the } \exp \text { function }
\end{aligned}
$$

holds for every unit vector $x \in H$. Hence it follows from Lemma 2.4 that

$$
A^{p}+L\left(m^{p}, M^{p}\right) \log S\left(h^{p}\right) I \geq B^{p} \quad \text { for all } p>0
$$

(ii) $\Longrightarrow$ (i): We have

$$
\lim _{p \rightarrow 0} \frac{1}{p} D\left(m^{p}, M^{p}\right)=\lim _{p \rightarrow 0} \frac{1}{p} L\left(m^{p}, M^{p}\right) \log S\left(h^{p}\right)=0
$$

by (iv) of Theorem 2.16. Therefore, we have

$$
\frac{A^{p}-I}{p}+\frac{1}{p} D\left(m^{p}, M^{p}\right) I \geq \frac{B^{p}-I}{p}
$$

and hence $\log A \geq \log B$ as $p \rightarrow 0$.
As an application of the Furuta inequality, we shall show order preserving operator inequality associated with the difference which is parametrized the operator order and the chaotic order.

Let $A$ and $B$ be positive invertible operators on a Hilbert space $H$. We consider an order $A^{\delta} \geq B^{\delta}$ for $\delta \in[0,1]$ which interpolates usual order $A \geq B$ and chaotic order $A \gg B$ continuously. We consider that the case $\delta=0$ means the chaotic order since $\lim _{\delta \rightarrow 0} \frac{A^{\delta}-I}{\delta}=$ $\log A$ for a positive invertible operator $A$.

The following lemma shows that the Furuta inequality interpolates the usual order and the chaotic one.

Lemma 4.1 Let $A$ and $B$ be positive invertible operators. The following statements are mutually equivalent for each $\delta \in[0,1]$ :
(i) $A^{\delta} \geq B^{\delta}, \quad$ where the case $\delta=0$ means $A \gg B$.
(ii) $\left(B^{\frac{p}{2}} A^{p+\delta} B^{\frac{p}{2}}\right)^{\frac{p+\delta}{2 p+\delta}} \geq B^{p+\delta} \quad$ for all $p \geq 0$.
(iii) $\left(B^{\frac{r}{2}} A^{p+\delta} B^{\frac{r}{2}}\right)^{\frac{r+\delta}{p+r+\delta}} \geq B^{r+\delta} \quad$ for all $p \geq 0$ and $r \geq 0$.

Proof. The case of $0<\delta \leq 1$ is ensured by the Furuta inequality and the case of $\delta=0$ by the chaotic Furuta inequality (CFI).

By virtue of Lemma 4.1, we shall obtain the following order preserving operator inequality associated with the difference.

Theorem 4.13 Let $A$ and $B$ be positive operators on $H$ satisfying $M I_{H} \geq B \geq m I_{H}>0$. Then the following implication $(\mathrm{i}) \Longleftrightarrow(\mathrm{ii}) \Longleftrightarrow(\mathrm{iv}) \Longrightarrow$ (iii) holds for some $\delta \in[0,1]$ :
(i) $A^{\delta} \geq B^{\delta}, \quad$ where the case $\delta=0$ means $A \gg B$.
(ii) $A^{p+\delta}+\frac{1}{m^{1-\delta}} C(m, M, p+1) I_{H} \geq B^{p+\delta} \quad$ for all $p>0$.
(iii) $A^{p+\delta}+\frac{\left(M^{p}-m^{p}\right)^{2}}{4 m^{p-\delta}} I_{H} \geq B^{p+\delta} \quad$ for all $p>\delta$.
(iv) $A^{p+\delta}+\frac{1}{m^{r}} C\left(m^{r+\delta}, M^{r+\delta}, \frac{p+r+\delta}{r+\delta}\right) I_{H} \geq B^{p+\delta} \quad$ for all $p>0$ and $r>0$, where $C(m, M, p)$ is defined by (2.38).

Proof.
(i) $\Longrightarrow$ (iv): It follows from Lemma 4.1 that $A^{\delta} \geq B^{\delta}$ is equivalent to the following inequality:

$$
\left(B^{\frac{r}{2}} A^{p+\delta} B^{\frac{r}{2}}\right)^{\frac{r+\delta}{p+r+\delta}} \geq B^{r+\delta} \quad \text { for all } p>0 \text { and } r>0
$$

Put $A_{1}=\left(B^{\frac{r}{2}} A^{p+\delta} B^{\frac{r}{2}}\right)^{\frac{r+\delta}{p+r+\delta}}$ and $B_{1}=B^{r+\delta}$, then $A_{1}$ and $B_{1}$ satisfy $A_{1} \geq B_{1}>0$ and $M^{r+\delta} I_{H} \geq B_{1} \geq m^{r+\delta} I_{H}>0$. Applying Theorem 4.11 to $A_{1}$ and $B_{1}$, we have

$$
A_{1}^{\frac{p+r+\delta}{r+\delta}}+C\left(m^{r+\delta}, M^{r+\delta}, \frac{p+r+\delta}{r+\delta}\right) I_{H} \geq B_{1}^{\frac{p+r+\delta}{r+\delta}}
$$

Therefore we have

$$
B^{\frac{r}{2}} A^{p+\delta} B^{\frac{r}{2}}+C\left(m^{r+\delta}, M^{r+\delta}, \frac{p+r+\delta}{r+\delta}\right) I_{H} \geq B^{p+r+\delta}
$$

so that it follows that

$$
A^{p+\delta}+C\left(m^{r+\delta}, M^{r+\delta}, \frac{p+r+\delta}{r+\delta}\right) B^{-r} \geq B^{p+\delta}
$$

(iv) $\Longrightarrow$ (ii): Put $r=1-\delta>0$ in (iv).
(iv) $\Longrightarrow$ (iii): Put $r=p-\delta>0$ in (iv). Then we have

$$
\frac{1}{m^{r}} C\left(m^{r+\delta}, M^{r+\delta}, \frac{p+r+\delta}{r+\delta}\right)=\frac{1}{m^{p-\delta}} C\left(m^{p}, M^{p}, 2\right)=\frac{\left(M^{p}-m^{p}\right)^{2}}{4 m^{p-\delta}}
$$

and $p>\delta$.
(ii) $\Longrightarrow$ (i): It follows from (ii) of Theorem 2.13 that

$$
\left(\frac{M}{m}\right)^{p} \geq K(m, M, p+1) \geq 1 \quad \text { for all } p>0
$$

and hence

$$
\frac{m M^{p}-M m^{p}}{M-m}\left(\frac{M}{m}-1\right) \geq \frac{m M^{p}-M m^{p}}{M-m}\left(K(m, M, p+1)^{\frac{1}{p}}-1\right) \geq 0
$$

Therefore we have $\lim _{p \rightarrow 0} C(m, M, p+1)=0$.
Hence the proof of Theorem 4.13 is complete.
Theorem 4.13 interpolates the following two theorems. As a matter of fact, if we put $\delta=0$ in Theorem 4.13, then we have Theorem 4.14 which make a paraphrase of Theorem 4.12. Also, if we put $\delta=1$ in Theorem 4.13, then we obtain order preserving operator inequality under the operator order associated with the difference.

Theorem 4.14 Let $A$ and $B$ be positive invertible operators such that $M I \geq B \geq m I$ for some scalars $0<m<M$. Then the following implication (i) $\Longleftrightarrow$ (iii) $\Longleftrightarrow$ (iv) $\Longrightarrow$ (ii) holds:
(i) $\log A \geq \log B$.
(ii) $A^{p}+\frac{1}{m} C(m, M, p+1) I_{H} \geq B^{p} \quad$ for all $p>0$.
(iii) $A^{p}+\frac{\left(M^{p}-m^{p}\right)^{2}}{4 m^{p}} I_{H} \geq B^{p} \quad$ for all $p>0$.
(iv) $A^{p}+\frac{1}{m^{r}} C\left(m^{r}, M^{r}, \frac{p+r}{r}\right) I_{H} \geq B^{p} \quad$ for all $p>0$ and $r>0$, where $C(m, M, p)$ is defined by (2.38).

Proof. If we put $\delta=0$ in Theorem 4.13, then we have the implication (i) $\Longrightarrow$ (iv) $\Longrightarrow$ (iii) and (iv) $\Longrightarrow$ (ii). For (iii) $\Longrightarrow$ (i), since

$$
\frac{A^{p}-I_{H}}{p}+\frac{1}{p} \frac{\left(M^{p}-m^{p}\right)^{2}}{4 m^{p}} I_{H} \geq \frac{B^{p}-I_{H}}{p}
$$

we have (i) as $p \rightarrow 0$.
Theorem 4.15 Let $A$ and $B$ be positive operators such that $M I \geq B \geq m I$ for some scalars $0<m<M$. Then the following implication (i) $\Longleftrightarrow$ (ii) $\Longleftrightarrow$ (iv) $\Longrightarrow$ (iii) holds:
(i) $A \geq B$.
(ii) $A^{p}+C(m, M, p) I_{H} \geq B^{p} \quad$ for all $p \geq 1$.
(iii) $A^{p+1}+\frac{\left(M^{p}-m^{p}\right)^{2}}{4 m^{p-1}} I_{H} \geq B^{p+1} \quad$ for all $p \geq 1$.
(iv) $A^{p}+\frac{1}{m^{r-1}} C\left(m^{r}, M^{r}, \frac{p+r-1}{r}\right) I_{H} \geq B^{p} \quad$ for all $p \geq 1$ and $r \geq 1$, where $C(m, M, p)$ is defined by (2.38).

Remark 4.2 Theorem 4.13 interpolates Theorem 4.11 and Theorem 4.12. Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq B \geq m I_{H}$. Then the following assertions hold:
(i) $A \geq B$ implies $\quad A^{p}+C(m, M, p) I_{H} \geq B^{p} \quad$ for all $\quad p \geq 1$.
(ii) $A^{\delta} \geq B^{\delta} \quad$ implies $\quad A^{p}+C\left(m^{\delta}, M^{\delta}, \frac{p}{\delta}\right) I_{H} \geq B^{p} \quad$ for all $p \geq \delta$.
(iii) $\log A \geq \log B \quad$ implies $\quad A^{p}+L\left(m^{p}, M^{p}\right) \log S\left(h^{p}\right) I_{H} \geq B^{p} \quad$ for all $p>0$, where the Specht ratio $S(h)$ is defined by (2.35) and the logarithmic mean $L(m, M)$ is defined by (2.41).
It follows that the constant of (ii) interpolates the constant of (i) and (iii) continuously. In fact, if we put $\delta=1$ in (ii), then we have (i), also if we put $\delta \rightarrow 0$ in (ii), then we have

$$
\begin{aligned}
C\left(m^{\delta}, M^{\delta}, \frac{p}{\delta}\right) & =\frac{m^{\delta} M^{p}-M^{\delta} m^{p}}{M^{\delta}-m^{\delta}}\left\{K\left(m^{\delta}, M^{\delta}, \frac{p}{\delta}\right)^{\frac{\delta}{p-\delta}}-1\right\} \\
& =\frac{\delta}{h^{\delta}-1} m^{p}\left(h^{p}-h^{\delta}\right) \frac{K\left(m^{\delta}, M^{\delta}, \frac{p}{\delta}\right)^{\frac{\delta}{p-\delta}}-1}{\delta} \\
& \rightarrow \frac{1}{\log h}\left(M^{p}-m^{p}\right) \log M_{h}(p)^{\frac{1}{p}} \quad(\text { as } \delta \rightarrow 0) \\
& =L\left(m^{p}, M^{p}\right) \log S\left(h^{p}\right),
\end{aligned}
$$

where $h=\frac{M}{m}>1$.

### 4.3 Version with the Specht ratio

In this section, we see that the Specht ratio plays an important rule as characterizations of the chaotic order: Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq B \geq m I_{H}$ for some scalars $0<m<M$ and $h=\frac{M}{m}$. Then

$$
\log A \geq \log B \quad \Longleftrightarrow \quad S_{h}(p) A^{p} \geq B^{p} \quad \text { for all } p>0
$$

where the symbol $S_{h}$ is defined by

$$
\begin{equation*}
S_{h}(p)=S\left(h^{p}\right) \tag{4.3}
\end{equation*}
$$

and the Specht ratio $S(h)$ is defined by (2.35).

It is natural to ask what is characterizations of the operator order in terms of the Specht ratio. Thus, we compare Theorem 4.5 with Theorem 4.6: For $A, B>0$ with $M I_{H} \geq B \geq m I_{H}$

$$
\begin{aligned}
A \geq B \quad & \Longrightarrow \quad \frac{\left(M^{p-1}+m^{p-1}\right)^{2}}{4 M^{p-1} m^{p-1}} A^{p} \geq B^{p} \quad \text { for all } p \geq 2 \\
\log A \geq \log B & \Longrightarrow \quad \frac{\left(M^{p}+m^{p}\right)^{2}}{4 M^{p} m^{p}} A^{p} \geq B^{p} \quad \text { for all } p>0
\end{aligned}
$$

Therefore, we observe the difference between $p$ and $p-1$ in the power of the constant. Hence one might expect that the following result holds under the operator order as a parallel result to Theorem 4.9: Let $A$ and $B$ be positive invertible operators such that $M I \geq B \geq m I$. Then

$$
A \geq B \quad \text { implies } \quad S_{h}(p-1) A^{p} \geq B^{p} \quad \text { for all } p \geq 2, \text { where } h=\frac{M}{m} \geq 1
$$

However, we have a counterexample to this conjecture. Put

$$
A=\left(\begin{array}{ll}
4 & 1 \\
1 & 1
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
2 & 0 \\
0 & \frac{1}{2}
\end{array}\right)
$$

then $A \geq B \geq 0$. And $m=\frac{1}{2}$ and $M=2$, so that $h=\frac{M}{m}=4$. Then we have $S(h)=1.26374$ and $S\left(h^{2}\right)=2.39434$. On the other hand, $\alpha A^{2} \geq B^{2}$ holds if and only if $\alpha \geq 1.27389$, and $\beta A^{3} \geq B^{3}$ holds if and only if $\beta \geq 2.396585$. Therefore $S(h) A^{2} \nsupseteq B^{2}$ and $S\left(h^{2}\right) A^{3} \nsupseteq B^{3}$.

Here, we present other characterizations of the chaotic ordering and the operator one associated with Kantorovich type inequalities via the Specht ratio:

Theorem 4.16 Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. Then the following assertions are mutually equivalent:
(i) $\log A \geq \log B$.
(ii) $S_{k}((p+t) s+r)^{q} A^{(p+t) s} \geq\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{s}$
holds for $p \geq 0, t \geq 0, s \geq 0, r \geq 0, q \geq 1$ with $(t+r) q \geq(p+t) s+r$.
(iii) $S_{k}(2(p+t) s-2 t)^{2} A^{(p+t) s} \geq\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{s}$
holds for $p \geq 0, t \geq 0, s \geq 0$ with $(p+t) s \geq 2 t$.
(iv) $S_{k}(2 p s)^{\frac{2}{s}} A^{p} \geq B^{p}$ holds for $p \geq 0$ and $s \geq 1$,
where $S_{k}(r)$ is defined by (4.3).
Theorem 4.17 Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. Then the
(i) $A \geq B$.
(ii) $S_{k}((p-t) s+r)^{q} A^{(p-t) s} \geq\left(A^{-\frac{t}{2}} B^{p} A^{-\frac{t}{2}}\right)^{s}$ holds for $p \geq 1, t \in[0,1], s \geq 1, q \geq 1$ such that $(1-t+r) q \geq(p-t) s+r$ and $r \geq t$.
(iii) $S_{k}(2(p-t) s-2(1-t))^{2} A^{(p-t) s} \geq\left(A^{-\frac{t}{2}} B^{p} A^{-\frac{t}{2}}\right)^{s}$ holds for $p \geq 1, t \in[0,1], s \geq 1$ such that $(p-t) s \geq 2-t$.
(iv) $S_{k}(2(p-1) s)^{\frac{2}{s}} A^{p} \geq B^{p}$ holds for $p \geq 1, s \geq 1$ such that $p \geq \frac{1}{s}+1$.
(v) $k^{4(p-1)} A^{p} \geq B^{p}$ holds for $p \geq 1$, where $S_{k}(r)$ is defined by (4.3).

The following corollary is easily obtained by Theorem 4.17.
Corollary 4.1 Let A and B be positive invertible operators on a Hilbert space $H$ such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. If $A^{\delta} \geq B^{\delta}$ for $\delta \in(0,1]$, then

$$
S_{k}(2(p-\delta) s)^{\frac{2}{s}} A^{p} \geq B^{p}
$$

holds for $p \geq \delta, s \geq 1$ such that $p \geq\left(\frac{1}{s}+1\right) \delta$, where $S_{k}(r)$ is defined by (4.3).
Remark 4.3 Corollary 4.1 interpolates (iv) of Theorem 4.16 and (iv) of Theorem 4.17 by means of the Specht ratio. Let A and B be positive invertible operators such that $k I_{H} \geq$ $A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. Then the following assertions holds:
(i) $A \geq B$ implies $S_{k}(2(p-1) s)^{\frac{2}{s}} A^{p} \geq B^{p}$ for all $p \geq \frac{1}{s}+1$ and $s \geq 1$,
(ii) $A^{\delta} \geq B^{\delta}$ implies $S_{k}(2(p-\delta) s)^{\frac{2}{s}} A^{p} \geq B^{p}$ for all $p \geq \delta$, $s \geq 1$ such that $p \geq\left(\frac{1}{s}+1\right) \delta$,
(iii) $\log A \geq \log B$ implies $S_{k}(2 p s)^{\frac{2}{s}} A^{p} \geq B^{p}$ for all $p \geq 0$ and $s \geq 1$.

It follows that the Specht ratio of (ii) interpolates the scalar of (i) and (iii) continuously. In fact, if we put $\delta=1$ in (ii), then we have (i). Also, if we put $\delta \rightarrow 0$ in (ii), then we have (iii).

Moreover, Corollary 4.1 interpolates the following result by means of the Specht ratio:
(i) $A \geq B$ implies $k^{4(p-1)} A^{p} \geq B^{p}$ for all $p \geq 1$,
(ii) $A^{\delta} \geq B^{\delta}$ implies $S_{k}(2(p-\delta) s)^{\frac{2}{s}} A^{p} \geq B^{p}$ for all $p \geq \delta, s \geq 1$ such that $p \geq\left(\frac{1}{s}+1\right) \delta$,
(iii) $\log A \geq \log B$ implies $k^{4 p} A^{p} \geq B^{p}$ for all $p \geq 0$.

The Specht ratio of (ii) interpolates the scalar of (i) and (iii). In fact, if we put $\delta=1$ and $s \rightarrow \infty$ in (ii), then we have (i). Also, if we put $\delta \rightarrow 0$ and $s \rightarrow \infty$ in (ii), then we have (iii).

To prove them, we need some preliminaries.
In the following lemma a complementary inequality to the Hölder-McCarthy inequality via the Specht ratio is given.

Lemma 4.2 Let $A$ be a positive operator such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. Then the following inequalities hold for every unit vector $x \in H$ :
(i) $S_{k}(1)\left\langle A^{p} x, x\right\rangle \geq\langle A x, x\rangle^{p}\left(\geq\left\langle A^{p} x, x\right\rangle\right)$ for all $0<p<1$,
(ii) $S_{k}(p)^{p}\langle A x, x\rangle^{p} \geq\left\langle A^{p} x, x\right\rangle\left(\geq\langle A x, x\rangle^{p}\right)$ for all $p \geq 1$.

## Proof.

(i): The following converse of Young's inequality is shown in [280]: For a given $a>0$,

$$
S_{a}(1) a^{p} \geq p a+(1-p)
$$

holds for all $1>p>0$. If $k \geq a \geq \frac{1}{k}>0$, then it follows from (ii) and (iii) of Theorem 2.16 that $S_{k}(1)=S_{k^{-1}}(1) \geq S_{a}(1)$. Therefore we have

$$
\begin{equation*}
S_{k}(1) A^{p} \geq p A+(1-p) I_{H} \quad \text { for all } 1>p>0 \tag{4.4}
\end{equation*}
$$

By (4.4) and Young's inequality, it follows that

$$
S_{k}(1)\left\langle A^{p} x, x\right\rangle \geq p\langle A x, x\rangle+(1-p) \geq\langle A x, x\rangle^{p}
$$

holds for every unit vector $x \in H$.
(ii): Next, suppose the case of $p \geq 1$. Replacing $p$ by $1 / p$ and $A$ by $A^{p}$ in (i), then $k^{p} I_{H} \geq A^{p} \geq k^{-p} I_{H}$ and we have

$$
S_{k^{p}}(1)\left\langle\left(A^{p}\right)^{1 / p} x, x\right\rangle \geq\left\langle A^{p} x, x\right\rangle^{1 / p}
$$

Taking the $p$-th power on both sides, we have

$$
S_{k}(p)^{p}\langle A x, x\rangle^{p} \geq\left\langle A^{p} x, x\right\rangle
$$

The following lemma is a Kantorovich-Furuta type operator inequality via the Specht ratio.

Lemma 4.3 Let $A$ and $B$ be positive operators such that
(i) $k I_{H} \geq A \geq \frac{1}{k} I_{H}$
(ii) $k I_{H} \geq B \geq \frac{1}{k} I_{H}$
for some $k \geq 1$. Then

$$
A \geq B \quad \text { implies } \quad S_{k}(p)^{p} A^{p} \geq B^{p} \quad \text { for all } p \geq 1
$$

where $S_{k}(p)$ is defined by (4.3).

Proof.
Suppose (ii). Then we have

$$
\begin{aligned}
S_{k}(p)^{p}\left\langle A^{p} x, x\right\rangle & \geq S_{k}(p)^{p}\langle A x, x\rangle^{p} & & \text { by Hölder-McCarthy inequality and } p \geq 1 \\
& \geq S_{k}(p)^{p}\langle B x, x\rangle^{p} & & \text { by } A \geq B \\
& \geq\left\langle B^{p} x, x\right\rangle & & \text { by Lemma } 4.2 \text { and } k I_{H} \geq B \geq(1 / k) I_{H} .
\end{aligned}
$$

Next, suppose (i). Since $B^{-1} \geq A^{-1}$ and $k I_{H} \geq A^{-1} \geq \frac{1}{k} I_{H}$, then it follows from above discussion that $S_{k}(p)^{p} B^{-p} \geq A^{-p}$. Hence we have $S_{k}(p)^{p} A^{p} \geq B^{p}$.

Proof of Theorem 4.16.
(i) $\Longrightarrow$ (ii): By Theorem 3.16, (i) ensures

$$
\begin{equation*}
A^{\frac{(p+t) s+r}{q}} \geq\left\{A^{\frac{r}{2}}\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right\}^{\frac{1}{q}} \tag{4.5}
\end{equation*}
$$

holds for $p, t, s, r \geq 0$ and $q \geq 1$ with

$$
\begin{equation*}
(t+r) q \geq(p+t) s+r \tag{4.6}
\end{equation*}
$$

Put $A_{1}=A^{\frac{(p+t) s+r}{q}}$ and $B_{1}=\left\{A^{\frac{r}{2}}\left(A^{\frac{t}{2}} B^{p} A^{\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right\}^{\frac{1}{q}}$, then $A_{1} \geq B_{1}$ by (4.5) and $k I_{H} \geq A \geq$ $\frac{1}{k} I_{H}>0$ assures $k^{\frac{(p+t) s+r}{q}} I_{H} \geq A_{1} \geq k^{-\frac{(p+t) s+r}{q}} I_{H}$. By applying Lemma 4.3 to $A_{1}$ and $B_{1}$, we have

$$
S_{k} \frac{(p+t) s+r}{q}(q)^{q} A_{1}^{q}=S_{k}((p+t) s+r)^{q} A_{1}^{q} \geq B_{1}^{q}
$$

Multiplying $A^{-\frac{r}{2}}$ on both sides, we have (ii).
(ii) $\Longrightarrow$ (iii): Put $r=(p+t) s-2 t \geq 0$ and $q=2$ in (ii). Then the condition (4.6) is satisfied and $(p+t) s \geq 2 t$, so we have (iii).
(iii) $\Longrightarrow$ (iv): If we put $t=0$ in (iii), then we have (iv) by the Löwner-Heinz theorem.
(iv) $\Longrightarrow$ (i): If we put $s=1$ and take logarithm of both sides of (iv), we have

$$
\log \left(S_{k^{2}}(p) A^{p}\right) \geq \log B^{p} \quad \text { for all } p>0
$$

and hence

$$
\log S_{k^{2}}(p)^{1 / p}+\log A \geq \log B \quad \text { for all } p>0
$$

Then letting $p \rightarrow+0$, we have $\log A \geq \log B$ by (iv) of Theorem 2.16.
Proof of Theorem 4.17.
(i) $\Longrightarrow$ (ii): By the grand Furuta inequality, (i) ensures

$$
\begin{equation*}
A^{\frac{(p-t) s_{s+r}}{q}} \geq\left\{A^{\frac{r}{2}}\left(A^{-\frac{t}{2}} B^{p} A^{-\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right\}^{\frac{1}{q}} \tag{4.7}
\end{equation*}
$$

holds for $p \geq 1, t \in[0,1], s \geq 1, q \geq 1$ and

$$
\begin{align*}
r & \geq t,  \tag{4.8}\\
(1-t+r) q & \geq(p-t) s+r \tag{4.9}
\end{align*}
$$

Put $A_{1}=A^{\frac{(p-t) s+r}{q}}$ and $B_{1}=\left\{A^{\frac{r}{2}}\left(A^{-\frac{t}{2}} B^{p} A^{-\frac{t}{2}}\right)^{s} A^{\frac{r}{2}}\right\}^{\frac{1}{q}}$, then $A_{1} \geq B_{1}$ by (4.7) and $k I_{H} \geq A \geq$ $\frac{1}{k} I_{H}>0$ assures $k^{\frac{(p-t) s+r}{q}} I_{H} \geq A_{1} \geq k^{-\frac{(p-t) s+r}{q}} I_{H}$. By applying Lemma 4.3 to $A_{1}$ and $B_{1}$, we have

$$
S_{k}^{\frac{(p-t) s+r}{q}}(q)^{q} A_{1}^{q}=S_{k}((p-t) s+r)^{q} A_{1}^{q} \geq B_{1}^{q} .
$$

Multiplying $A^{-\frac{r}{2}}$ on both sides, we have (ii).
(ii) $\Longrightarrow$ (iii): Put $r=(p-t) s-2(1-t)$ and $q=2$ in (ii), then the condition (4.9) is satisfied and the condition (4.8) is equivalent to $(p-t) s \geq 2-t$, so that we have (iii).
(iii) $\Longrightarrow$ (iv): Put $t=1$ in (iii), then by taking the $\frac{1}{s}$-power of both sides, we have (iv).
(iv) $\Longrightarrow(\mathrm{v})$ : It follows from (v) of Theorem 2.16 that

$$
S_{k}(2(p-1) s)^{\frac{2}{s}}=\left(S_{k^{2(p-1)}}(s)^{\frac{1}{s}}\right)^{2} \rightarrow k^{4(p-1)} \quad \text { as } s \rightarrow \infty
$$

so that we have (v).
$(\mathrm{v}) \Longrightarrow(\mathrm{i}):$ We have only to put $p=1$ in (v).
Proof of Corollary 4.1. Put $A_{1}=A^{\delta}$ and $B_{1}=B^{\delta}$, then $A_{1} \geq B_{1}>0$ and $k^{\delta} I_{H} \geq A_{1} \geq$ $\frac{1}{k^{\delta}} I_{H}$. By applying (iv) of Theorem 4.16 to $A_{1}$ and $B_{1}$, it follows that

$$
S_{k^{\delta}}\left(2\left(p_{1}-1\right) s\right)^{\frac{2}{s}} A_{1}^{p_{1}} \geq B_{1}^{p_{1}}
$$

holds for $p_{1} \geq 1, s \geq 1$ such that $p_{1} \geq \frac{1}{s}+1$. Put $p_{1}=\frac{p}{\delta} \geq \frac{1}{s}+1$, then we have

$$
S_{k}(2(p-\delta) s)^{\frac{2}{s}} A^{p} \geq B^{p}
$$

holds for $p \geq \delta, s \geq 1$ such that $p \geq\left(\frac{1}{s}+1\right) \delta$.
Remark 4.4 Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. By using Uchiyama's method, (iv) of Theorem 4.16 can be derived from (iv) of Theorem 4.17 directly. In fact, the hypothesis $\log A \geq \log B$ ensures $A_{n}=I_{H}+\frac{1}{n} \log A \geq$ $I_{H}+\frac{1}{n} \log B=B_{n}>0$ and $M_{n} I_{H}=\left(1+\frac{1}{n} \log k\right) I_{H} \geq I_{H}+\frac{1}{n} \log A \geq\left(1+\frac{1}{n} \log \frac{1}{k}\right) I_{H}=m_{n} I_{H}$ for sufficiently large natural number n. By Theorem 4.17, we have

$$
\max \left\{S_{M_{n}}(2(p-1) s)^{\frac{2}{s}}, S_{m_{n}^{-1}}(2(p-1) s)^{\frac{2}{s}}\right\} A_{n}^{p} \geq B_{n}^{p}
$$

for $p, s \geq 1$ with $p \geq 1+\frac{1}{s}$. By substituting np to $p$, we have

$$
\max \left\{S_{M_{n}}(2(n p-1) s)^{\frac{2}{s}}, S_{m_{n}^{-1}}(2(n p-1) s)^{\frac{2}{s}}\right\} A_{n}^{n p} \geq B_{n}^{n p}
$$

for $n p, s \geq 1$ with $n p \geq 1+\frac{1}{s}$. Since

$$
\lim _{n \rightarrow \infty}\left(I+\frac{1}{n} \log X\right)^{n}=X \quad \text { for any } X>0
$$

we obtain

$$
S_{k}(2 p s)^{\frac{2}{s}} A^{p} \geq B^{p} \quad \text { for } s \geq 1, p \geq 0
$$

Therefore, we have (iv) of Theorem 4.16.

We place an emphasis on the coherence of characterizations of the chaotic order and the operator one via the Specht ratio, though our estimates via the Specht ratio are not better than the ones in Theorem 4.2 and Theorem 4.9. We observe a connection between their constants just to make sure. First of all, we start with the following lemma.
Lemma 4.4 Let $h \geq 1$. Then

$$
F(s)=S_{h}(s)^{\frac{1}{s}}=\left(\frac{\left(h^{s}-1\right) h^{\frac{s}{h^{s}-1}}}{e s \log h}\right)^{\frac{1}{s}}
$$

is an increasing function for $s \geq 1$ and a decreasing function for $0<s \leq 1$.
Proof. Since

$$
\begin{gathered}
(\log F)^{\prime}(s)=\frac{F^{\prime}(s)}{F(s)}=\frac{1}{s^{2}}\left(-\log \left(h^{s}-1\right)-\frac{s}{h^{s}-1} \log h+\log s+\log (\log h)\right. \\
\left.+\frac{h^{s}}{h^{s}-1} \log h^{s}+\frac{\left(h^{s}-1\right)-s h^{s} \log h}{\left(h^{s}-1\right)^{2}} \log h^{s}\right),
\end{gathered}
$$

if we put $x=h^{s}(>1)$, then we have

$$
\begin{aligned}
& (\log F)^{\prime}(s) \\
& =\frac{1}{s^{2}}\left(-\log (x-1)-\frac{\log x}{x-1}+\log (\log x)+\frac{x \log x}{x-1}+\frac{(x-1)-x \log x}{(x-1)^{2}} \log x\right) \\
& =\frac{1}{s^{2}}\left(\log \left(\frac{\log x}{x-1}\right)+x \frac{\log x}{x-1}-x\left(\frac{\log x}{x-1}\right)^{2}\right)
\end{aligned}
$$

Klein's inequality $1-1 / x \leq \log x \leq x-1$ and $x=h^{s}>1$ imply

$$
1 \geq \frac{\log x}{x-1} \geq \frac{1}{x}
$$

Then, since $L(t)=\frac{\log t}{1-t}$ is negative and increasing for $t>0$, we have

$$
\begin{aligned}
s^{2}(\log F)^{\prime}(s) & =\log \left(\frac{\log x}{x-1}\right)+x \frac{\log x}{x-1}\left(1-\frac{\log x}{x-1}\right) \\
& =\left(1-\frac{\log x}{x-1}\right)\left(L\left(\frac{\log x}{x-1}\right)+\frac{x \log x}{x-1}\right) \\
& \geq\left(1-\frac{\log x}{x-1}\right)\left(L\left(\frac{1}{x}\right)+\frac{x \log x}{x-1}\right) \\
& =\left(1-\frac{\log x}{x-1}\right)\left(-\frac{x \log x}{x-1}+\frac{x \log x}{x-1}\right)=0
\end{aligned}
$$

Thus we have $(\log F)^{\prime}(s) \geq 0$. By $F(s) \geq 0, F$ itself is increasing for $s \geq 1$.
Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$.
We have the following two characterizations of the chaotic order via the Specht ratio:
(i) $\log A \geq \log B \Longleftrightarrow S_{k^{2}}(p) A^{p} \geq B^{p} \quad$ for all $p>0$.
(ii) $\log A \geq \log B \Longleftrightarrow S_{k^{2}}(p s)^{\frac{2}{s}} A^{p} \geq B^{p} \quad$ for all $p>0$ and $s \geq 1$.

We have the following relation between the constants (i) and (ii):
Lemma 4.5 For a given $p>0$, the constant $S_{k^{2}}(p s)^{2 / s}$ is not smaller than the constant $S_{k^{2}}(p)$ for all $s \geq 1$ :

$$
S_{k^{2}}(p s)^{2 / s} \geq S_{k^{2}}(p) \quad \text { for all } s \geq 1
$$

Proof. By definition, we have $S_{k^{2}}(p)=S_{k^{2 p}}(1)$ and $S_{k^{2}}(p s)^{2 / s}=S_{k^{2 p}}(s)^{2 / s}$. If we put $s=1$, then it obviously follows that $S_{k^{2 p}}(1)^{2} \geq S_{k^{2 p}}(1)$. Therefore by Lemma 4.4 we have

$$
S_{k^{2}}(p s)^{2 / s}=S_{k^{2 p}}(s)^{2 / s} \geq S_{k^{2 p}}(1)^{2} \geq S_{k^{2 p}}(1)=S_{k^{2}}(p)
$$

Next, let $A$ and $B$ be positive operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some $k \geq 1$. We have the following two characterizations of the operator order via the Specht ratio and the Kantorovich constant:
(iii) $A \geq B \Longleftrightarrow K\left(\frac{1}{k}, k, p\right) A^{p} \geq B^{p} \quad$ for all $p \geq 1$.
(iv) $A \geq B \Longleftrightarrow S_{k^{2}}((p-1) s)^{\frac{2}{s}} A^{p} \geq B^{p} \quad$ for all $p, s \geq 1$ with $p \geq 1+\frac{1}{s}$.

Here, we investigate a relation between the constants (iii) and (iv) in the case of $p=2$. If we put $s=1$, then it follows that

$$
S_{k}(2)^{2} \geq K\left(\frac{1}{k}, k, 2\right)
$$

In fact, since an inequality $x \geq e \log x$ for $x>0$ implies

$$
h^{\frac{h+1}{2(h-1)}} \geq e \log h^{\frac{h+1}{2(h-1)}}
$$

where $h=k^{2}$, it follows that

$$
\frac{(h-1) h^{\frac{1}{h-1}}}{e \log h} \geq \frac{h+1}{2 \sqrt{h}}
$$

or equivalently

$$
\left(\frac{(h-1) h^{\frac{1}{n-1}}}{e \log h}\right)^{2} \geq \frac{(h+1)^{2}}{4 h}
$$

Therefore, it follows from Lemma 4.4 that the constant $S_{k}(2)^{2}$ is not smaller than the constant $K\left(\frac{1}{k}, k, 2\right)$ for all $s \geq 1$ :

$$
S_{k^{2}}(s)^{\frac{2}{s}} \geq S_{k^{2}}(1)^{2} \geq K\left(\frac{1}{k}, k, 2\right) \quad \text { for all } s \geq 1
$$

### 4.4 The Furuta inequality version

In this section, we shall present Kantorovich type operator inequalities for the Furuta inequality related to the usual ordering and the chaotic one in terms of the generalized Kantorovich constant, a generalized condition number and the Specht ratio, in which we use variants of the grand Furuta inequality (Theorem 3.13).

Theorem 4.18 Let $A$ and $B$ be positive operators such that $M I_{H} \geq A \geq m I_{H}$ for some scalars $M>m>0$. If $A \geq B$, then for each $r \geq 0$ and $\alpha>1$

$$
\begin{equation*}
K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.10}
\end{equation*}
$$

holds for all $p \geq 1, q \geq 0$ such that $p \geq \alpha(1+r) q-r$, and

$$
\begin{equation*}
K\left(m^{\frac{p+r}{\alpha q}}, M^{\frac{p+r}{\alpha q}}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.11}
\end{equation*}
$$

holds for all $p \geq 1, q \geq 0$ such that $\alpha(1+r) q-r \geq p \geq(1+r) q-r$, where $K(m, M, p)$ is defined by (2.29).

In particular,

$$
\begin{equation*}
\frac{\left(m^{\frac{p+r}{q}-(1+r)}+M^{\frac{p+r}{q}-(1+r)}\right)^{2}}{4 m^{\frac{p+r}{q}-(1+r)} M^{\frac{p+r}{q}-(1+r)}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.12}
\end{equation*}
$$

holds for all $p \geq 1, q \geq 0$ such that $p \geq 2(1+r) q-r$.
Proof. For each $r \geq 0$ and $\alpha>1$, it follows from Theorem 3.13 that

$$
\begin{equation*}
A^{\frac{(p+r)_{s+t}}{\alpha}} \geq\left\{A^{\frac{t}{2}}\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{s} A^{\frac{t}{2}}\right\}^{\frac{1}{\alpha}} \tag{4.13}
\end{equation*}
$$

holds for all $p \geq 1$ and $t, s \geq 0$ with

$$
\begin{equation*}
(1+t+r) \alpha \geq(p+r) s+t . \tag{4.14}
\end{equation*}
$$

Put $A_{1}=A^{\frac{(p+r) s+t}{\alpha}}$ and $B_{1}=\left\{A^{\frac{t}{2}}\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{s} A^{\frac{t}{2}}\right\}^{\frac{1}{\alpha}}$, then $A_{1} \geq B_{1}$ by (4.13) and $M I_{H} \geq A \geq$ $m I_{H}$ assures $M^{\frac{(p+r) s+t}{\alpha}} I_{H} \geq A_{1} \geq m^{\frac{(p+r) s+t}{\alpha}} I_{H}$. By applying Theorem 4.2 to $A_{1}$ and $B_{1}$, we have

$$
K\left(m^{\frac{(p+r) s+t}{\alpha}}, M^{\frac{(p+r) s+t}{\alpha}}, \alpha\right) A_{1}^{\alpha} \geq B_{1}^{\alpha}
$$

Multiplying $A^{-\frac{t}{2}}$ on both sides, we have

$$
K\left(m^{\frac{(p+r) s+t}{\alpha}}, M^{\frac{(p+r) s+t}{\alpha}}, \alpha\right) A^{(p+r) s} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{s}
$$

Put $t=\frac{(p+r) s-(1+r) \alpha}{\alpha-1}$ and $s=\frac{1}{q}$. Since $p \geq \alpha(1+r) q-r$ and $q>0$, then it follows that $t \geq 0, s \geq 0$ and the condition (4.14) is satisfied. Therefore, we have

$$
K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

for all $p \geq 1, q \geq 0$ such that $p \geq \alpha(1+r) q-r$, so that we have the desired inequality (4.10).

Also, putting $t=0$ and $s=\frac{1}{q}$ in (4.13) and (4.14), we have (4.11) by the same discussion above.

For (4.12), we have only to put $\alpha=2$ in (4.10).
Hence the proof of Theorem 4.18 is complete.
By Theorem 4.2 and Theorem 4.18, we have the following corollary.
Corollary 4.2 Let $A$ and $B$ be positive operators satisfying $A \geq B$ and $M I_{H} \geq A \geq m I_{H}$ for some scalars $M>m>0$. Then for each $r \geq 0$

$$
\begin{equation*}
\left(\frac{M}{m}\right)^{\frac{p+r}{q}-(1+r)} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.15}
\end{equation*}
$$

holds for all $p \geq 1, q \geq 0$ such that $p \geq(1+r) q-r$.
Proof. By using Theorem 4.2 and Theorem 4.18, for each $r \geq 0$ and $\alpha \geq 1$

$$
\left(\frac{M}{m}\right)^{\frac{p+r}{q}-(1+r)} A^{\frac{p+r}{q}}=\left(\frac{M}{m}\right)^{\left(\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)\right)(\alpha-1)} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 1, q \geq 0$ such that $p \geq \alpha(1+r) q-r$. If we put $\alpha=1$, then we have Corollary 4.2.

Remark 4.5 Putting $r=0, q=1$ and $p=\alpha \geq 1$ in (4.10) of Theorem 4.18 and $r=0, q=$ 1 in (4.15) of Corollary 4.2, we have Theorem 4.2. Hence Theorem 4.18 and Corollary 4.2 is an extension of Theorem 4.2.

Next, we present Kantorovich type operator inequalities for the Furuta inequality related to the operator ordering in terms of the Specht ratio.
Theorem 4.19 Let $A$ and $B$ be positive operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some scalar $k>1$. If $A \geq B$, then for each $r \geq 0$ and $\alpha>1$

$$
\begin{equation*}
S\left(\left(k^{\frac{p+r}{q}-(1+r)}\right)^{2 s}\right)^{\frac{2}{s}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.16}
\end{equation*}
$$

holds for all $p \geq 1, q \geq 0, s \geq 1$ such that $p \geq \alpha(1+r) q-r$ and $\alpha-1 \geq \frac{1}{s}$, and

$$
\begin{equation*}
S\left(\left(k^{\frac{\alpha-1}{\alpha} \frac{p+r}{q}}\right)^{2 s}\right)^{\frac{2}{s}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.17}
\end{equation*}
$$

holds for all $p \geq 1, q \geq 0, s \geq 1$ such that $\alpha-1 \geq \frac{1}{s}$ and $\alpha(1+r) q-r \geq p \geq(1+r) q-r$, where the Specht ratio $S(h)$ is defined by (2.35).

Proof. For each $r \geq 0$ and $\alpha>1$, it follows from Theorem 3.13 that

$$
\begin{equation*}
A^{\frac{(p+r) u+t}{\alpha}} \geq\left\{A^{\frac{t}{2}}\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{u} A^{\frac{t}{2}}\right\}^{\frac{1}{\alpha}} \tag{4.18}
\end{equation*}
$$

holds for all $p \geq 1$ and $t, u \geq 0$ with

$$
\begin{equation*}
(1+t+r) \alpha \geq(p+r) u+t \tag{4.19}
\end{equation*}
$$

Put $A_{1}=A^{\frac{(p+r) u+t}{\alpha}}$ and $B_{1}=\left\{A^{\frac{t}{2}}\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{u} A^{\frac{t}{2}}\right\}^{\frac{1}{\alpha}}$, then $A_{1} \geq B_{1}>0$ by (4.18) and $k I_{H} \geq$ $A \geq \frac{1}{k} I_{H}>0$ assures $k^{\frac{(p+r) u+t}{\alpha}} I_{H} \geq A_{1} \geq k^{-\frac{(p+r) u+t}{\alpha}} I_{H}>0$. By applying (iv) of Theorem 4.17 to $A_{1}$ and $B_{1}$, we have

$$
S\left(\left(k^{\frac{(p+r) s+t}{\alpha}}\right)^{2(\alpha-1) s}\right)^{\frac{2}{s}} A_{1}^{\alpha} \geq B_{1}^{\alpha}
$$

Multiplying $A^{-\frac{t}{2}}$ on both sides, we have

$$
S\left(\left(k^{\frac{(p+r) u+t}{\alpha}}\right)^{2(\alpha-1) s}\right)^{\frac{2}{s}} A^{(p+r) u} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{u}
$$

holds for all $p \geq 1, u, t \geq 0$ and $s \geq 1$ such that $\alpha-1 \geq \frac{1}{s}$ and the condition (4.19).
Put $t=\frac{(p+r) u-(1+r) \alpha}{\alpha-1}$ and $u=\frac{1}{q}$. Since $p \geq \alpha(1+r) q-r$ and $q>0$, then it follows that $t \geq 0, u \geq 0$ and the condition (4.19) is satisfied. Therefore, we have

$$
S\left(\left(k^{\frac{(p+r) u+t}{\alpha}}\right)^{2(\alpha-1) s}\right)^{\frac{2}{s}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

for all $p \geq 1, q \geq 0$ and $s \geq 1$ such that $p \geq \alpha(1+r) q-r$ and $\alpha-1 \geq \frac{1}{s}$, so that we have the desired inequality (4.16).

Also, putting $t=0$ and $u=\frac{1}{q}$ in (4.18) and (4.19), we have (4.17) by the same discussion above.

Hence the proof of Theorem 4.19 is complete.
Remark 4.6 Putting $r=0, q=1$ and $p=\alpha>1$ in (4.16) of Theorem 4.19, we have (iv) of Theorem 4.17. Hence Theorem 4.19 is an extension of (iv) in Theorem 4.17.
Corollary 4.3 Let $A$ and $B$ be positive operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some scalar $k>1$. If $A \geq B$, then for each $r \geq 0$

$$
\left(k^{4}\right)^{\frac{p+r}{q}-(1+r)} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 1, q \geq 0$ such that $p \geq(1+r) q-r$.
Proof. Since it follows from (v) of Theorem 2.16 that

$$
\lim _{s \rightarrow \infty} S\left(k^{s}\right)^{\frac{1}{s}}=k
$$

we have this corollary by using Theorem 4.19.
Next, we present Kantorovich type operator inequalities for the chaotic Furuta inequality related to the chaotic ordering in terms of the generalized Kantorovich constant, a generalized condition number and the Specht ratio.

Theorem 4.20 Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq A \geq m I_{H}$ for some scalars $M>m>0$. If $\log A \geq \log B$, then for each $r \geq 0$ and $\alpha>1$

$$
\begin{equation*}
K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-r\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-r\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.20}
\end{equation*}
$$

holds for all $p \geq 0, q \geq 0$ such that $p \geq \alpha r q-r$, and

$$
K\left(m^{\frac{p+r}{\alpha q}}, M^{\frac{p+r}{\alpha q}}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 0, q \geq 0$ such that $\alpha r q-r \geq p \geq r q-r$, where $K(m, M, p)$ is defined by (2.29).

In particular,

$$
\frac{\left(m^{\frac{p+r}{q}-r}+M^{\frac{p+r}{q}-r}\right)^{2}}{4 m^{\frac{p+r}{q}-r} M^{\frac{p+r}{q}-r}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 0, q \geq 0$ such that $p \geq 2 r q-r$.
Proof. We can prove this theorem by a similar method as Theorem 4.18 by using Theorem 3.16 instead of Theorem 3.13.

By Theorem 4.20 and Theorem 4.4, we have the following corollary.
Corollary 4.4 Let $A$ and $B$ be positive invertible operators satisfying $\log A \geq \log B$ and $M I_{H} \geq A \geq m I_{H}$ for some scalars $M>m>0$. Then for each $r \geq 0$

$$
\begin{equation*}
\left(\frac{M}{m}\right)^{\frac{p+r}{q}-r} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.21}
\end{equation*}
$$

holds for all $p \geq 0, q \geq 0$ such that $p \geq r q-r$.
Remark 4.7 Putting $r=0, q=1$ and $p=\alpha-1>0$ in (4.20) of Theorem 4.20 and $r=0, q=1$ in (4.21) of Corollary 4.4, we have Theorem 4.4. Hence Theorem 4.20 and Corollary 4.4 can be considered as an extension of Theorem 4.4.

Similarly, we have the following result which is considered as an extension of (ii) of Theorem 4.16.

Theorem 4.21 Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some scalar $k>1$. If $\log A \geq \log B$, then for each $r \geq 0$ and $\alpha>1$

$$
S\left(\left(k^{\frac{p+r}{q}-r}\right)^{2 s}\right)^{\frac{2}{s}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 0, q \geq 0, s \geq 1$ such that $p \geq \alpha r q-r$ and $\alpha-1 \geq \frac{1}{s}$, and

$$
S\left(\left(k^{\frac{\alpha-1}{\alpha} \frac{p+r}{q}}\right)^{2 s}\right)^{\frac{2}{s}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 0, q \geq 0, s \geq 1$ such that $\alpha-1 \geq \frac{1}{s}$ and $\alpha r q-r \geq p \geq r q-r$, where the Specht ratio $S(h)$ is defined by (2.35).

Proof. We can prove this theorem by a similar method as Theorem 4.21 by using (ii) of Theorem 4.16 and Theorem 3.13 instead of Theorem 3.16.

Corollary 4.5 Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some scalar $k>1$. If $\log A \geq \log B$, then for each $r \geq 0$

$$
\left(k^{4}\right)^{\frac{p+r}{q}-r} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq 0$ and $q \geq 0$ such that $p \geq r q-r$.
The following corollaries are easily obtained by Theorem 4.18 and Theorem 4.19, respectively.
Corollary 4.6 Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq A \geq m I_{H}$ for some scalars $M>m>0$. If $A^{\delta} \geq B^{\delta}$ for $\delta \in(0,1]$, then for each $r \geq 0$ and $\alpha>1$

$$
\begin{equation*}
K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(\delta+r)\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(\delta+r)\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}} \tag{4.22}
\end{equation*}
$$

holds for all $p \geq \delta, q \geq 0$ such that $p \geq \alpha(\delta+r) q-r$, where $K(m, M, p)$ is defined by (2.29).

Corollary 4.7 Let $A$ and $B$ be positive invertible operators such that $k I_{H} \geq A \geq \frac{1}{k} I_{H}$ for some scalar $k>1$. If $A^{\delta} \geq B^{\delta}$ for $\delta \in(0,1]$, then for each $r \geq 0$ and $\alpha>1$

$$
S\left(\left(k^{\frac{p+r}{q}-(\delta+r)}\right)^{2 s}\right)^{\frac{2}{s}} A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}
$$

holds for all $p \geq \delta, q \geq 0$ such that $p \geq \alpha(\delta+r) q-r$, where the Specht ratio $S(h)$ is defined by (2.35).

Remark 4.8 (4.22) in Corollary 4.6 interpolates (4.10) in Theorem 4.18 and (4.20) in Theorem 4.20 by means of the generalized Kantorovich constant. Let $A$ and $B$ be positive invertible operators such that $M I_{H} \geq A \geq m I_{H}$ for some scalars $M>m>0$. Then the following assertions hold:
(i) $A \geq B$ implies $K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(1+r)\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}$ for all $p \geq 1, q \geq 0$ such that $p \geq \alpha(1+r) q-r$.
(ii) $A^{\delta} \geq B^{\delta} \quad$ implies $K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(\delta+r)\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-(\delta+r)\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}$ for all $p \geq \delta, q \geq 0$ such that $p \geq \alpha(\delta+r) q-r$.
(iii) $\log A \geq \log B \quad$ implies $K\left(m^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-r\right)}, M^{\frac{1}{\alpha-1}\left(\frac{p+r}{q}-r\right)}, \alpha\right) A^{\frac{p+r}{q}} \geq\left(A^{\frac{r}{2}} B^{p} A^{\frac{r}{2}}\right)^{\frac{1}{q}}$ for all $p \geq 0, q \geq 0$ with $p>\alpha r q-r$.

It follows that the generalized Kantorovich constant of (ii) interpolates the scalar of (i) and (iii) continuously. In fact, if we put $\delta=1$ in (ii), then we have (i). Also, if we put $\delta \rightarrow 0$ in (ii), then we have (iii).

### 4.5 Notes

Theorem 4.1 is due to M. Fujii, Izumino, Nakamoto and Seo [85]. Theorem 4.2 is due to Furuta [113]. Theorem 4.4, Theorem 4.6 and Theorem 4.9 are due to Yamzaki and Yanagida [293]. Theorem 4.5 is due to Seo [260].

The results in Section 4.3 are due to [104] and in Section 4.4 due to [262].

## Chapter

## Operator Norm

As applications of the Mond-Pečarić method for convex functions, we shall discuss inequalities involving the operator norm. Among others, we show a converse of the ArakiCordes inequality, the norm inequality of several geometric means and a complement of the Ando-Hiai inequality. Also, we discuss Hölder's inequality and its converses in connection with the operator geometric mean.

### 5.1 Operator norm and spectral radius

Let $A$ be a (bounded linear) operator on a Hilbert space $H$. By Theorem 1.6, we have the following relation between the operator norm $\|\cdot\|$ and the spectral radius $r(\cdot)$ :

$$
\begin{equation*}
r(A) \leq\|A\| \tag{5.1}
\end{equation*}
$$

In this section, we shall discuss a converse of (5.1). To consider it, we use another interpretation of the Kantorovich inequality. By Schwarz's inequality (Theorem 1.1), it follows that

$$
\begin{equation*}
\langle Z h, h\rangle \leq\|Z h\|\|h\| \tag{5.2}
\end{equation*}
$$

for a positive operator $Z$ and a vector $h \in H$. We first show a converse of Schwarz's inequality (5.2):

Theorem 5.1 Let $Z$ be a positive operator such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$. Then

$$
\begin{equation*}
\|Z h\|\|h\| \leq \frac{M+m}{2 \sqrt{M m}}\langle Z h, h\rangle \tag{5.3}
\end{equation*}
$$

for every vector $h \in H$.
Proof. Let $\mathscr{E}$ be any subspace of $H$ and there exist $M^{\prime}$ and $m^{\prime}$ such that $0<m^{\prime} I_{H} \leq$ $Z_{\mathscr{E}} \leq M^{\prime} I_{H}$. Then $m \leq m^{\prime} \leq M^{\prime} \leq M$ and setting $t=\sqrt{M / m}$ and $t^{\prime}=\sqrt{M^{\prime} / m^{\prime}}$, we have $t \geq t^{\prime} \geq 1$. Since $t \mapsto t+1 / t$ increases on $[1, \infty)$ and

$$
\frac{M+m}{2 \sqrt{M m}}=\frac{1}{2}\left(t+\frac{1}{t}\right) \quad \text { and } \quad \frac{M^{\prime}+m^{\prime}}{2 \sqrt{M^{\prime} m^{\prime}}}=\frac{1}{2}\left(t^{\prime}+\frac{1}{t^{\prime}}\right)
$$

we infer

$$
\frac{M+m}{2 \sqrt{M m}} \geq \frac{M^{\prime}+m^{\prime}}{2 \sqrt{M^{\prime} m^{\prime}}}
$$

Therefore, for a unit vector $h \in H$, it suffices to prove the theorem for $Z_{\mathscr{E}}$ with $\mathscr{E}=$ $\operatorname{span}\{h, Z h\}$. Hence we may assume $\operatorname{dim} H=2, Z=M e_{1} \otimes e_{1}+m e_{2} \otimes e_{2}$ and $h=x e_{1}+$ $\sqrt{1-x^{2}} e_{2}$. Setting $x^{2}=y$ we have

$$
\frac{\|Z h\|}{\langle Z h, h\rangle}=\frac{\sqrt{M^{2} y+m^{2}(1-y)}}{M y+m(1-y)} .
$$

The right-hand side attains its maximum on $[0,1]$ at $y=m /(M+m)$, and then

$$
\frac{\|Z h\|}{\langle Z h, h\rangle}=\frac{M+m}{2 \sqrt{M m}} .
$$

Therefore, the proof is complete.
Remark 5.1 (5.2) in Theorem 5.1 is equivalent to the Kantorovich inequality (2.24):
$\langle Z x, x\rangle\left\langle Z^{-1} x, x\right\rangle \leq(M+m)^{2} / 4 M m$ for every unit vector $x \in H$. If we put $x=Z^{1 / 2} h /\left\|Z^{1 / 2} h\right\|$ for every vector $h \in H$, then

$$
\left\langle Z Z^{1 / 2} h, Z^{1 / 2} h\right\rangle\left\langle Z^{-1} Z^{1 / 2} h, Z^{1 / 2} h\right\rangle /\left\|Z^{1 / 2} h\right\|^{4} \leq \frac{(M+m)^{2}}{4 M m}
$$

and hence $\|Z h\|^{2}\|h\|^{2} \leq \frac{(M+m)^{2}}{4 M m}\langle Z h, h\rangle^{2}$. Taking square roots of the inequality, we have Theorem 5.1. Conversely, suppose (5.3). If we replace $h$ by $Z^{-\frac{1}{2}} x$ for every unit vector $x \in H$ in (5.3), then we have

$$
\left\|Z Z^{-\frac{1}{2}} x\right\|\left\|Z^{-\frac{1}{2}} x\right\| \leq \frac{M+m}{2 \sqrt{M m}}\left\langle Z Z^{-\frac{1}{2}} x, Z^{-\frac{1}{2}} x\right\rangle
$$

and hence $\left\|Z^{\frac{1}{2}} x\right\|\left\|Z^{-\frac{1}{2}} x\right\| \leq \frac{M+m}{2 \sqrt{M m}}$. Rasing it to the second powers, we have the Kantorovich inequality.

By virtue of Theorem 5.1, we show the following converse inequality of (5.1).
Theorem 5.2 Let $A$ and $Z$ be positive operators such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$. Then

$$
\begin{equation*}
\|A Z\| \leq \frac{M+m}{2 \sqrt{M m}} r(A Z) \tag{5.4}
\end{equation*}
$$

Proof. We may assume that there exists a unit vector $f$ such that $\|Z A\|=\|Z A f\|$. Then $\|Z A f\|$ is expressed as follows:

$$
\begin{aligned}
\|Z A f\| & =\left\|Z A^{1 / 2}\left(A^{1 / 2} f\right)\right\|\|f\|=\left\|Z A^{1 / 2}\left(A^{1 / 2} f\right) \otimes f\right\| \\
& =\left\|\left(A^{1 / 2} f \otimes f\right) A^{1 / 2} Z\right\|=\left\|A^{1 / 2} f \otimes Z A^{1 / 2} f\right\|=\left\|A^{1 / 2} f\right\|\left\|Z A^{1 / 2} f\right\| .
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
\|A Z\| & =\|Z A\| \leq\left\|Z A^{1 / 2} f\right\|\left\|A^{1 / 2} f\right\| \leq \frac{M+m}{2 \sqrt{M m}}\left\langle Z A^{1 / 2} f, A^{1 / 2} f\right\rangle \\
& =\frac{M+m}{2 \sqrt{M m}}\left\langle A^{1 / 2} Z A^{1 / 2} f, f\right\rangle \leq \frac{M+m}{2 \sqrt{M m}} r\left(A^{1 / 2} Z A^{1 / 2}\right) \\
& =\frac{M+m}{2 \sqrt{M m}} r(A Z)
\end{aligned}
$$

by Theorem 5.1.
Remark 5.2 Theorem 5.2 extends Theorem 5.1. Indeed, if we put $A=h \otimes h$ in Theorem 5.2, then we have Theorem 5.1.

Let $Z$ be a positive operator and $A$ a contraction. Then

$$
A Z A \leq Z
$$

does not always hold in general. As a matter of fact, if we put

$$
Z=\left(\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad A=\frac{1}{2}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

then we have $Z \geq 0$ and $0 \leq A \leq I_{H}$, but

$$
Z-A Z A=\left(\begin{array}{cc}
\frac{5}{4} & -\frac{3}{4} \\
-\frac{3}{4} & \frac{1}{4}
\end{array}\right) \nsupseteq 0 .
$$

By using Theorem 5.2, we have the following operator inequality.
Theorem 5.3 Let A be a contraction and $Z$ a positive operator such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$. Then

$$
A Z A \leq \frac{(M+m)^{2}}{4 M m} Z
$$

Proof. It follows from Theorem 5.2 that

$$
\begin{aligned}
\left\|Z^{-1 / 2} A Z^{1 / 2}\right\| & =\left\|Z^{-1 / 2} A Z^{-1 / 2} Z\right\| \leq \frac{M+m}{2 \sqrt{M m}} r\left(Z^{-1 / 2} A Z^{-1 / 2} Z\right) \\
& =\frac{M+m}{2 \sqrt{M m}} r(A) \leq \frac{M+m}{2 \sqrt{M m}}
\end{aligned}
$$

Hence we have

$$
Z^{-1 / 2} A Z A Z^{-1 / 2} \leq\left\|Z^{-1 / 2} A Z A Z^{-1 / 2}\right\| I_{H} \leq \frac{(M+m)^{2}}{4 M m} I_{H}
$$

An important source of interesting inequalities in operator theory is the study of rearrangements in a product. The following rearrangement inequality is well known:

$$
\begin{equation*}
\|A B\| \leq\|B A\| \tag{5.5}
\end{equation*}
$$

whenever $A B$ is normal. In fact, since the spectral radii of $A B$ and $B A$ are equal and normality of $A B$ implies $\|A B\|=r(A B)$, we have

$$
\|A B\|=r(A B)=r(B A) \leq\|B A\| .
$$

Thus, when $A B \geq 0$ the following theorem is a generalization of (5.5).
Theorem 5.4 Let $A, B$ be operators such that $A B \geq 0$ and let $Z$ be a positive operator such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$. Then

$$
\|Z A B\| \leq \frac{M+m}{2 \sqrt{M m}}\|B Z A\|
$$

Proof. By Theorem 5.2, we have

$$
\|Z A B\| \leq \frac{M+m}{2 \sqrt{M m}} r(Z A B)=\frac{M+m}{2 \sqrt{M m}} r(B Z A) \leq \frac{M+m}{2 \sqrt{M m}}\|B Z A\|
$$

We shall extend Theorem 5.2 by applying the Mond-Pečarić method for convex functions. For that purpose, we need some preliminaries.

Let $A$ be a positive operator on a Hilbert space $H$ and $x$ a unit vector in $H$. By the Hölder-McCarthy inequality (Theorem 2.11), we have the relation between the continuous power mean and the continuous arithmetic one:

$$
\begin{equation*}
\langle A x, x\rangle \leq\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}} \quad \text { for all } p>1 \tag{5.6}
\end{equation*}
$$

By using the Mond-Pečarić method, we have the following converse inequality of (5.6).

Lemma 5.1 If $A$ is a positive operator on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M$, then for each $\alpha>0$

$$
\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}} \leq \alpha\langle A x, x\rangle+\beta(m, M, p, \alpha) \quad \text { for all } p>1
$$

holds for every unit vector $x \in H$, where

$$
\beta(m, M, p, \alpha)= \begin{cases}\frac{p-1}{p}\left(\frac{a_{p}}{\alpha p}\right)^{\frac{1}{p-1}}+\alpha b_{p} & \text { if } \quad \frac{a_{p}}{p M^{p-1}} \leq \alpha \leq \frac{a_{p}}{p m^{p-1}}  \tag{5.7}\\ (1-\alpha) M & \text { if } \quad 0<\alpha \leq \frac{a_{p}}{p M^{p-1}} \\ (1-\alpha) m & \text { if } \quad \alpha \geq \frac{a_{p}}{p^{p-1}}\end{cases}
$$

and $\quad a_{p}:=\frac{M^{p}-m^{p}}{M-m}, \quad b_{p}:=\frac{M m^{p}-m M^{p}}{M-m}$.
Proof. For the sake of reader's convenience, we give a proof. Put $f(t)=\left(a_{p} t+b_{p}\right)^{\frac{1}{p}}-$ $\alpha t$ and $\beta=\beta(m, M, p, \alpha)=\max \{f(t): m \leq t \leq M\}$. Then it follows that

$$
f^{\prime}(t)=\frac{a_{p}}{p}\left(a_{p} t+b_{p}\right)^{\frac{1}{p}-1}-\alpha
$$

and the equation $f^{\prime}(t)=0$ has exactly one solution

$$
t_{0}=\frac{1}{a_{p}}\left(\frac{\alpha p}{a_{p}}\right)^{\frac{p}{1-p}}-\frac{b_{p}}{a_{p}}
$$

If $m \leq t_{0} \leq M$, then we have $\beta=\max _{m \leq t \leq M} f(t)=f\left(t_{0}\right)$ since

$$
f^{\prime \prime}(t)=\frac{a_{p}^{2}(1-p)}{p^{2}}\left(a_{p} t+b_{p}\right)^{\frac{1}{p}-2}<0
$$

and the condition $m \leq t_{0} \leq M$ is equivalent to the condition

$$
\frac{a_{p}}{p M^{p-1}} \leq \alpha \leq \frac{a_{p}}{p m^{p-1}}
$$

If $M \leq t_{0}$, then $f(t)$ is increasing on $[m, M]$ and hence we have $\beta=f\left(t_{0}\right)=(1-\alpha) M$ for $t_{0}=M$. Similarly, we have $\beta=f\left(t_{0}\right)=(1-\alpha) m$ for $t_{0}=m$ if $t_{0} \leq m$. Hence it follows that

$$
\left(a_{p} t+b_{p}\right)^{\frac{1}{p}}-\alpha t \leq \beta \quad \text { for all } t \in[m, M] .
$$

Since $t^{p}$ is convex for $p>1$, it follows that $t^{p} \leq a_{p} t+b_{p}$ for $t \in[m, M]$. By the spectral theorem, we have $A^{p} \leq a_{p} A+b_{p} I_{H}$ and hence $\left\langle A^{p} x, x\right\rangle \leq a_{p}\langle A x, x\rangle+b_{p}$ for every unit vector $x \in H$. Therefore we have

$$
\begin{aligned}
\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}}-\alpha\langle A x, x\rangle & \leq\left(a_{p}\langle A x, x\rangle+b_{p}\right)^{\frac{1}{p}}-\alpha\langle A x, x\rangle \\
& \leq \max _{m \leq t \leq M} f(t)=\beta(m, M, p, \alpha)
\end{aligned}
$$

as desired.
As a complementary result, we state the following lemma.

Lemma 5.2 If $A$ is a positive operator on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M$, then for each $\alpha>0$

$$
\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}} \geq \alpha\langle A x, x\rangle+\bar{\beta}(m, M, p, \alpha) \quad \text { for all } 0<p<1
$$

holds for every unit vector $x \in H$, where

$$
\bar{\beta}(m, M, p, \alpha)= \begin{cases}\frac{p-1}{p}\left(\frac{a_{p}}{\alpha p}\right)^{\frac{1}{p-1}}+\alpha b_{p} & \text { if } \quad \frac{a_{p}}{p m^{p-1}} \leq \alpha \leq \frac{a_{p}}{p M^{p-1}} \\ (1-\alpha) M & \text { if } \quad \alpha \geq \frac{a_{p}}{p M^{p-1}} \\ (1-\alpha) m & \text { if } \quad 0<\alpha \leq \frac{a_{p}}{p m^{p-1}}\end{cases}
$$

$$
\text { and } \quad a_{p}:=\frac{M^{p}-m^{p}}{M-m}, \quad b_{p}:=\frac{M m^{p}-m M^{p}}{M-m} .
$$

By Lemma 5.1 and 5.2, we have the following estimates of both the difference and the ratio in the inequality (5.6).

Lemma 5.3 If $A$ is a positive operator on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M$, then

$$
\begin{equation*}
\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}} \leq K(m, M, p)^{\frac{1}{p}}\langle A x, x\rangle \quad \text { for all } p>1 \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
K(m, M, p)^{\frac{1}{p}}\langle A x, x\rangle \leq\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}} \quad \text { for all } 0<p<1 \tag{5.9}
\end{equation*}
$$

hold for every unit vector $x \in H$, where the generalized Kantorovich constant $K(m, M, p)$ is defined by (2.29).

Proof. For $p>1$, if we put $\beta(m, M, p, \alpha)=0$ in Lemma 5.1, then it follows that

$$
\frac{p-1}{p}\left(\frac{M^{p}-m^{p}}{p(M-m)}\right)^{\frac{1}{p-1}}+\alpha^{\frac{p}{p-1}} \frac{\left(M m^{p}-m M^{p}\right)}{M^{p}-m^{p}}=0
$$

and hence

$$
\alpha^{\frac{p}{p-1}}=-\frac{p-1}{p}\left(\frac{M^{p}-m^{p}}{p(M-m)}\right)^{\frac{1}{p-1}} \frac{M^{p}-m^{p}}{M m^{p}-m M^{p}} .
$$

Therefore, we have

$$
\begin{aligned}
\alpha^{p} & =\frac{M^{p}-m^{p}}{p(M-m)}\left(\frac{p-1}{p} \frac{M^{p}-m^{p}}{m M^{p}-M m^{p}}\right)^{p-1} \\
& =K(m, M, p)
\end{aligned}
$$

and we obtain the desired inequality (5.8). For $0<p<1$, we similarly have the inequality (5.9) by Lemma 5.2.

Lemma 5.4 If $A$ is a positive operator on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M$, then

$$
\begin{equation*}
\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}}-\langle A x, x\rangle \leq-C\left(m^{p}, M^{p}, \frac{1}{p}\right) \quad \text { for all } p>1 \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
-C\left(m^{p}, M^{p}, \frac{1}{p}\right) \leq\left\langle A^{p} x, x\right\rangle^{\frac{1}{p}}-\langle A x, x\rangle \quad \text { for all } 0<p<1 \tag{5.11}
\end{equation*}
$$

hold for every unit vector $x \in H$, where the constant $C(m, M, p)$ is defined by (2.38).
Proof. For $p>1$, if we put $\alpha=1$ in Lemma 5.1, then it follows that

$$
\begin{aligned}
-C\left(m^{p}, M^{p}, \frac{1}{p}\right) & =\left(1-\frac{1}{p}\right)\left(\frac{M-m}{\frac{1}{p}\left(M^{p}-m^{p}\right)}\right)^{\frac{\frac{1}{p}}{p}-1}-\frac{M^{p} m-m^{p} M}{M-m} \\
& =\beta(m, M, p, 1)
\end{aligned}
$$

and we obtain the desired inequality (5.10). For $0<p<1$, we similarly have the inequality (5.11) by Lemma 5.2.

The following theorem is a generalization of Theorem 5.2.
Theorem 5.5 If $A$ and $Z$ are positive operators on $H$ such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$, then for each $\alpha>0$

$$
\left\|\left(A Z^{p} A\right)^{\frac{1}{p}}\right\| \leq \alpha r\left(Z A^{\frac{2}{p}}\right)+\beta(m, M, p, \alpha)\|A\|^{\frac{2}{p}} \quad \text { for all } p>1
$$

where $\beta(m, M, p, \alpha)$ is defined by (5.7).
Proof. For every unit vector $x \in H$, it follows from $0<\frac{1}{p}<1$ that

$$
\begin{aligned}
& \left\langle\left(A Z^{p} A\right)^{\frac{1}{p}} x, x\right\rangle \leq\left\langle A Z^{p} A x, x\right\rangle^{\frac{1}{p}} \quad \text { by the Hölder-McCarthy inequality } \\
= & \left\langle Z^{p} \frac{A x}{\|A x\|}, \frac{A x}{\|A x\|}\right\rangle^{\frac{1}{p}}\|A x\|^{\frac{2}{p}} \quad \\
\leq & \left(\alpha\left\langle Z \frac{A x}{\|A x\|}, \frac{A x}{\|A x\|}\right\rangle+\beta(m, M, p, \alpha)\right)\|A x\|^{\frac{2}{p}} \quad \text { by Lemma 5.1 } \\
= & \alpha\langle Z A x, A x\rangle\|A x\|^{\frac{2}{p}-2}+\beta(m, M, p, \alpha)\|A x\|^{\frac{2}{p}} \\
= & \alpha\left\langle A^{\frac{1}{p}} Z A^{\frac{1}{p}} \frac{A^{1-\frac{1}{p}} x}{\left\|A^{1-\frac{1}{p}} x\right\|}, \frac{A^{1-\frac{1}{p}} x}{\left\|A^{1-\frac{1}{p}} x\right\|}\right\rangle\|A x\|^{\frac{2}{p}-2}\left\|A^{1-\frac{1}{p}} x\right\|^{2}+\beta(m, M, p, \alpha)\|A x\|^{\frac{2}{p}}
\end{aligned}
$$

and

$$
\begin{aligned}
\|A x\|^{\frac{2}{p}-2}\left\|A^{1-\frac{1}{p}} x\right\|^{2} & =\left\langle A^{2} x, x\right\rangle^{\frac{1}{p}-1}\left\langle A^{2-\frac{2}{p}} x, x\right\rangle \\
& \leq\left\langle A^{2} x, x\right\rangle^{\frac{1}{p}-1}\left\langle A^{2} x, x\right\rangle^{1-\frac{1}{p}}=1 \quad \text { by } 0<1-\frac{1}{p}<1 .
\end{aligned}
$$

By combining two inequalities above, we have

$$
\begin{aligned}
\left\langle\left(A Z^{p} A\right)^{\frac{1}{p}} x, x\right\rangle & \leq \alpha\left\|A^{\frac{1}{p}} Z A^{\frac{1}{p}}\right\|+\beta(m, M, p, \alpha)\|A x\|^{\frac{2}{p}} \\
& =\alpha r\left(A^{\frac{1}{p}} Z A^{\frac{1}{p}}\right)+\beta(m, M, p, \alpha)\|A x\|^{\frac{2}{p}} \\
& \leq \alpha r\left(Z A^{\frac{2}{p}}\right)+\beta(m, M, p, \alpha)\|A\|^{\frac{2}{p}}
\end{aligned}
$$

for every unit vector $x \in H$ and hence we have the desired inequality.
Remark 5.3 If $A$ and $Z$ are positive operators, then it follows that

$$
\begin{equation*}
r\left(Z A^{\frac{2}{p}}\right) \leq\left\|\left(A Z^{p} A\right)^{\frac{1}{p}}\right\| \quad \text { for all } p>1 \tag{5.12}
\end{equation*}
$$

As a matter of fact, by the Araki-Cordes inequality (Theorem 5.9), we have

$$
r\left(Z A^{\frac{2}{p}}\right)=r\left(A^{\frac{1}{p}} Z A^{\frac{1}{p}}\right)=\left\|A^{\frac{1}{p}} Z A^{\frac{1}{p}}\right\| \leq\left\|\left(A Z^{p} A\right)^{\frac{1}{p}}\right\|
$$

for all $p>1$. Therefore, the inequality in Theorem 5.5 can be considered as a converse inequality of (5.12).

The following theorem is a variant of Theorem 5.5 with 2-variables.
Theorem 5.6 If $A$ and $Z$ are positive operators on $H$ such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$, then for each $\alpha>0$

$$
\left\|\left(A Z^{p} A\right)^{\frac{1}{q}}\right\| \leq \alpha r\left(Z^{\frac{p}{q}} A^{\frac{2}{q}}\right)+\beta\left(m^{\frac{p}{q}}, M^{\frac{p}{q}}, q, \alpha\right)\|A\|^{\frac{2}{q}} \quad \text { for all } p>1 \text { and } q>1
$$

where $\beta(m, M, p, \alpha)$ is defined by (5.7).
Proof. For every unit vector $x \in H$, we have

$$
\begin{aligned}
\left\langle\left(A Z^{p} A\right)^{\frac{1}{q}} x, x\right\rangle & \leq\left\langle A Z^{p} A x, x\right\rangle^{\frac{1}{q}} \quad \text { by } 0<\frac{1}{q}<1 \\
& =\left\langle\left(Z^{\frac{p}{q}}\right)^{q} \frac{A x}{\|A x\|}, \frac{A x}{\|A x\|}\right\rangle^{\frac{1}{q}}\|A x\|^{\frac{2}{q}} \\
& \leq\left(\alpha\left\langle Z^{\frac{p}{q}} \frac{A x}{\|A x\|}, \frac{A x}{\|A x\|}\right\rangle+\beta\left(m^{\frac{p}{q}}, M^{\frac{p}{q}}, q, \alpha\right)\right)\|A x\|^{\frac{2}{q}} .
\end{aligned}
$$

The rest of the proof is proved in a similar way as the proof of Theorem 5.5.
Theorem 5.7 Let $A$ and $Z$ be positive operators on $H$ such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m \leq M$. Then for each $p>1$

$$
\begin{equation*}
\left\|\left(A Z^{p} A\right)^{\frac{1}{p}}\right\| \leq K(m, M, p)^{\frac{1}{p}} r\left(Z A^{\frac{2}{p}}\right) \tag{5.13}
\end{equation*}
$$

In addition, (5.13) is equivalent to (5.8) in Lemma 5.3.

Proof. By using (5.8) of Lemma 5.3 instead of Lemma 5.1 in the proof of Theorem 5.5, we obtain (5.13). Conversely, for every unit vector $x \in H$, if we put $A=x \otimes x$ in (5.13), then

$$
\left\|(x \otimes x) Z^{p}(x \otimes x)\right\|^{1 / p}=\left\|\left\langle x, Z^{p} x\right\rangle\langle x, x\rangle\right\|^{1 / p}=\left\langle Z^{p} x, x\right\rangle^{1 / p}
$$

and

$$
r\left(Z A^{2 / p}\right)=r(A Z A) \leq\|A Z A\|=\|\langle Z x, x\rangle\langle x, x\rangle\|=\langle Z x, x\rangle .
$$

Hence we have (5.8) of Lemma 5.3.
Remark 5.4 We have Theorem 5.2 as a special case of Theorem 5.7. As a matter of fact, if we put $p=2$ in Theorem 5.7, then we have

$$
\left\|\left(A Z^{2} A\right)^{\frac{1}{2}}\right\| \leq K(m, M, 2)^{\frac{1}{2}} r(Z A)
$$

Since $\left\|\left(A Z^{2} A\right)^{\frac{1}{2}}\right\|=\left\|(Z A)^{*}(Z A)\right\|^{\frac{1}{2}}=\|Z A\|=\|A Z\|$ and $K(m, M, 2)^{\frac{1}{2}}=\left(\frac{(M+m)^{2}}{4 M m}\right)^{\frac{1}{2}}=$ $\frac{M+m}{2 \sqrt{M m}}$, we have the desired inequality (5.4) in Theorem 5.2.

Theorem 5.8 Let $A$ and $Z$ be positive operators on $H$ such that $m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m<M$. Then for each $p>1$

$$
\begin{equation*}
\left\|\left(A Z^{p} A\right)^{\frac{1}{p}}\right\| \leq r\left(Z A^{\frac{2}{p}}\right)-C\left(m^{p}, M^{p}, \frac{1}{p}\right)\|A\|^{\frac{2}{p}} \tag{5.14}
\end{equation*}
$$

In addition, (5.14) is equivalent to (5.10) in Lemma 5.4.
Proof. By using (5.10) of Lemma 5.4 instead of Lemma 5.1 in the proof of Theorem 5.5, we obtain (5.14). Conversely, for every unit vector $x \in H$, if we put $A=x \otimes x$ in (5.14), then we have (5.10) of Lemma 5.4.

We have the following corollary as a special case of (5.14) in Theorem 5.8, which is a difference type converse inequality of (5.1).

Corollary 5.1 If $A$ and $Z$ are positive operators on $H$ such that $0<m I_{H} \leq Z \leq M I_{H}$ for some scalars $0<m<M$, then

$$
\begin{equation*}
\|Z A\|-r(Z A) \leq \frac{(M-m)^{2}}{4(M+m)}\|A\| \tag{5.15}
\end{equation*}
$$

Proof. If we put $p=2$ in Theorem 5.8, then we have (5.15) since

$$
C\left(m^{2}, M^{2}, \frac{1}{2}\right)=\frac{(M-m)^{2}}{4(M+m)}
$$

### 5.2 The Araki-Cordes inequality

First of all, we recall the Araki-Cordes inequality (AC) for the operator norm in §3.6:
Theorem 5.9 Let $A$ and $B$ be positive operators. Then

$$
\begin{equation*}
\left\|B^{p} A^{p} B^{p}\right\| \leq\left\|(B A B)^{p}\right\| \quad \text { for all } 0<p \leq 1 \tag{5.16}
\end{equation*}
$$

or equivalently

$$
\left\|(B A B)^{p}\right\| \leq\left\|B^{p} A^{p} B^{p}\right\| \quad \text { for all } p>1
$$

The Cordes inequality for the operator norm is as follows:
Theorem 5.10 Let $A$ and $B$ be positive operators. Then

$$
\left\|A^{p} B^{p}\right\| \leq\|A B\|^{p} \quad \text { for all } 0<p \leq 1
$$

or equivalently

$$
\|A B\|^{p} \leq\left\|A^{p} B^{p}\right\| \quad \text { for all } p>1
$$

Proof. By using the Araki-Cordes inequality, we have

$$
\left\|A^{p} B^{p}\right\|^{2}=\left\|B^{p} A^{2 p} B^{p}\right\| \leq\left\|\left(B A^{2} B\right)^{p}\right\|=\left\|B A^{2} B\right\|^{p}=\|A B\|^{2 p}
$$

for all $0<p \leq 1$.
In this section, we show converse inequalities to these inequalities and investigate the equivalence among converse inequalities of Araki, Cordes and Löwner-Heinz inequalities.

First of all, we show the following ratio type converse inequality of the Araki-Cordes inequality.

Theorem 5.11 If $A$ and $B$ are positive operators on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$, then

$$
\begin{equation*}
K(m, M, p)\|B A B\|^{p} \leq\left\|B^{p} A^{p} B^{p}\right\| \quad \text { for all } 0<p \leq 1 \tag{5.17}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left\|B^{p} A^{p} B^{p}\right\| \leq K(m, M, p)\|B A B\|^{p} \quad \text { for all } p>1 \tag{5.18}
\end{equation*}
$$

where $K(m, M, p)$ is defined by (2.29).
In particular,

$$
\left\|B^{2} A^{2} B^{2}\right\| \leq \frac{(M+m)^{2}}{4 M m}\|B A B\|^{2}
$$

and

$$
\frac{2 \sqrt[4]{M m}}{\sqrt{M}+\sqrt{m}}\|B A B\|^{\frac{1}{2}} \leq\left\|B^{\frac{1}{2}} A^{\frac{1}{2}} B^{\frac{1}{2}}\right\|
$$

Proof. Suppose that $0<p \leq 1$. For every unit vector $x \in H$, it follows that

$$
\begin{aligned}
& \left\langle(B A B)^{p} x, x\right\rangle \\
\leq & \langle B A B x, x\rangle^{p} \quad \text { by the Hölder-McCarthy inequality and } 0<p \leq 1 \\
= & \left\langle\left(A^{p}\right)^{\frac{1}{p}} \frac{B x}{\|B x\|}, \frac{B x}{\|B x\|}\right\rangle^{p}\|B x\|^{2 p} \\
\leq & K\left(m^{p}, M^{p}, \frac{1}{p}\right)^{p}\left\langle A^{p} \frac{B x}{\|B x\|}, \frac{B x}{\|B x\|}\right\rangle\|B x\|^{2 p} \quad \text { by Lemma } 5.3 \text { and } \frac{1}{p}>1 \\
= & K\left(m^{p}, M^{p}, \frac{1}{p}\right)^{p}\left\langle A^{p} B x, B x\right\rangle\|B x\|^{2 p-2} \\
= & K\left(m^{p}, M^{p}, \frac{1}{p}\right)^{p}\left\langle B^{p} A^{p} B^{p} \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}, \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}\right\rangle\|B x\|^{2 p-2}\left\|B^{1-p} x\right\|^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\|B x\|^{2 p-2}\left\|B^{1-p} x\right\|^{2} & =\left\langle B^{2} x, x\right\rangle^{p-1}\left\langle B^{2-2 p} x, x\right\rangle \\
& \leq\left\langle B^{2} x, x\right\rangle^{p-1}\left\langle B^{2} x, x\right\rangle^{1-p}=1 \quad \text { by } 0<1-p<1 .
\end{aligned}
$$

By combining two inequalities above, we have

$$
\begin{aligned}
\|B A B\|^{p} & =\left\|(B A B)^{p}\right\| \\
& \leq K\left(m^{p}, M^{p}, \frac{1}{p}\right)^{p}\left\|B^{p} A^{p} B^{p}\right\|=K(m, M, p)^{-1}\left\|B^{p} A^{p} B^{p}\right\|
\end{aligned}
$$

because $K(m, M, p)^{1 / p}=K\left(m^{p}, M^{p}, 1 / p\right)^{-1}$ by the inversion formula in Theorem 2.13. Hence we have the desired inequality (5.17).

Next, we show (5.17) $\Longrightarrow$ (5.18). For $p>1$, since $0<\frac{1}{p}<1$, it follows from (5.17) that

$$
K\left(m, M, \frac{1}{p}\right)\|B A B\|^{\frac{1}{p}} \leq\left\|B^{\frac{1}{p}} A^{\frac{1}{p}} B^{\frac{1}{p}}\right\| .
$$

By replacing $A$ and $B$ by $A^{p}$ and $B^{p}$ respectively, in the inequality above we have

$$
K\left(m^{p}, M^{p}, \frac{1}{p}\right)\left\|B^{p} A^{p} B^{p}\right\|^{\frac{1}{p}} \leq\|B A B\|
$$

and so

$$
K(m, M, p)^{-1}\left\|B^{p} A^{p} B^{p}\right\| \leq\|B A B\|^{p}
$$

by the inversion formula in Theorem 2.13. Similarly we can show $(5.18) \Longrightarrow(5.17)$.
Remark 5.5 Theorem 5.11 implies Theorem 5.7. In fact, for each $p>1$,

$$
\begin{aligned}
\left\|\left(A Z^{p} A\right)^{\frac{1}{p}}\right\| & \leq K\left(m^{p}, M^{p}, \frac{1}{p}\right)^{-1}\left\|A^{\frac{1}{p}} Z A^{\frac{1}{p}}\right\| \\
& =K(m, M, p)^{\frac{1}{p}} r\left(A^{\frac{1}{p}} Z A^{\frac{1}{p}}\right) \\
& =K(m, M, p)^{\frac{1}{p}} r\left(Z A^{\frac{2}{p}}\right) .
\end{aligned}
$$

Next, we show a difference type converse inequality of the Araki-Cordes one.
Theorem 5.12 If $A$ and $B$ are positive operators on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$, then

$$
\|B A B\|^{p} \leq\left\|B^{p} A^{p} B^{p}\right\|-C(m, M, p)\|B\|^{2 p} \quad \text { for all } 0<p \leq 1,
$$

or equivalently

$$
\|B A B\|^{p} \geq\left\|B^{p} A^{p} B^{p}\right\|-C(m, M, p)\|B\|^{2 p} \quad \text { for all } p>1
$$

where $C(m, M, p)$ is defined by (2.38).
In particular,

$$
\|B A B\|^{\frac{1}{2}} \leq\left\|B^{\frac{1}{2}} A^{\frac{1}{2}} B^{\frac{1}{2}}\right\|+\frac{(\sqrt{M}-\sqrt{m})^{2}}{4(\sqrt{M}+\sqrt{m})}\|B\|
$$

and

$$
\left\|B^{2} A^{2} B^{2}\right\| \leq\|B A B\|^{2}+\frac{(M-m)^{2}}{4}\|B\|^{4}
$$

Proof. For $0<p \leq 1$,

$$
\begin{aligned}
& \left\langle(B A B)^{p} x, x\right\rangle \leq\langle B A B x, x\rangle^{p} \\
= & \left\langle\left(A^{p}\right)^{\frac{1}{p}} \frac{B x}{\|B x\|}, \frac{B x}{\|B x\|}\right\rangle^{p}\|B x\|^{2 p} \\
\leq & \left(\left\langle A^{p} \frac{B x}{\|B x\|}, \frac{B x}{\|B x\|}\right\rangle-C(m, M, p)\right)\|B x\|^{2 p} \\
= & \left\langle B^{p} A^{p} B^{p} \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}, \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}\right\rangle\|B x\|^{2 p-2}\left\|B^{1-p} x\right\|^{2 p}-C(m, M, p)\|B x\|^{2 p} \\
\leq & \left\|B^{p} A^{p} B^{p}\right\|-C(m, M, p)\|B\|^{2 p} .
\end{aligned}
$$

The last inequality holds since

$$
\begin{aligned}
\|B x\|^{2 p-2}\left\|B^{1-p} x\right\|^{2} & =\left\langle B^{2} x, x\right\rangle^{p-1}\left\langle B^{2-2 p} x, x\right\rangle \\
& \leq\left\langle B^{2} x, x\right\rangle^{p-1}\left\langle B^{2} x, x\right\rangle^{1-p}=1 \quad \text { by } 0<1-p<1
\end{aligned}
$$

Hence we have

$$
\|B A B\|^{p} \leq\left\|B^{p} A^{p} B^{p}\right\|-C(m, M, p)\|B\|^{2 p}
$$

Next, suppose that $p>1$. For every unit vector $x \in H$ we have

$$
\begin{aligned}
\|B x\|^{2 p-2}\left\|B^{1-p} x\right\|^{2} & =\left\langle B^{2} x, x\right\rangle^{p-1}\left\langle B^{2-2 p} x, x\right\rangle \\
& \geq\left\langle B^{2} x, x\right\rangle^{p-1}\left\langle B^{2} x, x\right\rangle^{1-p}=1 \quad \text { by } 1-p<0
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle(B A B)^{p} x, x\right\rangle \geq\langle B A B x, x\rangle^{p} \\
= & \left\langle\left(A^{p}\right)^{\frac{1}{p}} \frac{B x}{\|B x\|}, \frac{B x}{\|B x\|}\right\rangle^{p}\|B x\|^{2 p} \\
\geq & \left\langle A^{p} B x, B x\right\rangle\|B x\|^{2 p-2}-C(m, M, p)\|B x\|^{2 p} \\
\geq & \left\langle B^{p} A^{p} B^{p} \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}, \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}\right\rangle\|B x\|^{2 p-2}\left\|B^{1-p} x\right\|^{2}-C(m, M, p)\|B x\|^{2 p} \\
\geq & \left\langle B^{p} A^{p} B^{p} \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}, \frac{B^{1-p} x}{\left\|B^{1-p} x\right\|}\right\rangle-C(m, M, p)\|B x\|^{2 p} .
\end{aligned}
$$

By a suitable unit vector $x \in H$, it follows that

$$
\left\langle(B A B)^{p} x, x a\right\rangle \geq\left\|B^{p} A^{p} B^{p}\right\|-C(m, M, p)\|B x\|^{2 p} .
$$

Since $\|B x\|^{2 p} \leq\|B\|^{2 p}$, we have $-C(m, M, p)\|B x\|^{2 p} \geq-C(m, M, p)\|B\|^{2 p}$ and hence

$$
\|B A B\|^{p} \geq\left\|B^{p} A^{p} B^{p}\right\|-C(m, M, p)\|B\|^{2 p}
$$

Moreover, we obtain the following converse inequality of the Cordes inequality by Theorem 5.11.

Theorem 5.13 If $A$ and $B$ are positive operators on $H$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$, then

$$
\left\|A^{p} B^{p}\right\| \leq K\left(m^{2}, M^{2}, p\right)^{\frac{1}{2}}\|A B\|^{p} \quad \text { for all } p>1
$$

or equivalently

$$
K\left(m^{2}, M^{2}, p\right)^{\frac{1}{2}}\|A B\|^{p} \leq\left\|A^{p} B^{p}\right\| \quad \text { for all } 0<p<1 .
$$

In particular,

$$
\left\|A^{2} B^{2}\right\| \leq \frac{M^{2}+m^{2}}{2 M m}\|A B\|^{2}
$$

and

$$
\sqrt{\frac{2 \sqrt{M m}}{M+m}}\|A B\|^{\frac{1}{2}} \leq\left\|A^{\frac{1}{2}} B^{\frac{1}{2}}\right\|
$$

Proof. For a given $p>1$, it follows from Theorem 5.11 that

$$
\left\|B^{p} A^{p} B^{p}\right\| \leq K(m, M, p)\|B A B\|^{p}
$$

and hence

$$
\left\|A^{\frac{p}{2}} B^{p}\right\|^{2} \leq K(m, M, p)\left\|A^{\frac{1}{2}} B\right\|^{2 p}
$$

If we replace $A$ by $A^{2}$, then we have

$$
\left\|A^{p} B^{p}\right\|^{2} \leq K\left(m^{2}, M^{2}, p\right)\|A B\|^{2 p}
$$

as desired.
The equivalence among the converse inequalities of Araki, Cordes and Löwner-Heinz inequalities is now given as follows.

Theorem 5.14 Let $A, B$ be positive operators such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m \leq M$. Then for a given $p>1$, the following are mutually equivalent:
(a) $A \geq B \geq 0 \quad$ implies $\quad K(m, M, p) A^{p} \geq B^{p}$.
(b) $\left\|A^{p} B^{p}\right\| \leq K\left(m^{2}, M^{2}, p\right)^{1 / 2}\|A B\|^{p}$.
(c) $\left\|B^{p} A^{p} B^{p}\right\| \leq K(m, M, p)\|B A B\|^{p}$.
(b') $K\left(m^{2}, M^{2}, 1 / p\right)^{1 / 2}\|A B\|^{p} \leq\left\|A^{p} B^{p}\right\|$.
(c') $K(m, M, 1 / p)\|B A B\|^{p} \leq\left\|B^{p} A^{p} B^{p}\right\|$.
Proof. The proof is divided into three parts, namely the equivalence $(a) \Longrightarrow(b) \Longrightarrow$ $(c) \Longrightarrow(a),(b) \Longleftrightarrow\left(b^{\prime}\right)$ and $(c) \Longleftrightarrow\left(c^{\prime}\right)$.
(a) $\Longrightarrow(b)$ : It follows that

$$
\begin{aligned}
(a) & \Longleftrightarrow\left(\left\|A^{-\frac{1}{2}} B^{\frac{1}{2}}\right\| \leq 1 \text { implies }\left\|A^{-\frac{p}{2}} B^{\frac{p}{2}}\right\|^{2} \leq K(m, M, p)\right) \\
& \Longleftrightarrow\left(\left\|A^{\frac{1}{2}} B^{\frac{1}{2}}\right\| \leq 1 \text { implies }\left\|A^{\frac{p}{2}} B^{\frac{p}{2}}\right\|^{2} \leq K\left(M^{-1}, m^{-1}, p\right)=K(m, M, p)\right) \\
& \Longleftrightarrow\left(\|A B\| \leq 1 \text { implies }\left\|A^{p} B^{p}\right\| \leq K\left(m^{2}, M^{2}, p\right) .\right)
\end{aligned}
$$

If we put $B_{1}=B /\|A B\|$, then it follows from $\left\|A B_{1}\right\|=1$ that

$$
\left\|A^{p} B_{1}^{p}\right\| \leq K\left(m^{2}, M^{2}, p\right)^{\frac{1}{2}} \Longleftrightarrow\left\|A^{p} B^{p}\right\| \leq K\left(m^{2}, M^{2}, p\right)^{\frac{1}{2}}\|A B\|^{p}
$$

$(\mathrm{b}) \Longrightarrow(\mathrm{c})$ : If we replace $A$ by $A^{\frac{1}{2}}$ in $(B)$, then it follows that

$$
\left\|A^{\frac{p}{2}} B^{p}\right\| \leq K(m, M, p)^{\frac{1}{2}}\left\|A^{\frac{1}{2}} B\right\|^{p}
$$

Squaring both sides, we have

$$
\left\|B^{p} A^{p} B^{p}\right\| \leq K(m, M, p)\|B A B\|^{p}
$$

(c) $\Longrightarrow(\mathrm{a})$ : If we replace $B$ by $B^{\frac{1}{2}}$ and $A$ by $A^{-1}$ in $(C)$, then it follows that

$$
\left\|B^{\frac{p}{2}} A^{-p} B^{\frac{p}{2}}\right\| \leq K\left(M^{-1}, m^{-1}, p\right)\left\|B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right\|^{p}
$$

By rearranging it, we have

$$
\left\|A^{-\frac{p}{2}} B^{p} A^{-\frac{p}{2}}\right\| \leq K(m, M, p)\left\|A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right\|^{p} .
$$

Since $A \geq B \geq 0$, it follows from $A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \leq I_{H}$ that

$$
\left\|A^{-\frac{p}{2}} B^{p} A^{-\frac{p}{2}}\right\| \leq K(m, M, p)
$$

and hence

$$
B^{p} \leq K(m, M, p) A^{p}
$$

(b) $\Longleftrightarrow\left(\mathrm{b}\right.$ '): If we replace $A$ and $B$ by $A^{\frac{1}{p}}$ and $B^{\frac{1}{p}}$ respectively in $(B)$, then it follows that

$$
\begin{aligned}
(B) & \Longleftrightarrow\|A B\| \leq K\left(m^{\frac{2}{p}}, M^{\frac{2}{p}}, p\right)^{\frac{1}{2}}\left\|A^{\frac{1}{p}} B^{\frac{1}{p}}\right\|^{p} \\
& \Longleftrightarrow\|A B\|^{\frac{1}{p}} \leq K\left(m^{\frac{2}{p}}, M^{\frac{2}{p}}, p\right)^{\frac{1}{2 p}}\left\|A^{\frac{1}{p}} B^{\frac{1}{p}}\right\| \\
& \Longleftrightarrow K\left(m^{2}, M^{2}, p\right)^{\frac{1}{2}}\|A B\|^{\frac{1}{p}} \leq\left\|A^{\frac{1}{p}} B^{\frac{1}{p}}\right\| \quad \text { by Theorem } 2.13 \\
& \Longleftrightarrow\left(B^{\prime}\right)
\end{aligned}
$$

Similarly we have $(\mathrm{c}) \Longleftrightarrow\left(\mathrm{c}^{\prime}\right)$ and so the proof is complete.

### 5.3 Norm inequality for the geometric mean

Let $A$ and $B$ be two positive operators on a Hilbert space. The arithmetic-geometric mean inequality says that

$$
\begin{equation*}
(1-\alpha) A+\alpha B \geq A \#_{\alpha} B \quad \text { for all } 0 \leq \alpha \leq 1, \tag{5.19}
\end{equation*}
$$

where the $\alpha$-geometric mean $A \#_{\alpha} B$ is defined by

$$
A \#_{\alpha} B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}} \quad \text { for all } 0 \leq \alpha \leq 1 .
$$

In fact, put $C=A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$. Since $\alpha(t-1)+1 \geq t^{\alpha}$ for $t>0$, we have $(1-\alpha) I_{H}+\alpha C \geq$ $C^{\alpha}$. Therefore, we have (5.19).

On the other hand, it is known the following matrix Young inequality: For positive semi-definite matrices $A, B$ and $p, q>1$ such that $\frac{1}{p}+\frac{1}{q}=1$

$$
\begin{equation*}
\frac{1}{p} A^{p}+\frac{1}{q} B^{q} \geq U^{*}|A B| U \tag{5.20}
\end{equation*}
$$

for some unitary matrix $U$. By (5.20), for positive semi-definite matrices $A, B$

$$
\begin{equation*}
\|(1-\alpha) A+\alpha B\| \geq\left\|A^{1-\alpha} B^{\alpha}\right\| \quad \text { for all } 0 \leq \alpha \leq 1 \tag{5.21}
\end{equation*}
$$

and by (5.19) we have

$$
\|(1-\alpha) A+\alpha B\| \geq\left\|A \#_{\alpha} B\right\| \quad \text { for } 0 \leq \alpha \leq 1 \text { and } A, B \geq 0
$$

Here we remark that McIntosh [182] proved that (5.21) holds for $\alpha=1 / 2$ and positive operators.

In this section, we show a norm inequality and its converse on the geometric mean. In other words, we estimate $\left\|A \#_{\alpha} B\right\|$ by $\left\|A^{1-\alpha} B^{\alpha}\right\|$. Moreover we discuss it for the case $\alpha>1$. Our main tools are the Araki-Cordes inequality (Theorem 5.9) and its converse one (Theorem 5.11).

We show the following norm inequality for the geometric mean, in which we use the Araki-Cordes inequality twice.

Theorem 5.15 Let $A$ and $B$ be positive operators. Then for each $0 \leq \alpha \leq 1$

$$
\begin{equation*}
\left\|A \#_{\alpha} B\right\| \leq\left\|A^{1-\alpha} B^{\alpha}\right\| . \tag{5.22}
\end{equation*}
$$

Proof. It follows from (5.16) in Theorem 5.9 that

$$
\left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}\right\| \leq\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{\alpha}=\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{\alpha}
$$

for $0 \leq \alpha \leq 1$.
Furtheremore, if $\alpha \geq 1 / 2$, then by (5.16) in Theorem 5.9 again

$$
\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{\alpha} \leq\left\|A^{1-\alpha} B^{2 \alpha} A^{1-\alpha}\right\|^{\frac{1}{2}}=\left\|A^{1-\alpha} B^{\alpha}\right\|
$$

Hence, if $1 / 2 \leq \alpha \leq 1$, then we have the desired inequality (5.22).
If $\alpha<1 / 2$, then by using $A \#_{\alpha} B=B \#_{1-\alpha} A$, it reduces the proof to the case $\alpha \geq 1 / 2$ and so the proof is complete.

As in Chapter 3, we use the notation $\downarrow$ to distinguish from the operator mean \#:

$$
A \natural_{\alpha} B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}} \quad \text { for all } \alpha \notin[0,1] .
$$

Theorem 5.16 Let $A$ and $B$ be positive operators. If $3 / 2 \leq \alpha \leq 2$, then

$$
\begin{equation*}
\left\|A \natural_{\alpha} B\right\| \leq\left\|A^{1-\alpha} B^{\alpha}\right\| . \tag{5.23}
\end{equation*}
$$

Proof. Put $\alpha=1+\beta$ and $1 / 2 \leq \beta \leq 1$. Then we have

$$
\begin{aligned}
\left\|A \natural_{\alpha} B\right\| & =\left\|B \natural_{-\beta} A\right\|=\left\|B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right)^{-\beta} B^{\frac{1}{2}}\right\| \\
& =\left\|B^{\frac{1}{2}}\left(B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right)^{\beta} B^{\frac{1}{2}}\right\| \\
& \leq\left\|B^{\frac{1}{2 \beta}} B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}} B^{\frac{1}{2 \beta}}\right\|^{\beta} \quad \text { by Theorem } 5.9 \text { and } 1 / 2 \leq \beta \leq 1 \\
& =\left\|B^{\frac{1+\beta}{2 \beta}} A^{-1} B^{\frac{1+\beta}{2 \beta}}\right\|^{\beta} \\
& \leq\left\|B^{1+\beta} A^{-2 \beta} B^{1+\beta}\right\|^{\frac{1}{2}} \quad \text { by Theorem } 5.9 \text { and } 0<\frac{1}{2 \beta} \leq 1 \\
& =\left\|A^{-\beta} B^{1+\beta}\right\|=\left\|A^{1-\alpha} B^{\alpha}\right\| .
\end{aligned}
$$

Remark 5.6 In Theorem 5.16, the inequality $\left\|A \natural_{\alpha} B\right\| \leq\left\|A^{1-\alpha} B^{\alpha}\right\|$ does not always hold for $1<\alpha<3 / 2$. In fact, let $A=\left(\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right)$ and $B=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right)$. Then we have $\left\|A \bigsqcup_{\frac{4}{3}} B\right\|=$ 3.38526> $\left\|A^{-\frac{1}{3}} B^{\frac{4}{3}}\right\|=3.3759$. Also, $\| A$ 年 $B\|=3.49615<\| A^{-\frac{2}{5}} B^{\frac{7}{5}} \|=3.50464$.

We show the following converse inequality of (5.22) in Theorem 5.15.
Theorem 5.17 If $A$ and $B$ are positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m \leq M$ and $h=\frac{M}{m}$, then for each $0 \leq \alpha \leq 1$

$$
K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{\alpha}\right\| \leq\left\|A \#_{\alpha} B\right\|
$$

where the generalized Kantorovich constant $K(h, \alpha)$ is defined by (2.31).
Proof. Suppose that $0 \leq \alpha \leq \frac{1}{2}$. Since $\frac{m}{M} I_{H} \leq A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \leq \frac{M}{m} I_{H}$, it follows that a generalized condition number of $A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$ is $\frac{M}{m} / \frac{m}{M}=h^{2}$ and we have

$$
\begin{aligned}
\left\|A \#_{\alpha} B\right\| & =\left\|\left(A^{\frac{1}{2 \alpha}}\right)^{\alpha}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha}\left(A^{\frac{1}{2 \alpha}}\right)^{\alpha}\right\| \\
& \geq K\left(h^{2}, \alpha\right)\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{\alpha} \quad \text { by Theorem } 5.11 \text { and } 0 \leq \alpha \leq \frac{1}{2} \\
& =K\left(h^{2}, \alpha\right)\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{\alpha} \\
& \geq K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{2 \alpha} A^{1-\alpha}\right\|^{\frac{1}{2}} \quad \text { by Theorem 5.9 and } \frac{1}{2 \alpha} \geq 1 \\
& =K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{\alpha}\right\| .
\end{aligned}
$$

Suppose that $\frac{1}{2} \leq \alpha \leq 1$. Since $0 \leq 1-\alpha \leq \frac{1}{2}$, we have

$$
\begin{aligned}
\left\|A \#_{\alpha} B\right\| & =\left\|B \#_{1-\alpha} A\right\| \\
& \geq K\left(h^{2}, 1-\alpha\right)\left\|B^{1-(1-\alpha)} A^{1-\alpha}\right\| \\
& =K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{\alpha}\right\| \quad \text { by (ii) of Theorem } 2.12
\end{aligned}
$$

and so the proof is complete.

We show the following converse inequality of (5.23) in Theorem 5.16.

Theorem 5.18 If $A$ and $B$ are positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m \leq M$ and $h=\frac{M}{m}$, then for each $\frac{3}{2} \leq \alpha \leq 2$

$$
K\left(h^{2}, \alpha-1\right) K(h, 2(\alpha-1))^{-\frac{1}{2}}\left\|A^{1-\alpha} B^{\alpha}\right\| \leq\left\|A দ_{\alpha} B\right\|,
$$

where $K(h, \alpha)$ is defined by (2.31).

Proof. Put $\alpha=1+\beta$ and $1 / 2 \leq \beta \leq 1$. Then we have

$$
\begin{aligned}
& \left\|A \natural_{\alpha} B\right\|=\left\|B \natural_{-\beta} A\right\| \\
& =\left\|B^{\frac{1}{2}}\left(B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right)^{\beta} B^{\frac{1}{2}}\right\| \\
& \geq K\left(h^{2}, \beta\right)\left\|B^{\frac{1}{2 \beta}} B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}} B^{\frac{1}{2 \beta}}\right\|^{\beta} \quad \text { by Theorem } 5.11 \text { and } 1 / 2 \leq \beta \leq 1 \\
& =K\left(h^{2}, \beta\right)\left\|B^{\frac{1+\beta}{2 \beta}} A^{-\frac{2 \beta}{2 \beta}} B^{\frac{1+\beta}{2 \beta}}\right\|^{\beta} \\
& \geq K\left(h^{2}, \beta\right)\left(K\left(h^{-2 \beta}, \frac{1}{2 \beta}\right)\left\|B^{1+\beta} A^{-2 \beta} B^{1+\beta}\right\|^{\frac{1}{2 \beta}}\right)^{\beta} \quad \text { by Theorem } 5.11 \text { and } 0<\frac{1}{2 \beta} \leq 1 \\
& =K\left(h^{2}, \beta\right) K\left(h^{-2 \beta}, \frac{1}{2 \beta}\right)^{\beta}\left\|A^{-\beta} B^{1+\beta}\right\| \\
& =K\left(h^{2}, \beta\right) K(h, 2 \beta)^{-\frac{1}{2}}\left\|A^{1-\alpha} B^{\alpha}\right\| .
\end{aligned}
$$

The last equality follows from

$$
K\left(h^{-2 \beta}, \frac{1}{2 \beta}\right)^{\beta}=K\left(h^{2 \beta}, \frac{1}{2 \beta}\right)^{\beta}=K(h, 2 \beta)^{-\frac{\beta}{2 \beta}}=K(h, 2 \beta)^{-\frac{1}{2}}
$$

by (i) of Theorem 2.12 and (i) of Theorem 2.13.
As mentioned in Remark 5.6, we have no relation between $\left\|A \natural_{\alpha} B\right\|$ and $\left\|A^{1-\alpha} B^{\alpha}\right\|$ for $1 \leq \alpha \leq \frac{3}{2}$. We have the following result.

Theorem 5.19 If $A$ and $B$ are positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m \leq M$ and $h=\frac{M}{m}$, then for each $1 \leq \alpha \leq \frac{3}{2}$

$$
K\left(h^{2}, \alpha-1\right)\left\|A^{1-\alpha} B^{\alpha}\right\| \leq\left\|A \natural_{\alpha} B\right\| \leq K(h, 2(\alpha-1))^{-\frac{1}{2}}\left\|A^{1-\alpha} B^{\alpha}\right\|
$$

where $K(h, \alpha)$ is defined by (2.31).
Proof. Put $\alpha=1+\beta$ and $0 \leq \beta \leq \frac{1}{2}$. Since a generalized condition number of $A^{-2 \beta}$ is
$h^{-2 \beta}$, it follows that

$$
\begin{aligned}
& \left\|A \natural_{\alpha} B\right\|=\left\|B \natural_{-\beta} A\right\|=\left\|B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right)^{-\beta} B^{\frac{1}{2}}\right\| \\
& =\left\|B^{\frac{1}{2}}\left(B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right)^{\beta} B^{\frac{1}{2}}\right\| \\
& \leq\left\|B^{\frac{1}{2 \beta}} B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}} B^{\frac{1}{2 \beta}}\right\|^{\beta} \quad \text { by Theorem } 5.9 \text { and } 0 \leq \beta \leq 1 \\
& =\left\|B^{\frac{1+\beta}{2 \beta}} A^{-1} B^{\frac{1+\beta}{2 \beta}}\right\|^{\beta} \\
& \leq\left(K\left(h^{-2 \beta}, \frac{1}{2 \beta}\right)\left\|B^{1+\beta} A^{-2 \beta} B^{1+\beta}\right\|^{\frac{1}{2 \beta}}\right)^{\beta} \quad \text { by Theorem } 5.11 \text { and } 1 \leq \frac{1}{2 \beta} \\
& =K(h, 2(\alpha-1))^{-\frac{1}{2}}\left\|A^{1-\alpha} B^{\alpha}\right\| \quad \text { by Theorem } 2.12 \text { and } 2.13 .
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
& \left\|A দ_{\alpha} B\right\|=\left\|B দ_{-\beta} A\right\|=\left\|B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right)^{-\beta} B^{\frac{1}{2}}\right\| \\
& =\left\|B^{\frac{1}{2}}\left(B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right)^{\beta} B^{\frac{1}{2}}\right\| \\
& \geq K\left(h^{2}, \beta\right)\left\|B^{\frac{1}{2 \beta}} B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}} B^{\frac{1}{2 \beta}}\right\|^{\beta} \quad \text { by Theorem } 5.11 \text { and } 0 \leq \beta \leq 1 \\
& =K\left(h^{2}, \beta\right)\left\|B^{\frac{1+\beta}{2 \beta}} A^{-1} B^{\frac{1+\beta}{2 \beta}}\right\|^{\beta} \\
& \geq K\left(h^{2}, \beta\right)\left\|B^{1+\beta} A^{-2 \beta} B^{1+\beta}\right\|^{\frac{1}{2}} \quad \text { by Theorem } 5.9 \text { and } \frac{1}{2 \beta} \geq 1 \\
& =K\left(h^{2}, \alpha-1\right)\left\|A^{1-\alpha} B^{\alpha}\right\|
\end{aligned}
$$

and so the proof is complete.
Finally, we consider the case $\alpha \geq 2$ :
Theorem 5.20 If $A$ and $B$ are positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m \leq M$ and $h=\frac{M}{m}$, then for each $\alpha \geq 2$

$$
K(h, 2(\alpha-1))^{-\frac{1}{2}}\left\|A^{1-\alpha} B^{\alpha}\right\| \leq\left\|A \natural_{\alpha} B\right\| \leq K\left(h^{2}, \alpha-1\right)\left\|A^{1-\alpha} B^{\alpha}\right\|
$$

where $K(h, \alpha)$ is defined by (2.31).
Proof. Put $\alpha=1+\beta$ and $\beta \geq 1$. Then we have

$$
\begin{aligned}
\left\|A দ_{\alpha} B\right\| & =\left\|B \natural_{-\beta} A\right\|=\left\|B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right)^{-\beta} B^{\frac{1}{2}}\right\| \\
& =\left\|B^{\frac{1}{2}}\left(B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right)^{\beta} B^{\frac{1}{2}}\right\| \\
& \leq K\left(h^{2}, \beta\right)\left\|B^{\frac{1}{2 \beta}} B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}} B^{\frac{1}{2 \beta}}\right\|^{\beta} \quad \text { by Theorem } 5.11 \text { and } \beta \geq 1 \\
& =K\left(h^{2}, \beta\right)\left\|B^{\frac{1+\beta}{2 \beta}} A^{-1} B^{\frac{1+\beta}{2 \beta}}\right\|^{\beta} \\
& \leq K\left(h^{2}, \alpha-1\right)\left\|A^{1-\alpha} B^{\alpha}\right\| \quad \text { by Theorem } 5.9 \text { and } 0<\frac{1}{2 \beta} \leq 1 .
\end{aligned}
$$

Also, it follows that

$$
\begin{aligned}
& \left\|A দ_{\alpha} B\right\|=\left\|B \natural_{-\beta} A\right\|=\left\|B^{\frac{1}{2}}\left(B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right)^{-\beta} B^{\frac{1}{2}}\right\| \\
& =\left\|B^{\frac{1}{2}}\left(B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}}\right)^{\beta} B^{\frac{1}{2}}\right\| \\
& \geq\left\|B^{\frac{1}{2 \beta}} B^{\frac{1}{2}} A^{-1} B^{\frac{1}{2}} B^{\frac{1}{2 \beta}}\right\|^{\beta} \quad \text { by Theorem } 5.9 \text { and } \beta \geq 1 \\
& =\left\|B^{\frac{1+\beta}{2 \beta}} A^{-1} B^{\frac{1+\beta}{2 \beta}}\right\|^{\beta} \\
& \geq K\left(h^{-2 \beta}, \frac{1}{2 \beta}\right)^{\beta}\left\|B^{1+\beta} A^{-2 \beta} B^{1+\beta}\right\|^{\frac{1}{2}} \quad \text { by Theorem } 5.11 \text { and } 0<\frac{1}{2 \beta} \leq 1 \\
& =K(h, 2(\alpha-1))^{-\frac{1}{2}}\left\|A^{1-\alpha} B^{\alpha}\right\| \quad \text { by Theorem } 2.12 \text { and Theorem } 2.13 .
\end{aligned}
$$

### 5.4 Norm inequality for the chaotically geometric mean

Let $A$ and $B$ be two positive invertible operators on a Hilbert space $H$. We recall that the chaotically geometric mean $A \diamond_{\alpha} B$ for all $\alpha \in \mathbb{R}$ is defined by

$$
A \diamond_{\alpha} B=\exp ((1-\alpha) \log A+\alpha \log B)
$$

If $A$ and $B$ commute, then $A \diamond_{\alpha} B=A^{1-\alpha} B^{\alpha}$ for all $\alpha \in \mathbb{R}$.
First of all, we recall the following Ando-Hiai inequality (Theorem 3.4). Theorem AH If $A$ and $B$ are positive operators, then for each $\alpha \in[0,1]$

$$
\begin{equation*}
\left\|A^{r} \#_{\alpha} B^{r}\right\| \leq\left\|A \#_{\alpha} B\right\|^{r} \quad \text { for all } r \geq 1 \tag{5.24}
\end{equation*}
$$

or equivalently

$$
A \#_{\alpha} B \leq I_{H} \quad \Longrightarrow \quad A^{r} \#_{\alpha} B^{r} \leq I_{H} \quad \text { for all } r \geq 1 \text {. }
$$

The following result is a geometric mean version of the Lie-Trotter formula

$$
\begin{equation*}
\exp (A+B)=\lim _{n \rightarrow \infty}\left(\exp \left(\frac{A}{n}\right) \exp \left(\frac{B}{n}\right)\right)^{n} \tag{5.25}
\end{equation*}
$$

for self-adjoint operators $A$ and $B$.

Lemma 5.5 If $A$ and $B$ are self-adjoint operators, then

$$
\exp ((1-\alpha) A+\alpha B)=\lim _{r \rightarrow+0}\left(\exp (r A) দ_{\alpha} \exp (r B)\right)^{\frac{1}{r}}
$$

in the operator norm topology for all $\alpha \in \mathbb{R}$
Proof. For $0<r<1$ and $\alpha \in \mathbb{R}$, let $X(r)=\exp (r A) \natural_{\alpha} \exp (r B), Y(r)=\exp (r[(1-$ $\alpha) A+\alpha B]$ ), and $r^{-1}=m+s$, where $m \in \mathbb{N}$ and $s \in[0,1)$. It is enough to prove that $\left\|X(r)^{m}-Y(r)^{m}\right\| \rightarrow 0$. Since, with the convention $o(r) / r \rightarrow 0$ as $r \rightarrow 0$,

$$
\begin{aligned}
X(r) & =\exp \left(\frac{r A}{2}\right)\left(\sum_{k=0}^{\infty} \frac{1}{k!}\left(-\frac{r A}{2}\right)^{k} \sum_{k=0}^{\infty} \frac{(r B)^{k}}{k!} \sum_{k=0}^{\infty} \frac{1}{k!}\left(-\frac{r A}{2}\right)^{k}\right)^{\alpha} \exp \left(\frac{r A}{2}\right) \\
& =\exp \left(\frac{r A}{2}\right)\left(I_{H}+r(B-A)+o(r)\right)^{\alpha} \exp \left(\frac{r A}{2}\right) \\
& =\left(I_{H}+\frac{r A}{2}+o(r)\right)\left(I_{H}+r \alpha(B-A)+o(r)\right)\left(I_{H}+\frac{r A}{2}+o(r)\right) \\
& =I_{H}+r[(1-\alpha) A+\alpha B]+o(r),
\end{aligned}
$$

we get $X(r)-Y(r)=o(r)$. Since

$$
X(r)^{m}-Y(r)^{m}=\sum_{j=0}^{m-1} X(r)^{m-j-1}(X(r)-Y(r)) Y(r)^{j}
$$

it follows that

$$
\begin{aligned}
\left\|X(r)^{m}-Y(r)^{m}\right\| & \leq m\|X(r)-Y(r)\| \max \{\|X(r)\|,\|Y(r)\|\}^{m-1} \\
& \leq \frac{1}{r}\|X(r)-Y(r)\| \exp ((1-\alpha)\|A\|+\alpha\|B\|) \quad \rightarrow 0 \quad \text { as } r \rightarrow 0
\end{aligned}
$$

By Lemma 5.5, we have the following formula for the chaotically geometric mean, which is an extension of Theorem 3.21.

Theorem 5.21 Let $A$ and B be positive invertible operators. Then for each $\alpha \in[0,1]$

$$
\begin{equation*}
A \diamond_{\alpha} B=\lim _{r \rightarrow+0}\left(A^{r} \#_{\alpha} B^{r}\right)^{\frac{1}{r}} \tag{5.26}
\end{equation*}
$$

in the operator norm topology. Moreover, for each $\alpha \notin[0,1]$

$$
A \diamond_{\alpha} B=\lim _{r \rightarrow+0}\left(A^{r} \natural_{\alpha} B^{r}\right)^{\frac{1}{r}} .
$$

We show the following norm inequality for the geometric mean, in which we use the Ando-Hiai inequality.

Theorem 5.22 Let $A$ and $B$ be positive invertible operators. Then for each $\alpha \in[0,1]$

$$
\left\|A \#_{\alpha} B\right\| \leq\left\|A \diamond_{\alpha} B\right\| \leq\left\|A^{1-\alpha} B^{\alpha}\right\| .
$$

Proof. It follows from (5.24) in Theorem AH that

$$
\left\|A \#_{\alpha} B\right\| \leq\left\|A^{r} \#_{\alpha} B^{r}\right\|^{\frac{1}{r}} \quad \text { for all } 0<r<1 .
$$

As $r \rightarrow 0$, we have $\left\|A \#_{\alpha} B\right\| \leq\left\|A \diamond_{\alpha} B\right\|$ by Theorem 5.21.
By Lie-Trotter formula (5.25) and the Cordes inequality (Theorem 5.10), we have

$$
\|\exp (H+K)\|=\lim _{n \rightarrow \infty}\left\|\exp \left(\frac{H}{n}\right) \exp \left(\frac{K}{n}\right)\right\|^{n} \leq\|\exp H \exp K\|
$$

for self-adjoint operators $H$ and $K$. Hence it follows that

$$
\begin{aligned}
\|A \diamond \alpha B\| & =\|\exp ((1-\alpha) \log A+\alpha \log B)\| \\
& \leq\left\|\exp \log A^{1-\alpha} \exp \log B^{\alpha}\right\| \\
& =\left\|A^{1-\alpha} B^{\alpha}\right\| .
\end{aligned}
$$

Remark 5.7 By the proof above, we have

$$
\left\|A \diamond_{\alpha} B\right\| \leq\left\|A^{1-\alpha} B^{\alpha}\right\| \quad \text { for all } \alpha \in \mathbb{R}
$$

We show the following converse inequality for Theorem 5.22.
Theorem 5.23 If $A$ and $B$ are positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M$ and $h=\frac{M}{m}$, then for each $0 \leq \alpha \leq 1$

$$
\begin{equation*}
K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{\alpha}\right\| \leq\left\|A \#_{\alpha} B\right\|, \tag{5.27}
\end{equation*}
$$

where $K(h, \alpha)$ is defined by (2.31).
Proof. Suppose that $0 \leq \alpha \leq \frac{1}{2}$. Since $\frac{m}{M} I_{H} \leq A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \leq \frac{M}{m} I_{H}$, it follows that a generalized condition number of $A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$ is $\frac{M}{m} / \frac{m}{M}=h^{2}$ and by Theorem 5.9 we have $\left\|B^{p} A^{p} B^{p}\right\| \leq\left\|(B A B)^{p}\right\|$ for all $p \in[0,1]$ and the opposite inequality holds for all $p>1$. Hence it follows that

$$
\begin{aligned}
\left\|A \#_{\alpha} B\right\| & =\left\|\left(A^{\frac{1}{2 \alpha}}\right)^{\alpha}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha}\left(A^{\frac{1}{2 \alpha}}\right)^{\alpha}\right\| \\
& \geq K\left(h^{2}, \alpha\right)\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{\alpha} \quad \text { by } 0 \leq \alpha \leq \frac{1}{2} \\
& =K\left(h^{2}, \alpha\right)\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{\alpha} \\
& \geq K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{2 \alpha} A^{1-\alpha}\right\|^{\frac{1}{2}} \quad \text { by } \frac{1}{2 \alpha} \geq 1 \\
& =K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{\alpha}\right\| .
\end{aligned}
$$

Suppose that $\frac{1}{2} \leq \alpha \leq 1$. Since $0 \leq 1-\alpha \leq \frac{1}{2}$ and $K(h, 1-\alpha)=K(h, \alpha)$ by (i) of Theorem 2.13, we have

$$
\begin{aligned}
\left\|A \#_{\alpha} B\right\| & =\left\|B \#_{1-\alpha} A\right\| \\
& \geq K\left(h^{2}, 1-\alpha\right)\left\|B^{1-(1-\alpha)} A^{1-\alpha}\right\| \\
& =K\left(h^{2}, \alpha\right)\left\|A^{1-\alpha} B^{\alpha}\right\|
\end{aligned}
$$

and so the proof is complete.
We show the following complement of the Ando-Hiai inequality.
Theorem 5.24 Let $A$ and $B$ be positive operators on $H$ such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m \leq M, h=\frac{M}{m}$ and $0 \leq \alpha \leq 1$. Then

$$
\begin{equation*}
\left\|A^{r} \#_{\alpha} B^{r}\right\| \leq K\left(h^{2}, \alpha\right)^{-r}\left\|A \#_{\alpha} B\right\|^{r} \quad \text { for all } 0<r<1 \tag{5.28}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
A \#_{\alpha} B \leq I_{H} \Longrightarrow A^{r} \#_{\alpha} B^{r} \leq K\left(h^{2}, \alpha\right)^{-r} \quad \text { for all } 0<r<1, \tag{5.29}
\end{equation*}
$$

where $K(h, \alpha)$ is defined by (2.31).
Proof. We firstly show (5.28). Since a generalized condition number of $A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$ is $h^{2}=\left(\frac{M}{m}\right)^{2}$, it follows from Theorem 5.9 that for each $0 \leq \alpha \leq 1$

$$
\begin{aligned}
\left\|A^{r} \#_{\alpha} B^{r}\right\| & =\left\|A^{\frac{r}{2}}\left(A^{-\frac{r}{2}} B^{r} A^{-\frac{r}{2}}\right)^{\alpha} A^{\frac{r}{2}}\right\| \\
& \leq\left\|A^{\frac{r}{2 \alpha}} A^{-\frac{r}{2}} B^{r} A^{-\frac{r}{2}} A^{\frac{r}{2 \alpha}}\right\|^{\alpha} \quad \text { by } 0 \leq \alpha \leq 1 \\
& =\left\|A^{\frac{r-r \alpha}{2 \alpha}} B^{r} A^{\frac{r-r \alpha}{2 \alpha}}\right\|^{\alpha} \\
& \leq\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{r \alpha} \quad \text { by } 0<r<1 \\
& =\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{r \alpha} \\
& \leq\left(K\left(h^{2}, \alpha\right)^{-1}\left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}\right\|\right)^{r} \quad \text { by } 0 \leq \alpha \leq 1 \\
& =K\left(h^{2}, \alpha\right)^{-r}\left\|A \#_{\alpha} B\right\|^{r} \quad
\end{aligned}
$$

for all $0<r<1$ and hence we have the desired inequality (5.28).
$(5.28) \Longrightarrow(5.29)$ : is obvious.
(5.29) $\Longrightarrow(5.28): \quad$ Since $A \#_{\alpha} B \leq\left\|A \#_{\alpha} B\right\|$, it follows from the homogeneity of the geometric mean that

$$
\frac{A}{\left\|A \#_{\alpha} B\right\|} \#_{\alpha} \frac{B}{\left\|A \#_{\alpha} B\right\|} \leq I_{H} .
$$

By (5.29), we have

$$
\frac{A^{r}}{\left\|A \#_{\alpha} B\right\|^{r}} \#_{\alpha} \frac{B^{r}}{\left\|A \#_{\alpha} B\right\|^{r}} \leq K\left(h^{2}, \alpha\right)^{-r},
$$

because generalized condition numbers of both $A /\left\|A \#_{\alpha} B\right\|$ and $B /\left\|A \#_{\alpha} B\right\|$ coincides with $\frac{M}{\left\|A \#_{\alpha} B\right\|} / \frac{m}{\left\|A \#_{\alpha} B\right\|}=M / m=h$. Hence we have the desired inequality:

$$
\left\|A^{r} \#_{\alpha} B^{r}\right\| \leq K\left(h^{2}, \alpha\right)^{-r}\left\|A \#_{\alpha} B\right\|^{r}
$$

for all $0<r<1$. Therefore the proof is complete.
By Theorem 5.24, we have the following converse inequality of the Ando-Hiai one for the case $r>1$.

Corollary 5.2 Let $A$ and $B$ be positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M, h=\frac{M}{m}$ and $0 \leq \alpha \leq 1$. Then

$$
\begin{equation*}
K\left(h^{2 r}, \alpha\right)\left\|A \#_{\alpha} B\right\|^{r} \leq\left\|A^{r} \#_{\alpha} B^{r}\right\|\left(\leq\left\|A \#_{\alpha} B\right\|^{r}\right) \quad \text { for all } r>1 . \tag{5.30}
\end{equation*}
$$

Proof. For $r>1$, we have $0<\frac{1}{r}<1$ and by (5.28) in Theorem 5.24

$$
\left\|A^{\frac{1}{r}} \#_{\alpha} B^{\frac{1}{r}}\right\| \leq K\left(h^{2}, \alpha\right)^{-\frac{1}{r}}\left\|A \#_{\alpha} B\right\|^{\frac{1}{r}} .
$$

Replacing $A$ and $B$ by $A^{r}$ and $B^{r}$ respectively, and a generalized condition number of $A^{r}$ and $B^{r}$ is $h^{r}$, it follows that

$$
\left\|A \#_{\alpha} B\right\| \leq K\left(h^{2 r}, \alpha\right)^{-\frac{1}{r}}\left\|A^{r} \#_{\alpha} B^{r}\right\|^{\frac{1}{r}}
$$

and by taking $r$-th power on both sides we have the desired inequality (5.30).
In the remainder of the section, we investigate the Ando-Hiai inequality without the framework of operator mean. The following theorem corresponds to (5.28) in Theorem 5.24 in the case $\alpha>1$.

Theorem 5.25 Let $A$ and $B$ be positive operators such that $0<m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M, h=\frac{M}{m}$ and $\alpha>1$. Then

$$
\begin{equation*}
K(h, r)^{\alpha} K\left(h^{2}, \alpha\right)^{-r}\left\|A \natural_{\alpha} B\right\|^{r} \leq\left\|A^{r} দ_{\alpha} B^{r}\right\| \leq K\left(h^{2 r}, \alpha\right)\left\|A \natural_{\alpha} B\right\|^{r} \tag{5.31}
\end{equation*}
$$

for all $0<r<1$, where $K(h, \alpha)$ is defined by (2.31).
Proof. Since $\left\|B^{p} A^{p} B^{p}\right\| \leq\left\|(B A B)^{p}\right\|$ for all $p \in[0,1]$ and the opposite inequality holds for all $p>1$ by Theorem 5.9, for each $\alpha>1$, we have

$$
\begin{aligned}
\left\|A^{r} দ_{\alpha} B^{r}\right\| & =\left\|A^{\frac{r}{2}}\left(A^{-\frac{r}{2}} B^{r} A^{-\frac{r}{2}}\right)^{\alpha} A^{\frac{r}{2}}\right\| \\
& \leq K\left(h^{2 r}, \alpha\right)\left\|A^{\frac{r}{2 \alpha}} A^{-\frac{r}{2}} B^{r} A^{-\frac{r}{2}} A^{\frac{r}{2 \alpha}}\right\|^{\alpha} \quad \text { by } \alpha>1 \\
& =K\left(h^{2 r}, \alpha\right)\left\|A^{\frac{r-r \alpha}{2 \alpha}} B^{r} A^{\frac{r-r \alpha}{2 \alpha}}\right\|^{\alpha} \\
& \leq K\left(h^{2 r}, \alpha\right)\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{r \alpha} \quad \text { by } 0<r<1 \\
& =K\left(h^{2 r}, \alpha\right)\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{r \alpha} \\
& \leq K\left(h^{2 r}, \alpha\right)\left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}\right\|^{r} \quad \text { by } \alpha>1 \\
& =K\left(h^{2 r}, \alpha\right)\left\|A দ_{\alpha} B\right\|^{r}
\end{aligned}
$$

and hence we have the right-hand side of (5.31).

Conversely, we have

$$
\begin{aligned}
\left\|A^{r} \natural_{\alpha} B^{r}\right\| & =\left\|A^{\frac{r}{2}}\left(A^{-\frac{r}{2}} B^{r} A^{-\frac{r}{2}}\right)^{\alpha} A^{\frac{r}{2}}\right\| \\
& \geq\left\|A^{\frac{r}{2 \alpha}} A^{-\frac{r}{2}} B^{r} A^{-\frac{r}{2}} A^{\frac{r}{2 \alpha}}\right\|^{\alpha} \quad \text { by } \alpha>1 \\
& =\left\|A^{\frac{r-r \alpha}{2 \alpha}} B^{r} A^{\frac{r-r \alpha}{2 \alpha}}\right\|^{\alpha} \\
& \geq\left(K(h, r)\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{r}\right)^{\alpha} \quad \text { by } 0<r<1 \\
& =K(h, r)^{\alpha}\left\|A^{\frac{1-\alpha}{2 \alpha \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{r \alpha} \\
& =K(h, r)^{\alpha}\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{r \alpha} \\
& \geq K(h, r)^{\alpha}\left(K\left(h^{2}, \alpha\right)^{-1}\left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}\right\|\right)^{r} \quad \text { by } \alpha>1 \\
& =K(h, r)^{\alpha} K\left(h^{2}, \alpha\right)^{-r}\left\|A দ_{\alpha} B\right\|^{r}
\end{aligned}
$$

and hence we have the left-hand side of (5.31).
By Theorem 5.25, we have the following complement of the Ando-Hiai inequality in the case $\alpha>1$.

Theorem 5.26 Let $A$ and $B$ be positive operators such that $0<m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M, h=\frac{M}{m}$ and $\alpha>1$. Then

$$
\begin{equation*}
\left\|A^{r} \natural_{\alpha} B^{r}\right\| \leq K\left(h^{2 r}, \alpha\right)\left\|A \natural_{\alpha} B\right\|^{r} \quad \text { for all } 0<r<1 \tag{5.32}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
A \natural_{\alpha} B \leq I_{H} \Longrightarrow A^{r} \natural_{\alpha} B^{r} \leq K\left(h^{2 r}, \alpha\right) \quad \text { for all } 0<r<1, \tag{5.33}
\end{equation*}
$$

where $K(h, \alpha)$ is defined by (2.31).
The following corollary is a complementary result for Theorem 5.25.
Corollary 5.3 Let $A$ and $B$ be positive operators such that $0<m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M, h=\frac{M}{m}$ and $\alpha>1$. Then

$$
\begin{equation*}
K\left(h^{2}, \alpha\right)^{-r}\left\|A \natural_{\alpha} B\right\|^{r} \leq\left\|A^{r} দ_{\alpha} B^{r}\right\| \leq K(h, r)^{\alpha} K\left(h^{2 r}, \alpha\right)\left\|A \natural_{\alpha} B\right\|^{r} \tag{5.34}
\end{equation*}
$$

for all $r>1$.
Next, we show converse norm inequalities for the $\alpha$-geometric mean and the chaotically geometric one.
Theorem 5.27 If $A$ and $B$ are positive operators such that $0<m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M$ and $h=\frac{M}{m}$, then

$$
\begin{equation*}
K\left(h^{2}, \alpha\right)\left\|A \diamond_{\alpha} B\right\| \leq\left\|A \#_{\alpha} B\right\| \quad \text { for all } 0<\alpha<1 \tag{5.35}
\end{equation*}
$$

$S(h)^{-\alpha} K\left(h^{2}, \alpha\right)^{-1}\left\|A \natural_{\alpha} B\right\| \leq\left\|A \diamond_{\alpha} B\right\| \leq h^{2(\alpha-1)}\left\|A \natural_{\alpha} B\right\| \quad$ for all $\alpha>1$,
where the Specht ratio $S(h)$ is defined by (2.35).

Proof. By (5.28) in Theorem 5.24, it follows that for each $0<\alpha<1$

$$
\left\|A^{r} \#_{\alpha} B^{r}\right\| \leq K\left(h^{2}, \alpha\right)^{-r}\left\|A \#_{\alpha} B\right\|^{r} \quad \text { for all } 0<r<1
$$

By taking $\frac{1}{r}$-th power on both sides, we have

$$
\left\|\left(A^{r} \#_{\alpha} B^{r}\right)^{\frac{1}{r}}\right\| \leq K\left(h^{2}, \alpha\right)^{-1}\left\|A \#_{\alpha} B\right\|
$$

and hence we have the desired inequality (5.35)

$$
\left\|A \diamond_{\alpha} B\right\| \leq K\left(h^{2}, \alpha\right)^{-1}\left\|A \#_{\alpha} B\right\|
$$

by the formula (5.26) in Theorem 5.21.
Next, since $K\left(h^{2 r}, \alpha\right) \leq\left(h^{2 r}\right)^{\alpha-1}$ by Theorem 2.13, it follows from (5.31) in Theorem 5.25 that for each $\alpha>1$

$$
\begin{aligned}
K(h, r)^{\frac{\alpha}{r}} K\left(h^{2}, \alpha\right)^{-1}\left\|A দ_{\alpha} B\right\| & \leq\left\|A^{r} দ_{\alpha} B^{r}\right\|^{\frac{1}{r}} \leq K\left(h^{2 r}, \alpha\right)^{\frac{1}{r}}\left\|A দ_{\alpha} B\right\| \\
& \leq h^{2(\alpha-1)}\left\|A দ_{\alpha} B\right\| \quad \text { for all } 0<r<1 .
\end{aligned}
$$

On the other hand, since $K\left(h^{r}, \frac{1}{r}\right)=K(h, r)^{-\frac{1}{r}}$ in the case of $p=1$ by (i) of Theorem 2.13 and $K\left(h^{r}, \frac{1}{r}\right) \rightarrow S(h)$ as $r \rightarrow 0$ by (i) of Theorem 2.17, we have

$$
\lim _{r \rightarrow 0} K(h, r)^{\frac{\alpha}{r}}=\lim _{r \rightarrow 0} K\left(h^{r}, \frac{1}{r}\right)^{-\alpha}=S(h)^{-\alpha}
$$

By Theorem 5.21 we have $\left(A^{r} \natural_{\alpha} B^{r}\right)^{\frac{1}{r}} \rightarrow A \diamond_{\alpha} B$ as $r \rightarrow 0$ and hence

$$
S(h)^{-\alpha} K\left(h^{2}, \alpha\right)^{-1}\left\|A \natural_{\alpha} B\right\| \leq\left\|A \diamond_{\alpha} B\right\| \leq h^{2(\alpha-1)}\left\|A \natural_{\alpha} B\right\| .
$$

Finally, we show a slight improvement of Theorem 5.23 for the chaotically geometric mean and its converse. The following lemma shows the Golden-Thompson type inequality for the operator norm and its converse.

Lemma 5.6 Let $A$ and $B$ be self-adjoint operators such that $m I_{H} \leq B \leq M I_{H}$ for some scalars $m<M$. Then

$$
S\left(\mathrm{e}^{M-m}\right)^{-1}\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\| \leq\left\|\mathrm{e}^{A+B}\right\| \leq\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\|
$$

where $S\left(\mathrm{e}^{M-m}\right)$ is the Specht ratio defined by (2.35).
Proof. Since $0<\mathrm{e}^{m} \leq \mathrm{e}^{B} \leq \mathrm{e}^{M}$ and a generalized condition number of $\mathrm{e}^{B}$ is $\mathrm{e}^{M-m}$, it follows from Theorem 5.9 and Theorem 5.11 that

$$
K\left(\mathrm{e}^{M-m}, p\right)\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\|^{p} \leq\left\|\mathrm{e}^{\frac{p A}{2}} \mathrm{e}^{p B} \mathrm{e}^{\frac{p A}{2}}\right\| \leq\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\|^{p} \quad \text { for all } p \in[0,1]
$$

Taking $\frac{1}{p}$-th power of both sides, we have

$$
\begin{equation*}
K\left(\mathrm{e}^{M-m}, p\right)^{\frac{1}{p}}\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\| \leq\left\|\mathrm{e}^{\frac{p A}{2}} \mathrm{e}^{p B} \mathrm{e}^{\frac{p A}{2}}\right\|^{\frac{1}{p}} \leq\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\| \tag{5.37}
\end{equation*}
$$

It follows from (i) of Theorem 2.13 and (i) of Theorem 2.17 that

$$
K\left(\mathrm{e}^{M-m}, p\right)^{\frac{1}{p}}=K\left(\mathrm{e}^{p M-p m}, \frac{1}{p}\right)^{-1} \rightarrow S\left(\mathrm{e}^{M-m}\right)^{-1} \quad \text { as } p \rightarrow 0
$$

By the Lie-Trotter formula, we have $\left\|\mathrm{e}^{\frac{p A}{2}} \mathrm{e}^{p B} \mathrm{e}^{\frac{p A}{2}}\right\|^{\frac{1}{p}} \rightarrow\left\|\mathrm{e}^{A+B}\right\|$ as $p \rightarrow 0$ and hence by (5.37) it follows that

$$
S\left(\mathrm{e}^{M-m}\right)^{-1}\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\| \leq\left\|\mathrm{e}^{A+B}\right\| \leq\left\|\mathrm{e}^{\frac{A}{2}} \mathrm{e}^{B} \mathrm{e}^{\frac{A}{2}}\right\|
$$

as desired.
By Lemma 5.6, we have the following theorem which is a slight improvement of Theorem 5.23.

Theorem 5.28 Let $A$ and $B$ be strictly positive operators such that $0<m I_{H} \leq B \leq M I_{H}$ for some scalars $0<m<M, h_{B}=\frac{M}{m}$. Then for each real number $\alpha \in \mathbb{R}$

$$
S\left(h_{B}^{\alpha}\right)^{-1}\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\| \leq\left\|A \diamond_{\alpha} B\right\| \leq\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\|,
$$

where $S(h)$ is the Specht ratio defined by (2.35).
Proof. For each $\alpha>0$, replacing $A$ and $B$ by $(1-\alpha) \log A$ and $\alpha \log B$ respectively in Lemma 5.6, we have the desired inequality since $\alpha \log m \leq \alpha \log B \leq \alpha \log M$ and $\mathrm{e}^{\alpha \log M-\alpha \log m}=h_{B}^{\alpha}$. In the case of $\alpha<0$, we have $\alpha \log M \leq \alpha \log B \leq \alpha \log m$ and $\mathrm{e}^{\alpha \log m-\alpha \log M}=h_{B}^{-\alpha}$. By the property of the Specht ratio in Theorem 2.16, it follows that $S\left(h_{B}^{-\alpha}\right)=S\left(h_{B}^{\alpha}\right)$ and hence we have this theorem.

The following corollary is a complementary result for Theorem 5.23.
Corollary 5.4 Let $A$ and $B$ be positive operators such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $0<m<M, h_{A}=\frac{M}{m}$. Then for each real number $\alpha \in \mathbb{R}$

$$
S\left(h_{A}^{1-\alpha}\right)^{-1}\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\| \leq\left\|A \diamond_{\alpha} B\right\| \leq\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\|
$$

Proof. If we apply $B \diamond_{1-\alpha} A$ to Theorem 5.23, then it follows that

$$
S\left(h_{A}^{1-\alpha}\right)^{-1}\left\|B^{\frac{\alpha}{2}} A^{1-\alpha} B^{\frac{\alpha}{2}}\right\| \leq\left\|B \diamond_{1-\alpha} A\right\|
$$

and hence we have this corollary.

Remark 5.8 Let $A$ and $B$ be positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M, h=\frac{M}{m}$. Since $\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\| \leq\left\|A^{1-\alpha} B^{\alpha}\right\|$, the expression in Theorem 5.22 implies

$$
\begin{equation*}
K\left(h^{2}, \alpha\right)\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\| \leq\left\|A \diamond_{\alpha} B\right\| \quad \text { for all } \alpha \in[0,1] . \tag{5.38}
\end{equation*}
$$

By combing Theorem 5.28 and Corollary 5.4, we have

$$
\begin{equation*}
\max \left\{S\left(h^{\alpha}\right)^{-1}, S\left(h^{1-\alpha}\right)^{-1}\right\}\left\|A^{\frac{1-\alpha}{2}} B^{\alpha} A^{\frac{1-\alpha}{2}}\right\| \leq\left\|A \diamond_{\alpha} B\right\| \quad \text { for all } \alpha \in \mathbb{R} \tag{5.39}
\end{equation*}
$$

Then (5.39) is an improvement of (5.38). As a matter of fact, we have

$$
\begin{array}{lr}
K\left(h^{2}, \alpha\right) \leq S\left(h^{\alpha}\right)^{-1} & \text { for all } 0 \leq \alpha \leq \frac{1}{2} \\
K\left(h^{2}, \alpha\right) \leq S\left(h^{1-\alpha}\right)^{-1} & \text { for all } \frac{1}{2} \leq \alpha \leq 1 \tag{ii}
\end{array}
$$

To prove (i), it is sufficient to show $K(h, \alpha)^{-1} \geq S\left(h^{\frac{\alpha}{2}}\right)$ for all $0 \leq \alpha \leq \frac{1}{2}$. By (ii) of Theorem 2.12, (i) of Theorem 2.13 and (ii) of Theorem 2.17, we have

$$
\begin{aligned}
K(h, \alpha)^{-1} & =K(h, 1-\alpha)^{-1}=K\left(h^{1-\alpha}, \frac{1}{1-\alpha}\right)^{1-\alpha} \\
& =K\left(h^{1-\alpha}, \frac{\alpha+1-\alpha}{1-\alpha}\right)^{1-\alpha} \geq S\left(h^{\alpha}\right)^{1-\alpha}
\end{aligned}
$$

Since $S\left(h^{s}\right)^{\frac{1}{s}}$ is decreasing for $0 \leq s \leq 1$ by Lemma 4.4, it follows that $S\left(h^{\alpha}\right) \geq S\left(h^{\frac{\alpha}{2}}\right)^{2}$ and hence we have

$$
S\left(h^{\alpha}\right)^{1-\alpha} \geq S\left(h^{\frac{\alpha}{2}}\right)^{2(1-\alpha)} \geq S\left(h^{\frac{\alpha}{2}}\right)
$$

since $0 \leq \alpha \leq \frac{1}{2}$. Therefore, it follows that $K\left(h^{2}, \alpha\right) \leq S\left(h^{\alpha}\right)^{-1}$ for all $0 \leq \alpha \leq \frac{1}{2}$. Similarly, we have (ii). Therefore we have

$$
K\left(h^{2}, \alpha\right) \leq \max \left\{S\left(h^{\alpha}\right)^{-1}, S\left(h^{1-\alpha}\right)^{-1}\right\} \quad \text { for all } \alpha \in[0,1]
$$

### 5.5 Complement of the Ando-Hiai inequality

The following theorem is an operator norm version of a generalized Ando-Hiai inequality (GAH) in Theorem 3.5.

Theorem 5.29 Let $A$ and $B$ be positive operators, and let $\alpha \in[0,1]$. Then

$$
\begin{equation*}
\left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\| \leq\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \quad \text { for all } r, s \geq 1, \tag{5.40}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \leq\left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\| \quad \text { for all } 0<r, s \leq 1 . \tag{5.41}
\end{equation*}
$$

For each $\alpha \in[0,1]$, we have no relation between $\left\|A \#_{\alpha} B\right\|^{\frac{r s}{1-\alpha)} s+\alpha r}$ and $\left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\|$ for $r, s>0$ without constraint $(r-1)(s-1) \geq 0$. In this section, we show a complement of the generalized Ando-Hiai inequality. We attempt to find upper and lower bounds for $\left\|A^{r} \# \frac{\alpha r}{(1-\alpha) s+\alpha r} B^{s}\right\|$ by means of scalar multiples of $\left\|A \#_{\alpha} B\right\|^{\frac{r}{1[-\alpha s)} s+\alpha r}$, that is, for each $0<r \leq 1$ and $s \geq 1$ there exist constants $\beta$ and $\gamma$ such that

$$
\beta\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \leq\left\|A^{r} \#_{\frac{\alpha r}{1-\alpha) s+\alpha r}} B^{s}\right\| \leq \gamma\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}}
$$

for two positive operators $A$ and $B$.
First of all, in the case of $r \geq 1$ and $s \geq 1$, we estimate a lower bound of the generalized Ando-Hiai inequality (5.40):

Theorem 5.30 Let $A$ and $B$ be positive operators on a Hilbert space $H$ such that $m_{1} I_{H} \leq$ $A \leq M_{1} I_{H}$ and $m_{2} I_{H} \leq B \leq M_{2} I_{H}$ for some scalars $0<m_{i} \leq M_{i}(i=1,2)$, and let $\alpha \in[0,1]$. Put $h_{i}=\frac{M_{i}}{m_{i}}$ for $i=1,2$. Then for each $r \geq 1$ and $s \geq 1$

$$
\begin{aligned}
K\left(h_{1}^{r} h_{2}^{s}, \frac{\alpha r}{(1-\alpha) s+\alpha r}\right) & \left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \\
& \leq\left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\|\left(\leq\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}}\right)
\end{aligned}
$$

or equivalently for each $0<r \leq 1$ and $0<s \leq 1$

$$
\begin{aligned}
\left(\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \leq\right) & \left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\| \\
& \leq K\left(h_{1} h_{2}, \alpha\right)^{\frac{-r s}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}}
\end{aligned}
$$

Proof. It follows that the generalized condition number of $A^{-\frac{r}{2}} B^{s} A^{-\frac{r}{2}}$ is $h_{1}^{r} h_{2}^{s}$ since $m_{2}^{r} / M_{1}^{r} I_{H} \leq A^{-\frac{r}{2}} B^{s} A^{-\frac{r}{2}} \leq M_{2}^{s} / m_{1}^{r} I_{H}$. By Theorem 5.11, we have

$$
\begin{aligned}
& \left\|A^{r} \# \frac{\alpha r}{(1-\alpha) s+\alpha r} B^{s}\right\|=\left\|A^{\frac{r}{2}}\left(A^{-\frac{r}{2}} B^{s} A^{-\frac{r}{2}}\right)^{\frac{\alpha r}{(1-\alpha) s+\alpha r}} A^{\frac{r}{2}}\right\| \\
& \geq K\left(h_{1}^{r} h_{2}^{s}, \frac{\alpha r}{(1-\alpha) s+\alpha r}\right)\left\|A^{\frac{(1-\alpha) s}{2 \alpha}} B^{s} A^{\frac{(1-\alpha) s}{2 \alpha}}\right\|^{\frac{\alpha r}{(1-\alpha) s+\alpha r}} \quad \text { by } \frac{\alpha r}{(1-\alpha) s+\alpha r} \in[0,1] \text { and (5.17) } \\
& \geq K\left(h_{1}^{r} h_{2}^{s}, \frac{\alpha r}{(1-\alpha) s+\alpha r}\right)\left\|A^{\frac{1-\alpha}{2 \alpha}} B A^{\frac{1-\alpha}{2 \alpha}}\right\|^{\frac{\alpha r s}{(1-\alpha) s+\alpha r}} \quad \text { by } s \geq 1 \text { and (5.18) } \\
& \geq K\left(h_{1}^{r} h_{2}^{s}, \frac{\alpha r}{(1-\alpha) s+\alpha r}\right)\left\|A^{\frac{1}{2 \alpha}} A^{-\frac{1}{2}} B A^{-\frac{1}{2}} A^{\frac{1}{2 \alpha}}\right\|^{\frac{\alpha r s}{11-\alpha) s+\alpha r}} \\
& \geq K\left(h_{1}^{r} h_{2}^{s}, \frac{\alpha r}{(1-\alpha) s+\alpha r}\right)\left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}\right\|^{\frac{r s}{1-\alpha) s+\alpha r}} \quad \text { by } 0 \leq \alpha \leq 1 \text { and (5.16) } \\
& =K\left(h_{1}^{r} h_{2}^{s}, \frac{\alpha r}{(1-\alpha) s+\alpha r}\right)\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} .
\end{aligned}
$$

If we put $r=s$ in Theorem 5.30, then we have the following converse of the Ando-Hiai inequality (5.28) in Theorem 5.24.

Corollary 5.5 Suppose that the same conditions of Theorem 5.30 hold. Then for each $r \geq 1$

$$
K\left(h_{1}^{r} h_{2}^{r}, \alpha\right)\left\|A \#_{\alpha} B\right\|^{r} \leq\left\|A^{r} \#_{\alpha} B^{r}\right\|\left(\leq\left\|A \#_{\alpha} B\right\|^{r}\right),
$$

or equivalently for each $0<r \leq 1$

$$
\left(\left\|A \#_{\alpha} B\right\|^{r} \leq\right)\left\|A^{r} \#_{\alpha} B^{r}\right\| \leq K\left(h_{1} h_{2}, \alpha\right)^{-r}\left\|A \#_{\alpha} B\right\|^{r} .
$$

We remark that in Corollary 5.5 the constant $K\left(h_{1}^{r} h_{2}^{r}, \alpha\right)=1$ in the case of $\alpha=0,1$ and $K\left(h_{1}^{r} h_{2}^{r}, \alpha\right) \neq 1$ in the case of $r=1$ and $0<\alpha<1$.

Remark 5.9 For $\alpha \in[0,1]$, the generalized Ando-Hiai inequality

$$
\left\|A^{r} \#_{\frac{\alpha r}{}}^{(1-\alpha) s+\alpha r} B^{s}\right\| \leq\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}}
$$

does not always hold for $0<r \leq 1$ and $s \geq 1$. In fact, put $A=\left(\begin{array}{ll}5 & 3 \\ 3 & 2\end{array}\right)$ and $B=\left(\begin{array}{ll}5 & 4 \\ 4 & 5\end{array}\right)$. Then for $\alpha=\frac{1}{2}$ we have $\left\|A^{\frac{1}{2}} \#_{\frac{1}{5}} B^{2}\right\|=4.798011>\left\|A \#_{\frac{1}{2}} B\right\|^{\frac{4}{5}}=4.795148$ in the case of $r=\frac{1}{2}$ and $s=2$. Also, $\left\|A^{\frac{1}{2}} \#_{\frac{1}{9}} B^{4}\right\|=5.514677<\left\|A \#_{\frac{1}{2}} B\right\|^{\frac{8}{9}}=5.707511$ in the case of $r=\frac{1}{2}$ and $s=4$.

At the end of this section, we present a complementary inequality to the generalized Ando-Hiai inequality for the case $0<r \leq 1$ and $s \geq 1$. The following theorem gives estimates of both upper and lower bounds of $\left\|A^{r} \# \frac{\alpha r}{(1-\alpha) s+\alpha r} B^{s}\right\|$ by means of scalars multiples of $\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}}$.

Theorem 5.31 Let $A$ and $B$ be positive operators on a Hilbert space $H$ such that $m_{1} I_{H} \leq$ $A \leq M_{1} I_{H}$ and $m_{2} I_{H} \leq B \leq M_{2} I_{H}$ for some scalars $0<m_{i} \leq M_{i}(i=1,2)$, and let $\alpha \in[0,1]$. Put $h_{i}=\frac{M_{i}}{m_{i}}$ for $i=1,2$. Then for each $0<r \leq 1$ and $s \geq 1$

$$
\begin{aligned}
& K\left(h_{1}^{s}, \frac{r}{s}\right)^{\frac{(1-\alpha) s}{(1-\alpha) s+\alpha r}} K\left(h_{1}^{s \alpha} h_{2}^{s \alpha}, \frac{r}{(1-\alpha) s+\alpha r}\right) h_{2}^{\frac{(1-\alpha) s(r-s)}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \\
& \leq\left\|A^{r} \# \frac{\alpha r}{(1-\alpha) s+\alpha r} B^{s}\right\| \\
& \leq h_{2}^{\frac{(1-\alpha) s(s+r)}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} .
\end{aligned}
$$

In order to prove this theorem, we need the following lemma.
Lemma 5.7 Let $A$ and $B$ be positive operators on a Hilbert space $H$ such that $m_{1} I_{H} \leq$ $A \leq M_{1} I_{H}$ and $m_{2} I_{H} \leq B \leq M_{2} I_{H}$ for some scalars $0<m_{i} \leq M_{i}(i=1,2)$, and let $\alpha \in[0,1]$. Put $h_{i}=\frac{M_{i}}{m_{i}}$ for $i=1,2$. Then for each $0<s \leq 1$

$$
\begin{equation*}
K\left(h_{2}, s\right)\left\|A^{-2}\right\|^{s-1}(A B A)^{s} \leq A B^{s} A \leq\left\|A^{2}\right\|^{1-s}(A B A)^{s} . \tag{5.42}
\end{equation*}
$$

Proof. Since $f(t)=t^{s}$ for $0<s \leq 1$ is operator concave, it follows that

$$
A B^{s} A=\left\|A^{2}\right\| \frac{A}{\|A\|} B^{s} \frac{A}{\|A\|} \leq\left\|A^{2}\right\|\left(\frac{A}{\|A\|} B \frac{A}{\|A\|}\right)^{s}=\left\|A^{2}\right\|^{1-s}(A B A)^{s}
$$

and we have the right-hand side of (5.42). Next, we show the left-hand side of (5.42). By (2.11) in Theorem 2.11, we have

$$
\left\langle A^{s} B^{s} A^{s} x, x\right\rangle \geq K\left(h_{2}, s\right)\left\langle(A B A)^{s} A^{s-1} x, A^{s-1} x\right\rangle\left\|A^{s} x\right\|^{2-2 s}\left\|A^{s-1} x\right\|^{2 s-2}
$$

Since $\left\langle A^{2 s} x, x\right\rangle \geq\left\|A^{-2 s}\right\|^{-1}$, it follows that

$$
\begin{aligned}
\left\|A^{s} x\right\|^{2 s-2}\left\|A^{s-1} x\right\|^{2-2 s} & =\left\langle A^{2 s} x, x\right\rangle^{s-1}\left\langle A^{2 s-2} x, x\right\rangle^{1-s} \\
& \leq\left\|A^{-2}\right\|^{s(1-s)}\left\|A^{-2}\right\|^{(1-s)^{2}}=\left\|A^{-2}\right\|^{1-s}
\end{aligned}
$$

and hence

$$
K\left(h_{2}, s\right) A^{s-1}(A B A)^{s} A^{s-1} \leq\left\|A^{-2}\right\|^{1-s} A^{s} B^{s} A^{s}
$$

as desired.
Proof of Theorem 5.31. Replacing $A$ by $A^{-\frac{1}{2}}$ in Lemma 5.7, we have

$$
A^{-\frac{1}{2}} B^{s} A^{-\frac{1}{2}} \leq\left\|A^{-1}\right\|^{1-s}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{s}
$$

for all $0<s \leq 1$. By $\frac{\alpha}{(1-\alpha) s+\alpha} \in[0,1]$ and the Löwner-Heinz inequality, we have

$$
\left(A^{-\frac{1}{2}} B^{s} A^{-\frac{1}{2}}\right)^{\frac{\alpha}{(1-\alpha) s+\alpha}} \leq\left(\left\|A^{-1}\right\|^{1-s}\right)^{\frac{\alpha}{(1-\alpha) s+\alpha}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\frac{\alpha s}{(1-\alpha) s+\alpha}}
$$

Therefore, it follows that

$$
\left\|A \# \frac{\alpha}{(1-\alpha) s+\alpha} B^{s}\right\| \leq\left\|A^{-1}\right\|^{\frac{\alpha(1-s)}{(1-\alpha) s+\alpha}}\left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\frac{\alpha s}{(1-\alpha) s+\alpha}} A^{\frac{1}{2}}\right\| .
$$

Next, we estimate the norm of the right-hand side in the expression above. Since $0<$ $\frac{\alpha s}{(1-\alpha) s+\alpha} \leq 1$, it follows from (5.17) in Theorem 5.11 that

$$
\begin{aligned}
& \left\|A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\frac{\alpha s}{(1-\alpha) s+\alpha}} A^{\frac{1}{2}}\right\| \\
& \leq\left\|A^{\frac{(1-\alpha) s+\alpha}{2 s}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{(1-\alpha) s+\alpha}{2 s}}\right\|^{\frac{s}{(1-\alpha) s+\alpha}} \\
& =\left\|A^{\frac{\alpha(1-s)}{2 s}} A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}} A^{\frac{\alpha(1-s)}{2 s}}\right\|^{\frac{s}{(1-\alpha) s+\alpha}} \\
& \leq\left\|A \#_{\alpha} B\right\|^{\frac{s}{(1-\alpha) s+\alpha}}\|A\|^{\frac{\alpha(1-s)}{(1-\alpha) s+\alpha}}
\end{aligned}
$$

and since $\|A\|\left\|A^{-1}\right\| \leq \frac{M_{1}}{m_{1}}=h_{1}$ by $m_{1} \leq A \leq M_{1}$, we have

$$
\begin{equation*}
\left\|A \#_{\frac{\alpha}{(1-\alpha) s+\alpha}} B^{s}\right\| \leq h_{1}^{\frac{\alpha(1-s)}{(1-\alpha) s+\alpha}}\left\|A \#_{\alpha} B\right\|^{\frac{s}{(1-\alpha) s+\alpha}} \tag{5.43}
\end{equation*}
$$

for all $0<s \leq 1$. Since

$$
A \#_{\alpha} B=B \#_{1-\alpha} A \quad \text { and } \quad A^{r} \#_{\frac{\alpha r}{1-\alpha+\alpha r}} B=B \#_{\frac{1-\alpha}{1-\alpha+\alpha r}} A^{r},
$$

replacing $A, B, \alpha$ and $s$ by $B, A, 1-\alpha$ and $r$ in (5.43), it follows that for each $0<r \leq 1$

$$
\begin{equation*}
\left\|A^{r} \#_{\frac{\alpha r}{1-\alpha+\alpha r}} B\right\| \leq h_{2}^{\frac{(1-\alpha)(1-r)}{1-\alpha+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r}{1-\alpha+\alpha r}} . \tag{5.44}
\end{equation*}
$$

For each $0<r \leq 1$ and $s \geq 1$, replacing $A, B$ and $r$ by $A^{s}, B^{s}$ and $\frac{r}{s}$ respectively in (5.44), we have

$$
\left.\begin{array}{l}
\left\|A^{r} \# \frac{\alpha r}{(1-\alpha) s+\alpha r} B^{s}\right\|=\left\|\left(A^{s}\right)^{\frac{r}{s}} \#_{\frac{\alpha}{(1-\alpha)}}^{(1-\alpha)+\alpha \frac{r}{s}} B^{s}\right\| \\
\quad \leq h_{2}^{s(1-\alpha)\left(1-\frac{r}{s}\right)}(1-\alpha)+\alpha \frac{s}{s}
\end{array} A^{s} \#_{\alpha} B^{s} \|^{\frac{r}{(1-\alpha)+\alpha \frac{r}{s}}} \quad \text { by } 0 \leq \frac{r}{s} \leq 1 \text { and (5.44) }\right) \quad \begin{aligned}
& \frac{(1-\alpha) s(s-r)}{(1-\alpha) s+\alpha r}\left\|A^{s} \#_{\alpha} B^{s}\right\|^{\frac{r}{(1-\alpha) s+\alpha r}} \\
& \quad \leq h_{2}^{\frac{(1-\alpha) s(s-r)}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \quad \text { by } s \geq 1 \text { and (AH), }
\end{aligned}
$$

and hence we have the right-hand side in Theorem 5.31.
Next, we show the left-hand side in Theorem 5.31. By using the left-hand side of (5.42) in Lemma 5.7 and (5.17) in Theorem 5.11 it similarly follows that

$$
K\left(h_{2}, s\right)^{\frac{\alpha}{(1-\alpha) s+\alpha}} K\left(h_{1}^{\alpha} h_{2}^{\alpha}, \frac{s}{(1-\alpha) s+\alpha}\right) h_{1}^{\frac{\alpha(s-1)}{(1-\alpha) s+\alpha}}\left\|A \#_{\alpha} B\right\|^{\frac{s}{(1-\alpha) s+\alpha}} \leq\left\|A \#_{\frac{\alpha}{(1-\alpha) s+\alpha}} B^{s}\right\|
$$

holds for each $0<s \leq 1$ and this implies that

$$
\begin{equation*}
\left\|A^{r} \#_{\frac{\alpha r}{1-\alpha+\alpha r}} B\right\| \geq K\left(h_{1}, r\right)^{\frac{1-\alpha}{\alpha r+1-\alpha}} K\left(h_{1}^{\alpha} h_{2}^{\alpha}, \frac{r}{\alpha r+1-\alpha}\right) h^{\frac{(1-\alpha)(r-1)}{\alpha r+1-\alpha}}\left\|A \#_{\alpha} B\right\|^{\frac{r}{\alpha r+1-\alpha}} \tag{5.45}
\end{equation*}
$$

holds for each $0<r \leq 1$. Therefore for $s \geq 1$ we have

$$
\begin{aligned}
& \left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\|=\left\|\left(A^{s}\right)^{\frac{r}{s}} \#_{\frac{\alpha \frac{r}{s}}{1-\alpha+\alpha \frac{r}{s}}} B^{s}\right\| \\
& \geq K\left(h_{1}^{s}, \frac{r}{s}\right)^{\frac{(1-\alpha) s}{(1-\alpha \alpha) s+\alpha r}} K\left(h_{1}^{s \alpha} h_{2}^{s \alpha}, \frac{r}{(1-\alpha) s+\alpha r}\right) h_{2}^{\frac{(1-\alpha) s(r-s)}{(1-\alpha) s+\alpha r}}\left\|A^{s} \#_{\alpha} B^{s}\right\|^{\frac{r}{(1-\alpha) s+\alpha r}} \\
& \geq K\left(h_{1}^{s}, \frac{r}{s}\right)^{\frac{(1-\alpha) s}{(1-\alpha \alpha) s+\alpha r}} K\left(h_{1}^{s \alpha} h_{2}^{s \alpha}, \frac{r}{(1-\alpha) s+\alpha r}\right) h_{2}^{\frac{(1-\alpha) s(r-s)}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}}
\end{aligned}
$$

as desired. Hence the proof is completed.
We remark that in the case of $r=s=1$, both bounds of the inequalities in Theorem 5.31 are equal to 1 .

Finally, we show a complementary result of Theorem 5.31:

Corollary 5.6 Suppose that the conditions of Theorem 5.31 hold. Then for each $r \geq 1$ and $0<s \leq 1$

$$
\begin{aligned}
& h_{2}^{\frac{(1-\alpha) s(s-r)}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{(1-\alpha) s+\alpha r}} \leq\left\|A^{r} \#_{\frac{\alpha r}{(1-\alpha) s+\alpha r}} B^{s}\right\| \\
& \quad \leq K\left(h_{1}^{\frac{r}{s}}, \frac{s}{r}\right)^{\frac{-(1-\alpha) r s}{(1-\alpha) s+\alpha r}} K\left(\left(h_{1}^{\frac{r}{s}} h_{2}\right)^{\alpha}, \frac{r}{(1-\alpha) s+\alpha r}\right)^{s} h_{2}^{\frac{(1-\alpha) s(r-s)}{(1-\alpha) s+\alpha r}}\left\|A \#_{\alpha} B\right\|^{\frac{r s}{1-\alpha) s+\alpha r}} .
\end{aligned}
$$

### 5.6 Converses of Hölder's inequality

Let $a_{i}$ and $b_{i}$ be positive real numbers for $i=1, \cdots, n$. Hölder's inequality says that

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i}^{\frac{1}{p}} b_{i}^{\frac{1}{q}} \leq\left(\sum_{i=1}^{n} a_{i}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{n} b_{i}\right)^{\frac{1}{q}} \tag{5.46}
\end{equation*}
$$

for $p, q>1$ such that $\frac{1}{p}+\frac{1}{q}=1$. When $p=q=2$ in (5.46), we have the Cauchy-Schwarz inequality

$$
\begin{equation*}
\sum_{i=1}^{n} \sqrt{a_{i} b_{i}} \leq \sqrt{\sum_{i=1}^{n} a_{i}} \sqrt{\sum_{i=1}^{n} b_{i}} \tag{5.47}
\end{equation*}
$$

These inequalities can be extended to operators by means of the subadditivity of the operator geometric mean [124, Theorem 5.7]: Let $\left\{A_{i}\right\}_{i=1}^{n}$ and $\left\{B_{i}\right\}_{i=1}^{n}$ be positive invertible operators on a Hilbert space. The following inequality is regarded as Hölder's inequality for operators

$$
\begin{equation*}
\sum_{i=1}^{n} A_{i} \#_{\alpha} B_{i} \leq\left(\sum_{i=1}^{n} A_{i}\right) \#_{\alpha}\left(\sum_{i=1}^{n} B_{i}\right) \tag{5.48}
\end{equation*}
$$

for all $\alpha \in[0,1]$. In particular, in the case of $\alpha=\frac{1}{2}$ we have the Cauchy-Schwarz operator inequality:

$$
\begin{equation*}
\sum_{i=1}^{n} A_{i} \# B_{i} \leq\left(\sum_{i=1}^{n} A_{i}\right) \#\left(\sum_{i=1}^{n} B_{i}\right) . \tag{5.49}
\end{equation*}
$$

By using the Mond-Pečarić method for concave functions, we shall show converses of operator Hölder's inequality (5.48).

Theorem 5.32 Let $A_{i}$ and $B_{i}$ be positive invertible operators such that $m A_{i} \leq B_{i} \leq M A_{i}$ for some scalars $0<m \leq M$ and $i=1,2, \cdots, n$. Then for each $\alpha \in[0,1]$

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i}\right) \#_{\alpha}\left(\sum_{i=1}^{n} B_{i}\right) \leq K(m, M, \alpha)^{-1} \sum_{i=1}^{n} A_{i} \#_{\alpha} B_{i} \tag{5.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i}\right) \#_{\alpha}\left(\sum_{i=1}^{n} B_{i}\right)-\sum_{i=1}^{n} A_{i} \#_{\alpha} B_{i} \leq-C(m, M, \alpha) \sum_{i=1}^{n} A_{i} \tag{5.51}
\end{equation*}
$$

where the generalized Kantorovich constant $K(m, M, \alpha)$ is defined by (2.29) and the Kantorovich constant for the difference $C(m, M, \alpha)$ is defined by (2.38).

If we put $\alpha=\frac{1}{2}$ in Theorem 5.32, then we have the following converses of the CauchySchwarz operator inequalities.

Corollary 5.7 Let $A_{i}$ and $B_{i}$ be positive invertible operators such that $m A_{i} \leq B_{i} \leq M A_{i}$ for some scalars $0<m \leq M$ and $i=1,2, \cdots, n$. Then

$$
\left(\sum_{i=1}^{n} A_{i}\right) \#\left(\sum_{i=1}^{n} B_{i}\right) \leq \frac{\sqrt{M}+\sqrt{m}}{2 \sqrt[4]{m M}} \sum_{i=1}^{n} A_{i} \# B_{i}
$$

and

$$
\left(\sum_{i=1}^{n} A_{i}\right) \#\left(\sum_{i=1}^{n} B_{i}\right)-\sum_{i=1}^{n} A_{i} \# B_{i} \leq \frac{(\sqrt{M}-\sqrt{m})^{2}}{4(\sqrt{M}+\sqrt{m})} \sum_{i=1}^{n} A_{i} .
$$

To prove our results, we need the following Lemmas, also see [124, Corollary 5.33].
Lemma 5.8 Let $A$ and $B$ be positive operators such that $m A \leq B \leq M A$ for some scalars $0<m \leq M$ and let $\Phi: B(H) \mapsto B(K)$ be a positive linear mapping. Then for each $\alpha \in[0,1]$

$$
\begin{equation*}
\Phi(A) \#_{\alpha} \Phi(B) \leq K(m, M, \alpha)^{-1} \Phi\left(A \#_{\alpha} B\right), \tag{5.52}
\end{equation*}
$$

where the generalized Kantorovich constant $K(m, M, \alpha)$ is optimal.
Proof. Put $C=A^{-1 / 2} B A^{-1 / 2}$. If we put

$$
\lambda_{0}=\frac{\alpha}{1-\alpha} \frac{M^{1-\alpha}-m^{1-\alpha}}{m^{-\alpha}-M^{-\alpha}} \quad \text { and } \quad \mu_{0}=\frac{\alpha(M-m)}{M^{\alpha}-m^{\alpha}},
$$

then

$$
\alpha t^{1-\alpha}+(1-\alpha) \lambda_{0} t^{-\alpha} \leq \mu_{0} \quad \text { for all } t \in[m, M] .
$$

Since $m I \leq C \leq M I$, we get

$$
\alpha C+\left(1-\lambda_{0}\right) I \leq \mu_{0} C^{\alpha}
$$

and hence

$$
\alpha B+(1-\alpha) \lambda_{0} A \leq \mu_{0} A \#_{\alpha} B .
$$

This implies

$$
(1-\alpha) \lambda_{0} \Phi(A)+\alpha \Phi(B) \leq \mu_{0} \Phi\left(A \#_{\alpha} B\right)
$$

By the weighted arithmetic-geometric mean inequality, it follows that

$$
(1-\alpha) \lambda_{0} \Phi(A)+\alpha \Phi(B) \geq \lambda_{0}^{1-\alpha} \Phi(A) \#_{\alpha} \Phi(B)
$$

On the other hand, since $\frac{\mu_{0}}{\lambda_{0}^{1-\alpha}}=K(m, M, \alpha)^{-1}$ by an easy calculation, we have the desired inequality (5.52).

Moreover, the generalized Kantorovich constant $K(m, M \alpha)$ is optimal in the sense that for each $\alpha \in[0,1]$ there exist two positive operators $A, B$ such that $m A \leq B \leq M A$ for some scalars $0<m \leq M$ and a positive linear mapping $\Phi$ such that

$$
\Phi(A) \#_{\alpha} \Phi(B)=K(m, M, \alpha)^{-1} \Phi\left(A \#_{\alpha} B\right) .
$$

As a matter of fact, let $\Phi: M_{2}(\mathbb{C}) \mapsto \mathbb{C}$ be a positive linear mapping defined by

$$
\Phi(X)=r x_{11}+(1-r) x_{22} \quad \text { for } \quad X=\left(\begin{array}{ll}
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}\right) \quad \text { with } 0<r<1
$$

and $A$ and $B$ positive definite matrices such as

$$
A=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
M & 0 \\
0 & m
\end{array}\right)
$$

Then it is clear that the sandwich condition $m A \leq B \leq M A$ holds. If we put

$$
r=\frac{\alpha m^{\alpha}(M-m)-m\left(M^{\alpha}-m^{\alpha}\right)}{(1-\alpha)(M-m)\left(M^{\alpha}-m^{\alpha}\right)},
$$

then we have $0<r<1$. Therefore it follows that

$$
\begin{aligned}
\frac{\Phi(A) \#_{\alpha} \Phi(B)}{\Phi\left(A \#_{\alpha} B\right)} & =\frac{(m+r(M-m))^{\alpha}}{m^{\alpha}+r\left(M^{\alpha}-m^{\alpha}\right)} \\
& =\left(\frac{\alpha\left(M m^{\alpha}-m M^{\alpha}\right)}{(1-\alpha)\left(M^{\alpha}-m^{\alpha}\right)}\right)^{\alpha} \frac{(1-\alpha)(M-m)}{m^{\alpha} M-m M^{\alpha}} \\
& =K(m, M, \alpha)^{-1} .
\end{aligned}
$$

Lemma 5.9 Let $A$ and $B$ be positive operators such that $m A \leq B \leq M A$ for some scalars $0<m \leq M$ and let $\Phi: B(H) \mapsto B(K)$ be a positive linear mapping. Then for each $\alpha \in[0,1]$

$$
\begin{equation*}
\Phi(A) \#_{\alpha} \Phi(B)-\Phi\left(A \#_{\alpha} B\right) \leq-C(m, M, \alpha) \Phi(A), \tag{5.53}
\end{equation*}
$$

where the Kantorovich constant for the difference $C(m, M, \alpha)$ is optimal.
Proof. Put $C=A^{-1 / 2} B A^{-1 / 2}$ and for each $\alpha \in[0,1]$

$$
\lambda=\left(\frac{M^{\alpha}-m^{\alpha}}{\alpha(M-m)}\right)^{\frac{1}{\alpha-1}} .
$$

Since $m I \leq C \leq M I$, it follows that

$$
(1-\alpha) \lambda^{\alpha} I+\alpha \lambda^{\alpha-1} C \leq C^{\alpha}-C(m, M, \alpha) I
$$

and hence

$$
(1-\alpha) \lambda^{\alpha} A+\alpha \lambda^{\alpha-1} B \leq A \#_{\alpha} B-C(m, M, \alpha) A
$$

This implies

$$
(1-\alpha) \lambda^{\alpha} \Phi(A)+\alpha \lambda^{\alpha-1} \Phi(B) \leq \Phi\left(A \#_{\alpha} B\right)-C(m, M, \alpha) \Phi(A)
$$

On the other hand, by the weighted arithmetic-geometric mean inequality

$$
(1-\alpha) \lambda^{\alpha} \Phi(A)+\alpha \lambda^{\alpha-1} \Phi(B) \geq \Phi(A) \#_{\alpha} \Phi(B)
$$

and hence we have the desired inequality (5.53).
Moreover, the Kantorovich constant for the difference $C(m, M, \alpha)$ is optimal in the sense that for each $\alpha \in[0,1]$ there exist two positive operators $A, B$ such that $m A \leq B \leq M A$ for some scalars $0<m \leq M$ and a positive linear mapping $\Phi$ such that

$$
\Phi(A) \#_{\alpha} \Phi(B)-\Phi\left(A \#_{\alpha} B\right)=-C(m, M, \alpha) \Phi(A)
$$

As a matter of fact, put $A, B$ and $\Phi$ be as in Lemma 5.8. If we put

$$
r=\frac{1}{M-m}\left(\frac{M^{\alpha}-m^{\alpha}}{\alpha(M-m)}\right)^{\frac{1}{\alpha-1}}-\frac{m}{M-m}
$$

then we have $0<r<1$ and

$$
\begin{aligned}
\Phi(A) \#_{\alpha} \Phi(B)-\Phi\left(A \#_{\alpha} B\right) & =(m+r(M-m))^{\alpha}-m^{\alpha}-r\left(M^{\alpha}-m^{\alpha}\right) \\
& =-C(m, M, \alpha) \\
& =-C(m, M, \alpha) \Phi(A)
\end{aligned}
$$

as desired.
Proof of Theorem 5.32. If we put $\mathscr{A}=\operatorname{diag}\left(A_{1}, \cdots, A_{n}\right), \mathscr{B}=\operatorname{diag}\left(B_{1}, \cdots, B_{n}\right)$ and $\Phi(\mathscr{A})=Z^{*} \mathscr{A} Z$ where $Z^{*}=(I, \cdots, I)$ in Lemma 5.8 and Lemma 5.9 respectively, then a sandwich condition $m \mathscr{A} \leq \mathscr{B} \leq M \mathscr{A}$ is satisfied and we have Theorem 5.32.

### 5.7 Notes

Kantorovich type converse inequalities for operator norm and spectral radius are firstly discussed by Bourin [26] and afterward generalized by J.I. Fujii, Seo and Tominaga [76].

The results in Section 5.2 are due to [102], in Section 5.3 [235], in Section 5.4 [236, 263], in Section 5.5 [268] and in Section 5.6 [167, 28, 93, 266].

Matrix Young inequality is due to Ando [10].

## Chapter

## Geometric Mean

This chapter is devoted to the geometric mean of $n$ operators due to Ando-Li-Mathias and Lowson-Lim. We present an alternative proof of the power convergence of the symmetrization procedure on the weighted geometric mean due to Lawson and Lim. We show a converse of the weighted arithmetic-geometric mean inequality of $n$ operators.

### 6.1 Introduction

First of all, we present a definition for the geometric mean of three or more positive invertible operators on a Hilbert space. For positive invertible operators $A$ and $B$ on a Hilbert space $H$, the geometric mean $A$ \# $B$ of $A$ and $B$ is defined by

$$
A \# B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\frac{1}{2}} A^{\frac{1}{2}} .
$$

As an extension of $A \# B$, for any positive integer $n \geq 2$, the geometric mean $G\left(A_{1}, A_{2}, \cdots, A_{n}\right)$ of any $n$-tuple of positive invertible operators $A_{1}, A_{2}, \cdots, A_{n}$ on a Hilbert space $H$ is defined by induction as follows:
(i) $G\left(A_{1}, A_{2}\right)=A$ \# $B$.
(ii) Assume that the geometric mean of any $(n-1)$-tuple of operators is defined. Let

$$
G\left(\left(A_{j}\right)_{j \neq i}\right)=G\left(A_{1}, \cdots, A_{i-1}, A_{i+1}, \cdots, A_{n}\right)
$$

and let sequences $\left\{A_{i}^{(r)}\right\}_{r=1}^{\infty}$ be $A_{i}^{(1)}=A_{i}$ and $A_{i}^{(r+1)}=G\left(\left(A_{j}^{(r)}\right)_{j \neq i}\right)$. Then there exists $\lim _{r \rightarrow \infty} A_{i}^{(r)}$ uniformly and it does not depend on $i$. Hence the geometric mean of $n$ operators is defined by

$$
\lim _{r \rightarrow \infty} A_{i}^{(r)}=G\left(A_{1}, A_{2}, \cdots, A_{n}\right) \quad \text { for } i=1, \cdots, n
$$

For positive invertible operators $A$ and $B$, let

$$
R(A, B)=\max \left\{r\left(A^{-1} B\right), r\left(B^{-1} A\right)\right\},
$$

where $r(T)$ means the spectral radius of $T$. Then

$$
\begin{equation*}
R\left(G\left(A_{1}, A_{2}, \cdots, A_{n}\right), G\left(B_{1}, B_{2}, \cdots, B_{n}\right)\right) \leq\left\{\prod_{i=1}^{n} R\left(A_{i}, B_{i}\right)\right\}^{\frac{1}{n}} \tag{6.1}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
R\left(A_{i}^{(2)}, A_{j}^{(2)}\right) \leq R\left(A_{i}, A_{j}\right)^{\frac{1}{n-1}} . \tag{6.2}
\end{equation*}
$$

We have the following converse of the arithmetic-geometric mean inequality.
Lemma 6.1 Let $A_{1}$ and $A_{2}$ be positive operators such that $m I_{H} \leq A_{1}, A_{2} \leq M I_{H}$ for some scalars $M>m>0$. Then

$$
\frac{A_{1}+A_{2}}{2} \leq \frac{M+m}{2 \sqrt{M m}} G\left(A_{1}, A_{2}\right)=\frac{M+m}{2 \sqrt{M m}} A_{1} \# A_{2} .
$$

Proof. If we put $C=A_{1}^{-\frac{1}{2}} A_{2} A_{1}^{-\frac{1}{2}}$, then we have $\sqrt{\frac{m}{M}} I_{H} \leq C^{\frac{1}{2}} \leq \sqrt{\frac{M}{m}} I_{H}$. Since

$$
\max \left\{t+\frac{1}{t}: \sqrt{\frac{m}{M}} \leq t \leq \sqrt{\frac{M}{m}}\right\}=\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}
$$

it follows that

$$
\frac{1}{2}\left(C^{\frac{1}{2}}+C^{-\frac{1}{2}}\right) \leq \frac{1}{2}\left(\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}\right)
$$

and hence we have

$$
\frac{I_{H}+C}{2} \leq \frac{M+m}{2 \sqrt{M m}} C^{\frac{1}{2}}
$$

Multiplying both sides by $A_{1}^{\frac{1}{2}}$, we have

$$
\frac{A_{1}+A_{2}}{2} \leq \frac{M+m}{2 \sqrt{M m}} A_{1} \# A_{2}
$$

For any positive integer $n \geq 2$, we show a converse of the arithmetic-geometric mean inequality of $n$ operators, which is an extension of Lemma 6.1:

Theorem 6.1 For any positive integer $n \geq 2$, let $A_{1}, \cdots, A_{n}$ be positive invertible operators such that $m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1,2, \cdots, n$ for some scalars $0<m<M$. Then

$$
\frac{A_{1}+\cdots+A_{n}}{n} \leq\left(\frac{(M+m)^{2}}{4 M m}\right)^{\frac{n-1}{2}} G\left(A_{1}, \cdots, A_{n}\right)
$$

Proof. We will prove it by induction on $n$. In the case of $n=2$, it holds by Lemma 6.1. Assume that Theorem 6.1 holds for $n-1$. For positive integer $r$, we define $A_{i}^{(r)}, h_{r}$ and $K_{r}$ as follows:

$$
\begin{gathered}
A_{i}^{(0)}=A_{i} \quad \text { and } \quad A_{i}^{(r)}=G\left(\left(A_{j}^{(r-1)}\right)_{j \neq i}\right), \\
h_{0}=h \quad \text { and } \quad h_{r}=\max _{i, j} R\left(A_{i}^{(r)}, A_{j}^{(r)}\right), \\
K_{r}=\frac{1+h_{r}}{2 \sqrt{h_{r}}} .
\end{gathered}
$$

Then by the induction hypothesis on $n$, we have

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} A_{i} & =\frac{1}{n} \sum_{i=1}^{n}\left(\frac{1}{n-1} \sum_{j \neq i} A_{j}\right) \leq \frac{1}{n} \sum_{i=1}^{n} K_{0}^{n-2} A_{i}^{(1)} \\
& =K_{0}^{n-2} \frac{1}{n} \sum_{i=1}^{n} A_{i}^{(1)} \leq\left(K_{0} K_{1}\right)^{n-2} \frac{1}{n} \sum_{i=1}^{n} A_{i}^{(2)} \\
& \leq \cdots \\
& \leq\left(K_{0} K_{1} \cdots K_{r}\right)^{n-2} \frac{1}{n} \sum_{i=1}^{n} A_{i}^{(r+1)}
\end{aligned}
$$

Since

$$
\lim _{r \rightarrow \infty} A_{i}^{(r)}=G\left(A_{1}, A_{2}, \cdots, A_{n}\right) \quad \text { for } i=1,2, \cdots, n
$$

we have

$$
\lim _{r \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} A_{i}^{(r+1)}=G\left(A_{1}, A_{2}, \cdots, A_{n}\right) .
$$

So we have only to prove the following inequality:

$$
\limsup _{r \rightarrow \infty} K_{0} K_{1} \cdots K_{r} \leq K_{0}^{\frac{n-1}{n-2}}
$$

By (6.2), we have

$$
1 \leq h_{r} \leq h_{r-1}^{\frac{1}{n-1}} \leq \cdots \leq h_{0}^{\left(\frac{1}{n-1}\right)^{r}}
$$

Since

$$
\frac{1}{2}\left(\frac{1}{x}+x\right) \leq \frac{1}{2}\left(\frac{1}{y^{\alpha}}+y^{\alpha}\right) \leq\left\{\frac{1}{2}\left(\frac{1}{y}+y\right)\right\}^{\alpha}
$$

holds for $1 \leq x \leq y^{\alpha}$ and $\alpha \in(0,1]$, we have

$$
K_{r}=\frac{1+h_{r}}{2 \sqrt{h_{r}}}=\frac{1}{2}\left(\frac{1}{\sqrt{h_{r}}}+\sqrt{h_{r}}\right) \leq\left\{\frac{1}{2}\left(\frac{1}{\sqrt{h_{0}}}+\sqrt{h_{0}}\right)\right\}^{\left(\frac{1}{n-1}\right)^{r}}=K_{0}^{\left(\frac{1}{n-1}\right)^{r}}
$$

Therefore we obtain

$$
K_{0} K_{1} \cdots K_{r} \leq K_{0}^{1+\frac{1}{n-1}+\cdots+\left(\frac{1}{n-1}\right)^{r}} \rightarrow K_{0}^{\frac{n-1}{n-2}} \quad \text { as } r \rightarrow \infty .
$$

Hence we have

$$
\frac{A_{1}+A_{2}+\cdots+A_{n}}{n} \leq\left(\frac{1+h}{2 \sqrt{h}}\right)^{n-1} G\left(A_{1}, A_{2}, \cdots, A_{n}\right)
$$

By putting $h=\frac{M}{m}$, we obtain this Theorem 6.1.
The following result is a noncommutative variant of the Greub-Rheinboldt inequality, which is equivalent to the Kantorovich inequality.

Lemma 6.2 Let $A$ and $B$ be positive operators such that $m I_{H} \leq A, B \leq M I_{H}$ for some scalars $0<m<M$. Then

$$
\sqrt{\langle A x, x\rangle\langle B x, x\rangle} \leq \frac{M+m}{2 \sqrt{M m}}\langle A \# B x, x\rangle
$$

for every unit vector $x \in H$.
Proof. By the Kantorovich inequality, if $C$ is a positive operator such that $a I_{H} \leq C \leq$ $b I_{H}$ for some scalars $0<a<b$, then

$$
\begin{equation*}
\left\langle C^{2} x, x\right\rangle \leq \frac{(a+b)^{2}}{4 a b}\langle C x, x\rangle^{2} \tag{6.3}
\end{equation*}
$$

for every unit vector $x \in H$. Replacing $C$ by $\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\frac{1}{2}}$ and $x$ by $\frac{A^{\frac{1}{2}}}{\left\|A^{\frac{1}{2}} x\right\|}$ in (6.3), we have

$$
\sqrt{\frac{m}{M}} I_{H} \leq\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\frac{1}{2}} \leq \sqrt{\frac{M}{m}} I_{H}
$$

and hence

$$
\langle B x, x\rangle\langle A x, x\rangle \leq \frac{1}{4}\left(\sqrt{\frac{M}{m}}+\sqrt{\frac{m}{M}}\right)\langle A \# B x, x\rangle^{2} .
$$

For any positive integer $n \geq 2$, we show a noncommutative variant of the GreubRheinboldt inequality of $n$ operators, which is an extension of Lemma 6.2:

Theorem 6.2 For any positive integer $n \geq 2$, let $A_{1}, \cdots, A_{n}$ be positive invertible operators on a Hilbert space $H$ such that $0<m I_{H} \leq A_{i} \leq M I_{H}, i=1,2, \cdots, n$, for some scalars $0<m<M$. Then

$$
\sqrt[n]{\left\langle A_{1} x, x\right\rangle\left\langle A_{2} x, x\right\rangle \cdots\left\langle A_{n} x, x\right\rangle} \leq\left(\frac{(M+m)^{2}}{4 M m}\right)^{\frac{n-1}{2}}\left\langle G\left(A_{1}, \cdots, A_{n}\right) x, x\right\rangle
$$

for all $x \in H$.
Proof. By using Theorem 6.1 and arithmetic-geometric mean inequality, we have

$$
\begin{aligned}
\left(\prod_{i=1}^{n}\left\langle A_{i} x, x\right\rangle\right)^{\frac{1}{n}} & \leq \frac{1}{n} \sum_{i=1}^{n}\left\langle A_{i} x, x\right\rangle \\
& =\left\langle\frac{1}{n} \sum_{i=1}^{n} A_{i} x, x\right\rangle \\
& \leq\left(\frac{(M+m)^{2}}{4 M m}\right)^{\frac{n-1}{2}}\left\langle G\left(A_{1}, A_{2}, \cdots, A_{n}\right) x, x\right\rangle
\end{aligned}
$$

This completes the proof.
We recall the Specht theorem: For $x_{1}, \cdots, x_{n} \in[m, M]$ with $M \geq m>0$,

$$
\begin{equation*}
\frac{x_{1}+\cdots+x_{n}}{n} \leq S(h) \sqrt[n]{x_{1} \cdots x_{n}} \tag{6.4}
\end{equation*}
$$

where $h=\frac{M}{m}(\geq 1)$ and the Specht ratio $S(h)$ is defined by (2.35).
We recall the $t$-geometric mean for $t \in[0,1]$ :

$$
A \#_{t} B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t} A^{\frac{1}{2}}
$$

for positive invertible operators $A$ and $B$. The following theorem is a noncommutative version of the Specht theorem (6.4) in the case of $n=2$.

Theorem 6.3 Let $A_{1}$ and $A_{2}$ be positive invertible operators such that $m I_{H} \leq A_{1}, A_{2} \leq$ $M I_{H}$ for some scalars $0<m<M$ and put $h=\frac{M}{m}$. Then

$$
(1-t) A_{1}+t A_{2} \leq S(h) A_{1} \#_{t} A_{2} \quad \text { for all } t \in[0,1] .
$$

To prove Theorem 6.3, we need the following converse ratio type inequality of Young's inequality.

Lemma 6.3 Let a be a positive number. Then the inequality

$$
\begin{equation*}
S(a) a^{1-t} \geq(1-t) a+t \tag{6.5}
\end{equation*}
$$

holds for all $t \in[0,1]$. Consequently, for $a, b>0$, the inequality

$$
\begin{equation*}
S\left(\frac{a}{b}\right) a^{1-t} b^{t} \geq(1-t) a+t b \tag{6.6}
\end{equation*}
$$

holds for all $t \in[0,1]$.

Proof. Let $a \neq 1$. We put

$$
f_{a}(t)=\frac{(1-t) a+t}{a^{1-t}}=\left(\frac{1-a}{a} t+1\right) a^{t} .
$$

Then we obtain the constant $S(a)=\frac{(a-1) \frac{1}{a-1}}{e \log a}$ as the maximum of $f_{a}(t)$ for $t \in[0,1]$. Indeed, we have by the elementary differential calculus

$$
f_{a}^{\prime}(t)=\left\{\frac{1-a}{a}+\left(\frac{1-a}{a} t+1\right) \log a\right\} a^{t}
$$

and so the equation $f_{a}^{\prime}(t)=0$ has the following unique solution $t=t_{0}$ :

$$
t_{0}=\frac{a}{a-1}-\frac{1}{\log a} \in[0,1]
$$

In fact, the Klein inequality ensures $t_{0} \in[0,1]$. Furthermore it is easily seen that

$$
f_{a}^{\prime}(t)>0 \quad \text { for } t<t_{0} \quad \text { and } \quad f_{a}^{\prime}(t)<0 \quad \text { for } \quad t>t_{0}
$$

Therefore, the maximum of $f_{a}(t)$ takes at $t=t_{0}$ and we have

$$
\max _{0 \leq t \leq 1} f_{a}(t)=f_{a}\left(t_{0}\right)=S(a)
$$

In the case of $a=1$, the inequality (6.5) is clear since $S(1)=1$. Finally, the inequality (6.6) is obtained replacing $a$ by $\frac{a}{b}$ in (6.5).

Proof of Theorem 6.3. Let $C$ be a positive operator such that $m I_{H} \leq C \leq M I_{H}$ for some scalars $0<m<M$. Then we have

$$
\max _{m \leq a \leq M} S(a) C^{1-t} \geq(1-t) C+t I_{H}
$$

for all $t \in[0,1]$. Moreover, since $S(a)$ is decreasing for $0<a<1$ and increasing for $a>1$, the maximum of $S(a)$ in $a \in[m, M]$ is given by $\max \{S(m), S(M)\}$ and hence

$$
\max \{S(m), S(M)\} C^{1-t} \geq(1-t) C+t I_{H}
$$

Here we replace $C$ by $A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$. Then we have $\frac{m}{M} I_{H} \leq A^{-\frac{1}{2}} B A^{-\frac{1}{2}} \leq \frac{M}{m} I_{H}$, i.e. $\frac{1}{h} I_{H} \leq$ $A^{-\frac{1}{2}} B A^{-\frac{1}{2}} b \leq h I_{H}$. Hence it follows that for any $t \in[0,1]$

$$
S(h)\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{1-t} \geq(1-t) A^{-\frac{1}{2}} B A^{-\frac{1}{2}}+t I_{H}
$$

by $S(h)=S\left(\frac{1}{h}\right)$. Multiplying both sides by $A^{\frac{1}{2}}$, we have

$$
S(h) A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{1-t} A^{\frac{1}{2}} \geq(1-t) B+t A
$$

### 6.2 Weighted geometric mean

In this section, we present the construction of the weighted geometric mean of $n$ operators, which extend to the geometric mean $G\left(A_{1}, \cdots, A_{n}\right)$ of $n$ operators due to Ando-Li-Mathias. For two positive invertible operators $A$ and $B$, the weighted (power) arithmetic, geometric and harmonic means for $t \in[0,1]$ are defined by
the weighted arithmetic mean $\quad A \nabla_{t} B:=(1-t) A+t B$,
the weighted geometric mean $\quad A \#_{t} B:=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{t} A^{\frac{1}{2}}$,
the weighted harmonic mean $\quad A!_{t} B:=\left((1-t) A^{-1}+t B^{-1}\right)^{-1}$.
We need some preparations to define weighted means of $n$ operators. We use a limiting process to define a weighted means of $n$ operators. In proving convergence we use the following Thompson metric on the convex cone $\Omega$ of positive invertible operators:

$$
d(A, B)=\max \{\log M(A / B), \log M(B / A)\}
$$

where $M(A / B)=\inf \{\lambda>0: A \leq \lambda B\}$. We remark that $\Omega$ is a complete metric space with respect to this metric and the corresponding metric topology on $\Omega$ agrees with the relative norm topology.

Lemma 6.4 Let $A$ and $B$ be positive invertible operators. Then the following estimates coincide with the Thompson metric:

$$
\begin{aligned}
d(A, B) & =\max \left\{\log \left\|B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right\|, \log \left\|A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right\|\right\} \\
& =\log \left(\max \left\{r\left(B^{-1} A\right), r\left(A^{-1} B\right)\right\}\right) \\
& =\left\|\log B^{-\frac{1}{2}} A B^{-\frac{1}{2}}\right\|=\left\|\log A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right\| .
\end{aligned}
$$

The Thompson metric has many nice properties, cf. [13]:
Lemma 6.5 Let $A, B$ and $C$ be positive invertible operators. Then
(i) $d(A, C) \leq d(A, B)+d(B, C)$.
(ii) $d(A, B) \geq 0$ and $d(A, B)=0 \Longleftrightarrow A=B$.
(iii) $\exp (-d(A, B)) A \leq B \leq \exp (d(A, B)) A$.
(iv) $d\left(T^{*} A T, T^{*} B T\right)=d(A, B) \quad$ for every invertible operator $T$.
(v) $d\left(A^{t}, B^{t}\right) \leq t d(A, B) \quad$ for all $t \in[0,1]$.
(vi) $\|A-B\| \leq(\exp d(A, B)-1)\|A\|$.

Next, we estimate the distance among weighted geometric means.
Lemma 6.6 $d\left(A \#_{t} C, B \#_{t} D\right) \leq(1-t) d(A, B)+t d(C, D) \quad$ for all $t \in[0,1]$.
Proof. Note that

$$
T^{*}(X)^{t} T=\left\|T^{*} T\right\|\left(\frac{T^{*}}{\left\|T^{*}\right\|} X^{t} \frac{T}{\|T\|}\right) \leq\left\|T^{*} T\right\|\left(\frac{T^{*}}{\left\|T^{*}\right\|} X \frac{T}{\|T\|}\right)^{t}=\left\|T^{*} T\right\|^{1-t}\left(T^{*} X T\right)^{t}
$$

by Jensen's operator inequality. So we have

$$
\begin{aligned}
& \log r\left(\left(A \#_{t} C\right)^{-1}\left(B \#_{t} D\right)\right)=\log r\left(\left(A^{-1} \#_{t} C^{-1}\right)\left(B \#_{t} D\right)\right) \\
& =\log r\left(A^{-1 / 2}\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{t} A^{-1 / 2} B^{1 / 2}\left(B^{-1 / 2} D B^{-1 / 2}\right)^{t} B^{1 / 2}\right) \\
& =\log \left\|\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{t / 2} A^{-1 / 2} B^{1 / 2}\left(B^{-1 / 2} D B^{-1 / 2}\right)^{t} B^{1 / 2} A^{-1 / 2}\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{t / 2}\right\| \\
& \leq \log \left\|A^{-1 / 2} B A^{-1 / 2}\right\|^{1-t}\left\|\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{t / 2}\left(A^{-1 / 2} D A^{-1 / 2}\right)^{t}\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{t / 2}\right\| \\
& \leq \log \left\|A^{-1 / 2} B A^{-1 / 2}\right\|^{1-t}\left\|\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{1 / 2}\left(A^{-1 / 2} D A^{-1 / 2}\right)\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)^{1 / 2}\right\|^{t} \\
& =\log r\left(A^{-1} B\right)^{1-t} r\left(\left(A^{1 / 2} C^{-1} A^{1 / 2}\right)\left(A^{-1 / 2} D A^{-1 / 2}\right)\right)^{t} \\
& =\log r\left(A^{-1} B\right)^{1-t} r\left(C^{-1} D\right)^{t}=(1-t) \log r\left(A^{-1} B\right)+t \log r\left(C^{-1} D\right) \\
& =(1-t) d(A, B)+t d(C, D) .
\end{aligned}
$$

We present the definition of the weighted geometric mean $G[n, t]$ with $t \in[0,1]$ for an $n$-tuple of positive invertible operators $A_{1}, A_{2}, \cdots, A_{n}$. Let
$G[2, t]\left(A_{1}, A_{2}\right)=A_{1} \#_{t} A_{2}$. For $n \geq 3, G[n, t]$ is defined inductively as follows: Put $A_{i}^{(1)}=A_{i}$ for all $i=1, \cdots, n$ and

$$
A_{i}^{(r)}=G[n-1, t]\left(\left(A_{j}^{(r-1)}\right)_{j \neq i}\right)=G[n-1, t]\left(A_{1}^{(r-1)}, \cdots, A_{i-1}^{(r-1)}, A_{i+1}^{(r-1)}, \cdots, A_{n}^{(r-1)}\right)
$$

inductively for $r$. If sequences $\left\{A_{i}^{(r)}\right\}$ have the same $\operatorname{limit}^{\lim }{ }_{r \rightarrow \infty} A_{i}^{(r)}$ for all $i=1, \cdots, n$ in the Thompson metric, then we define

$$
G[n, t]\left(A_{1}, \cdots, A_{n}\right)=\lim _{r \rightarrow \infty} A_{i}^{(r)}
$$

To show that sequences $\left\{A_{i}^{(r)}\right\}$ converge, we investigate the construction of the weighted arithmetic mean due to Lawson and Lim: Let $A[2, t]\left(A_{1}, A_{2}\right)=(1-t) A_{1}+t A_{2}$. For $n \geq 3$, $A[n, t]$ is defined inductively as follows: Put $\widetilde{A_{i}^{(1)}}=A_{i}$ for all $i=1, \cdots, n$ and

$$
\left.\widetilde{A_{i}^{(r)}}=A[n-1, t]\left(\widetilde{\left(\left(A_{j}^{(r-1)}\right.\right.}\right)_{j \neq i}\right)=A[n-1, t] \widetilde{\left(\widetilde{A_{1}^{(r-1)}}, \cdots, \widetilde{A_{i-1}^{(r-1)}}, \widetilde{A_{i+1}^{(r-1)}}, \cdots, \widetilde{A_{n}^{(r-1)}}\right)}
$$

inductively for $r$. Then we see that sequences $\left\{\widetilde{A_{i}^{(r)}}\right\}$ have the same limit $\lim _{r \rightarrow \infty} \widetilde{A_{i}^{(r)}}$ for all $i=1, \cdots, n$ because it is just the problems on weights. If we put

$$
A[n, t]\left(A_{1}, \cdots, A_{n}\right)=\lim _{r \rightarrow \infty} \widetilde{A_{i}^{(r)}}
$$

then it is expressed by

$$
\begin{equation*}
A[n, t]\left(A_{1}, \cdots, A_{n}\right)=t[n]_{1} A_{1}+\cdots+t[n]_{n} A_{n} \tag{6.7}
\end{equation*}
$$

where $t[n]_{i} \geq 0$ for $i=1, \cdots, n$ and $\sum_{i=1}^{n} t[n]_{i}=1$. Similarly, we can define the weighted harmonic mean $H[n, t]\left(A_{1}, \cdots, A_{n}\right)$ as

$$
H[n, t]\left(A_{1}, \cdots, A_{n}\right)=\left(t[n]_{1} A_{1}^{-1}+\cdots+t[n]_{n} A_{n}^{-1}\right)^{-1}
$$

We remark that the coefficient $\left\{t[n]_{i}\right\}$ depends on $n$ only. For example, in the case of $n=2,3$, it follows that

$$
\begin{aligned}
& A[2, t]\left(A_{1}, A_{2}\right)=(1-t) A_{1}+t A_{2} \\
& t[2]_{1}=1-t \quad \text { and } \quad t[2]_{2}=t, \\
& A[3, t]\left(A_{1}, A_{2}, A_{3}\right)=\frac{1-t}{2-t} A_{1}+\frac{1-t+t^{2}}{2+t-t^{2}} A_{2}+\frac{t}{1+t} A_{3}, \\
& t[3]_{1}=\frac{1-t}{2-t}, \quad t[3]_{2}=\frac{1-t+t^{2}}{(2-t)(1+t)} \quad \text { and } \quad t[3]_{3}=\frac{t}{1+t} .
\end{aligned}
$$

For the sake of convenience, we show the general term of the coefficient $\left\{t[n]_{i}\right\}$ :
Lemma 6.7 For any positive integer $n \geq 2$

$$
\begin{equation*}
t[n]_{n-m}=\frac{m(m+1)+2 m(n-2 m-2) t+\left(n^{2}-(4 m+1) n+4 m(m+1)\right) t^{2}}{(n-1)(m+(n-2 m) t)(m+1+(n-2(m+1)) t)} \tag{6.8}
\end{equation*}
$$

for $m=0,1, \cdots, n-1$.
Proof. We prove this lemma by induction on both $n$ and $m$. First of all, we show

$$
\begin{equation*}
t[n]_{n}=\frac{t}{1+(n-2) t} \tag{6.9}
\end{equation*}
$$

for any integer $n \geq 2$. Suppose that the expression (6.9) holds for $n$ and put $\omega=t[n]_{n} \in$ $(0,1)$. Noticing that $t[n+1]_{n+1}=A[n+1, t]\left(O, \cdots, O, I_{H}\right)$, we consider the case $A_{1}=\cdots=$ $A_{n}=O$ and $A_{n+1}=I_{H}$. In this case, for $i=1, \cdots, n$, all $\widetilde{A_{i}^{(r)}}$ are equal and hence we can write $a_{r} I_{H}=\widetilde{A_{i}^{(r)}}$, and also put $b_{r} I_{H}=\widetilde{A_{n+1}^{(r)}}$. Then simple observation shows

$$
a_{1}=0, b_{1}=1, a_{r+1}=(1-\omega) a_{r}+\omega b_{r} \quad \text { and } \quad b_{r+1}=a_{r}
$$

and hence we have

$$
a_{1}=0, a_{r+1}-a_{r}=-\omega\left(a_{r}-a_{r-1}\right)
$$

It follows that

$$
a_{r+1}=a_{1}-\sum_{k=1}^{r}(-\omega)^{k}=\omega \frac{1-(-\omega)^{r}}{1+\omega} \longrightarrow \frac{t[n]_{n}}{1+t[n]_{n}}=\frac{t}{1+(n-1) t} \quad \text { as } r \rightarrow \infty .
$$

It follows from $t[n+1]_{n+1}=\lim _{r \rightarrow \infty} a_{r}$ that (6.9) holds for any integer $n \geq 2$ by induction.
Replacing $t$ by $1-t$ in (6.9), we have

$$
\begin{equation*}
t[n]_{1}=\frac{1-t}{(n-1)-(n-2) t} \tag{6.10}
\end{equation*}
$$

By a similar consideration, we have the following recurrence formula:

$$
\begin{equation*}
t[n+1]_{k}=1-\frac{\sum_{j<k} t[n]_{j}}{1+t[n]_{k-1}}-\frac{\sum_{j>k-1} t[n]_{j}}{1+t[n]_{k}} \tag{6.11}
\end{equation*}
$$

for $k=2, \cdots, n$.
Now, we show (6.8) by induction. Since $t[2]_{2}=t$, it follows that (6.8) holds for $n=2$. Inductively, let $n \geq 2$ be an integer such that (6.8) holds. Then it follows from (6.9) and induction that

$$
\sum_{j>n-m-1} t[n]_{j}=\frac{(m+1)(m+(n-2 m-1) t)}{(n-1)(m+1+(n-2 m-2) t)}
$$

for all $m$ such that $m<n$. If $m=n$, then it follows from (6.10) that $t[n+1]_{1}=\frac{1-t}{n+(1-n) t}$. If $m<n$, then it follows from (6.9) and (6.11) that

$$
t[n+1]_{n-m}=\frac{m(m+1)+2 m(n-2 m-1) t+\left(n^{2}-(4 m-1) n+4 m^{2}\right) t^{2}}{n(m+(n+1-2 m) t)(m+1+(n-2 m-1) t)} .
$$

In the case of $n+1$, it follows that (6.8) holds for all $m<n+1$. Therefore, (6.8) holds for all $n \geq 2$ by induction.

To confirm that the above weighted geometric mean can be always defined, we observe properties of the weighted geometric mean.

Lemma 6.8 For any positive integer $n \geq 2$, let $A_{1}, \cdots, A_{n}$ and $B_{1}, \cdots, B_{n}$ be positive invertible operators. Assume that $G[n, t]$ is defined for $n \leq n_{0}$ for some $n_{0}$. Then

$$
\begin{equation*}
d\left(G[n, t]\left(A_{1}, \cdots, A_{n}\right), G[n, t]\left(B_{1}, \cdots, B_{n}\right)\right) \leq A[n, t]\left(d\left(A_{1}, B_{1}\right), \cdots, d\left(A_{n}, B_{n}\right)\right) \tag{6.12}
\end{equation*}
$$

holds for $n \leq n_{0}$.
Proof. It follows from Lemma 6.6 that the inequality (6.12) holds for $n=2$ :

$$
d\left(A_{1} \#_{t} A_{2}, B_{1} \#_{t} B_{2}\right) \leq(1-t) d\left(A_{1}, B_{1}\right)+t d\left(A_{2}, B_{2}\right) \quad \text { for all } t \in[0,1] .
$$

Assume (6.12) holds for $n=N<n_{0}$. For ( $N+1$ )-tuples ( $A_{1}, \cdots, A_{N+1}$ ) and ( $B_{1}, \cdots, B_{N+1}$ ), it follows by induction that

$$
\begin{aligned}
d\left(A_{J}^{(r+1)}, B_{J}^{(r+1)}\right) & =d\left(G[N, t]\left(\left(A_{j}^{(r)}\right)_{j \neq J}\right), G[N, t]\left(\left(B_{j}^{(r)}\right)_{j \neq J}\right)\right) \\
& \leq A[N, t]\left(\left(d\left(A_{j}^{(r)}, B_{j}^{(r)}\right)_{j \neq J}\right)\right) .
\end{aligned}
$$

Note that this process is parallel to that of the definition for the weighted arithmetic mean: For a fixed $J$, put weights $w_{j}^{(r)}$ inductively with

$$
\begin{aligned}
\widetilde{A_{J}^{(r+1)}} & \left.=A[N, t]\left(\widetilde{\left(\left(A_{j}^{(r)}\right.\right.}\right)_{j \neq J}\right)=\sum_{j=1}^{N+1} w_{j}^{(1)} \widetilde{A_{j}^{(r)}} \\
& =\sum_{j=1}^{N+1} w_{j}^{(2)} \widetilde{A_{j}^{(r-1)}}=\cdots=\sum_{j=1}^{N+1} w_{j}^{(r)} A_{j} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\widetilde{A_{J}^{(r+1)}} \nabla_{t} \widetilde{B_{J}^{(r+1)}} & =\left(\sum_{j=1}^{N+1} w_{j}^{(r)} A_{j}\right) \nabla_{t}\left(\sum_{j=1}^{N+1} w_{j}^{(r)} B_{j}\right) \\
& =\sum_{j=1}^{N+1} w_{j}^{(r)}\left(A_{j} \nabla_{t} B_{j}\right) .
\end{aligned}
$$

The left hand in the above equation converges to

$$
A[N+1, t]\left(A_{1} \nabla_{t} B_{1}, \cdots, A_{N+1} \nabla_{t} B_{N+1}\right)=\sum_{k=1}^{N+1} t[N+1]_{k} A_{k} \nabla_{t} B_{k} \quad \text { as } r \rightarrow \infty,
$$

which implies

$$
w_{k}^{(r)} \longrightarrow t[N+1]_{k} .
$$

Then the same weights appear in the successive relations for $d\left(A_{J}^{(r+1)}, B_{J}^{(r+1)}\right)$ as that for $\widetilde{A_{J}^{(r+1)}} \nabla_{t} \widetilde{B_{J}^{(r+1)}}$ :

$$
\begin{aligned}
d\left(A_{J}^{(r+1)}, B_{J}^{(r+1)}\right) & \leq A[N, t]\left(\left(d\left(A_{k}^{(r)}, B_{k}^{(r)}\right)\right)_{k \neq J}\right)=\sum_{k=1}^{N+1} w_{k}^{(1)} d\left(A_{k}^{(r)}, B_{k}^{(r)}\right) \\
& \leq \sum_{k=1}^{N+1} w_{k}^{(2)} d\left(A_{k}^{(r-1)}, B_{k}^{(r-1)}\right) \leq \cdots \leq \sum_{k=1}^{N+1} w_{k}^{(r)} d\left(A_{k}, B_{k}\right)
\end{aligned}
$$

so that, taking limit as $r \rightarrow \infty$, we have

$$
\begin{aligned}
& d\left(G[N+1, t]\left(A_{1}, \cdots, A_{N+1}\right), G[N+1, t]\left(B_{1}, \cdots, B_{N+1}\right)\right) \\
& \quad \leq \sum_{k=1}^{N+1} t[N+1]_{k} d\left(A_{k}, B_{k}\right)=A[N+1, t]\left(d\left(A_{1}, B_{1}\right), \cdots, d\left(A_{N+1}, B_{N+1}\right)\right)
\end{aligned}
$$

Thus (6.12) holds for all $n \leq n_{0}$.
Remark 6.1 If $t=\frac{1}{2}$, then we have $t[n]_{i}=\frac{1}{n}$ for $i=1, \cdots, n$ and hence Lemma 6.8 is a generalization of (6.1). In fact,

$$
R\left(G\left(A_{1}, \cdots, A_{n}\right), G\left(B_{1}, \cdots, B_{n}\right)\right) \leq\left\{\prod_{i=1}^{n} R\left(A_{i}, B_{i}\right)\right\}^{\frac{1}{n}}
$$

Taking the logarithm of both sides of this inequality, we have

$$
\log R\left(G\left(A_{1}, \cdots, A_{n}\right), G\left(B_{1}, \cdots, B_{n}\right)\right) \leq \frac{1}{n}\left(\log R\left(A_{1}, B_{1}\right)+\cdots+\log R\left(A_{n}, B_{n}\right)\right)
$$

that is,

$$
d\left(G\left(A_{1}, \cdots, A_{n}\right), G\left(B_{1}, \cdots, B_{n}\right)\right) \leq \frac{1}{n} \sum_{i=1}^{n} d\left(A_{i}, B_{i}\right)
$$

Now we confirm that $G[n, t]\left(A_{1}, \cdots, A_{n}\right)$ is defined for all $n$ :
Theorem 6.4 For any positive integer $n \geq 2$ and $0<t<1$, the weighted geometric mean $G[n, t]$ can be defined for all $n$-tuples of positive invertible operators and

$$
d\left(G[n, t]\left(A_{1}, \cdots, A_{n}\right), G[n, t]\left(B_{1}, \cdots, B_{n}\right)\right) \leq A[n, t]\left(d\left(A_{1}, B_{1}\right), \cdots, d\left(A_{n}, B_{n}\right)\right)
$$

holds.
Proof. For $n=2, G[2, t]\left(A_{1}, A_{2}\right)=A_{1} \#_{t} A_{2}$ is defined. Assume that $G[n, t]$ is defined for $n \leq N$. Take $(N+1)$-tuples $\left(A_{1}, \cdots, A_{N+1}\right)$ and $\left(B_{1}, \cdots, B_{N+1}\right)$ of positive invertible operators. By Lemma 6.8, we have

$$
\begin{aligned}
& d\left(G[n, t]\left(A_{i(1)}, \cdots, A_{i(n)}\right), G[n, t]\left(B_{i(1)}, \cdots, B_{i(n)}\right)\right) \\
& \quad \leq A[n, t]\left(d\left(A_{i(1)}, B_{i(1)}\right), \cdots, d\left(A_{i(n)}, B_{i(n)}\right)\right)
\end{aligned}
$$

for all $n \leq N$. Take the sequence $\left\{A_{i}^{(r)}\right\}$ for $\left(A_{1}, \cdots, A_{N+1}\right)$ to define $G[N+1, t]$. To show the existence of the weighted geometric mean, we have only to show that $\left\{A_{J}^{(r)}\right\}_{r=1}^{\infty}$ for a fixed $J$ is a Cauchy sequence in the Thompson metric. Then the above inequality shows

$$
\begin{aligned}
d\left(A_{J}^{(r+1)}, A_{J}^{(r)}\right) & =d\left(G[N, t]\left(\left(A_{j}^{(r)}\right)_{j \neq J}\right), G[N, t]\left(\left(A_{J}^{(r)}\right)\right)\right) \\
& \leq A[N, t]\left(\left(d\left(A_{j}^{(r)}, A_{J}^{(r)}\right)\right)_{j \neq J}\right) \\
& =A[N, t]\left(\left(d\left(G[N, t]\left(\left(A_{i}^{(r-1)}\right)_{i \neq j}\right), G[N, t]\left(\left(A_{i}^{(r-1)}\right)_{i \neq J}\right)\right)\right)\right. \\
& =A[N, t]\left(\left(d\left(G[N, t]\left(\left(A_{j(i)}^{(r-1)}\right)\right), G[N, t]\left(\left(A_{J(i)}^{(r-1)}\right)\right)\right)\right.\right. \\
& \leq A[N, t]\left(A[N, t]\left(d\left(A_{j(i)}^{(r-1)}, A_{J(i)}^{(r-1)}\right)\right)\right.
\end{aligned}
$$

Since $d$ is a metric, then $d\left(A_{j(i)}^{(r-1)}, A_{J(i)}^{(r-1)}\right)=0$ when $j(i)=J(i)$. Moreover a direct computation shows the above last form can be expressed by only the terms $d\left(A_{k}^{(r-1)}, A_{k+1}^{(r-1)}\right)(k=$ $1, \cdots, N)$. There exist positive numbers $v_{k}$ which do not depend on $r$ with

$$
d\left(A_{J}^{(r+1)}, A_{J}^{(r)}\right) \leq \sum_{k=1}^{N} v_{k} d\left(A_{k}^{(r-1)}, A_{k+1}^{(r-1)}\right)
$$

Since Lemma 6.8 implies

$$
\begin{aligned}
& d\left(A_{k}^{(r)}, A_{k+1}^{(r)}\right)= d\left(G[N, t]\left(A_{1}^{(r-1)}, \cdots, A_{k-1}^{(r-1)}, A_{k+1}^{(r-1)}, A_{k+2}^{(r-1)}, \cdots, A_{N+1}^{(r-1)}\right)\right. \\
&\left.G[N, t]\left(A_{1}^{(r-1)}, \cdots, A_{k-1}^{(r-1)}, A_{k}^{(r-1)}, A_{k+2}^{(r-1)}, \cdots, A_{N+1}^{(r-1)}\right)\right) \\
& \leq t[N]_{k} d\left(A_{k}^{(r-1)}, A_{k+1}^{(r-1)}\right) \leq \cdots \leq t[N]_{k}^{r-1} d\left(A_{k}, A_{k+1}\right)
\end{aligned}
$$

we have

$$
d\left(A_{J}^{(r+1)}, A_{J}^{(r)}\right) \leq \sum_{k=1}^{N} v_{k} d\left(A_{k}^{(r-1)}, A_{k+1}^{(r-1)}\right) \leq \sum_{k=1}^{N} v_{k} t[N]_{k}^{r-1} d\left(A_{k}, A_{k+1}\right)
$$

Putting $\rho=\max \{1-t, t\}$ and $M=\max _{k} d\left(A_{k}, A_{k+1}\right)$, we have $t[N]_{k} \leq \rho$ and

$$
d\left(A_{J}^{(r+1)}, A_{J}^{(r)}\right) \leq\left(\sum_{k=1}^{N} v_{k}\right) M \rho^{r-1}
$$

Therefore, for $s>r$,

$$
\begin{aligned}
d\left(A_{J}^{(s)}, A_{J}^{(r)}\right) & \leq \sum_{j=1}^{s-r} d\left(A_{J}^{(s-j+1)}, A_{J}^{(s-j)}\right) \leq\left(\sum_{k=1}^{N} v_{k}\right) \sum_{j=1}^{s-r} M \rho^{s-j-1} \\
& =\left(\sum_{k=1}^{N} v_{k}\right) M \frac{\rho^{r-1}\left(1-\rho^{s-r}\right)}{1-\rho} \leq\left(\sum_{k=1}^{N} v_{k}\right) M \frac{\rho^{r-1}}{1-\rho} \rightarrow 0 \quad \text { as } r \rightarrow \infty,
\end{aligned}
$$

which means the sequence $\left\{A_{J}^{(r)}\right\}$ for $J=1, \cdots, N+1$ is Cauchy. Finally, we show $\left\{A_{J}^{(r)}\right\}$ for $J=1, \cdots, N+1$ have the same limit. It is enough to show that $\lim _{r \rightarrow \infty} A_{1}^{(r)}=\lim _{r \rightarrow \infty} A_{2}^{(r)}$. Let $B_{1}$ and $B_{2}$ such that $\lim _{r \rightarrow \infty} A_{1}^{(r)}=B_{1}$ and $\lim _{r \rightarrow \infty} A_{2}^{(r)}=B_{2}$. Then

$$
d\left(B_{1}, B_{2}\right) \leq d\left(B_{1}, A_{1}^{(r)}\right)+d\left(A_{1}^{(r)}, A_{2}^{(r)}\right)+d\left(A_{2}^{(r)}, B_{2}\right)
$$

and

$$
0 \leq d\left(A_{1}^{(r)}, A_{2}^{(r)}\right) \leq t[N]_{1}^{r-1} d\left(A_{1}, A_{2}\right) \rightarrow 0 \quad \text { as } r \rightarrow \infty
$$

We conclude that $B_{1}=B_{2}$. Hence $\left\{A_{J}^{(r)}\right\}$ for $J=1, \cdots, N+1$ have the same limit by the same way. Thus $G[n, t]$ is defined and the required inequality holds by Lemma 6.8.

Remark 6.2 The $\frac{1}{2}$-weighted geometric mean $G\left[n, \frac{1}{2}\right]\left(A_{1}, \cdots, A_{n}\right)$ coincides with the geometric one $G\left(A_{1}, \cdots, A_{n}\right)$ due to Ando-Li-Mathias.

We sum up some properties of the weighted geometric mean:
Theorem 6.5 Let $0<t<1$ and any positive integer $n \geq 2$.
(P1) Consistency with scalars. If $A_{1}, \cdots, A_{n}$ mutually commute for $i=1, \cdots, n$, then

$$
G[n, t]\left(A_{1}, \cdots, A_{n}\right)=\prod_{i=1}^{n} A_{i}^{t[n]_{i}}
$$

where $\left\{t[n]_{i}\right\}$ is defined by (6.7) and (6.8).
(P2) Joint homogeneity. For $\alpha_{i}>0$

$$
\begin{aligned}
G[n, t]\left(\alpha_{1} A_{1}, \cdots, \alpha_{n} A_{n}\right) & =G[n, t]\left(\alpha_{1}, \cdots, \alpha_{n}\right) G[n, t]\left(A_{1}, \cdots, A_{n}\right) \\
& =\prod_{i=1}^{n} \alpha_{i}^{t[n]_{i}} G[n, t]\left(A_{1}, \cdots, A_{n}\right)
\end{aligned}
$$

where $\left\{t[n]_{i}\right\}$ is defined by (6.7) and (6.8).
(P3) Monotonicity. The mapping $\left(A_{1}, \cdots, A_{n}\right) \mapsto G[n, t]\left(A_{1}, \cdots, A_{n}\right)$ is monotone, i.e. if $A_{i} \geq B_{i}$ for $i=1, \cdots, n$, then

$$
G[n, t]\left(A_{1}, \cdots, A_{n}\right) \geq G[n, t]\left(B_{1}, \cdots, B_{n}\right)
$$

(P4) Congruence invariance. For every invertible operator $T$

$$
G[n, t]\left(T^{*} A_{1} T, \cdots, T^{*} A_{n} T\right)=T^{*} G[n, t]\left(A_{1}, \cdots, A_{n}\right) T
$$

(P5) Joint concavity. The mapping $\left(A_{1}, \cdots, A_{n}\right) \mapsto G[n, t]\left(A_{1}, \cdots, A_{n}\right)$ is jointly concave:

$$
G[n, t]\left(\sum_{i=1}^{n} \lambda_{i} A_{1 i}, \cdots, \sum_{i=1}^{n} \lambda_{i} A_{n i}\right) \geq \sum_{i=1}^{n} \lambda_{i} G[n, t]\left(A_{1 i}, \cdots, A_{n i}\right),
$$

where $\lambda_{i} \geq 0$ with $\sum_{i=1}^{n} \lambda_{i}=1$.
(P6) Self-duality.

$$
G[n, t]\left(A_{1}, \cdots, A_{n}\right)=G[n, t]\left(A_{1}^{-1}, \cdots, A_{n}^{-1}\right)^{-1} .
$$

(P7) The arithmetic-geometric-harmonic mean inequality holds:

$$
\begin{equation*}
H[n, t]\left(A_{1}, \cdots, A_{n}\right) \leq G[n, t]\left(A_{1}, \cdots, A_{n}\right) \leq A[n, t]\left(A_{1}, \cdots, A_{n}\right) \tag{AGH}
\end{equation*}
$$

Proof. The properties (P1)-(P7) can be easily proved by induction and the fact that they are known to be true for $n=2$. To illustrate that we prove (P7). We know that the result is true for $n=2$. Now let us assume it is true for $n$ and prove it for $n+1$.

$$
\begin{aligned}
A_{i}^{(r+1)} & =G[n, t]\left(\left(A_{j}^{(r)}\right)_{j \neq i}\right) \leq A[n, t]\left(\left(A_{j}^{(r)}\right)_{j \neq i}\right) \\
& \leq A[n, t]\left(\left(\left(A_{j}^{(r)}\right)_{j \neq i}\right)=\widetilde{A_{i}^{(r+1)}}\right.
\end{aligned}
$$

for $i=1, \cdots, n+1$. Therefore, as $r \rightarrow \infty$, we have $G[n+1, t]\left(A_{1}, \cdots, A_{n+1}\right) \leq A[n+$ $1, t]\left(A_{1}, \cdots, A_{n+1}\right)$. By (P6), we have the left-hand side of (P7).

### 6.3 The Kantorovich type inequality

First of all, we show a converse of the weighted arithmetic-geometric mean inequality of $n$ operators, which is an improvement of Theorem 6.1 for $n \geq 3$ :

Theorem 6.6 For any positive integer $n \geq 2$, let $A_{1}, A_{2}, \cdots, A_{n}$ be positive invertible operators on a Hilbert space $H$ such that $0<m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1,2, \cdots, n$ and some scalars $0<m<M$. Then

$$
A[n, t]\left(A_{1}, \cdots, A_{n}\right) \leq \frac{(M+m)^{2}}{4 M m} G[n, t]\left(A_{1}, \cdots, A_{n}\right)
$$

for $0<t<1$.
Remark 6.3 In the case of $t=\frac{1}{2}$, we have

$$
\begin{equation*}
\frac{A_{1}+\cdots+A_{n}}{n} \leq \frac{(M+m)^{2}}{4 M m} G\left(A_{1}, \cdots, A_{n}\right) . \tag{6.13}
\end{equation*}
$$

For $n=3$, the constant in (6.13) coincides with one in Theorem 6.1. For $n \geq 4$, the constant in (6.13) is less than one in Theorem 6.1.

To prove Theorem 6.6, we need the following lemma.
Lemma 6.9 Let $\Phi$ be a positive linear mapping on the algebra $B(H)$ of all bounded linear operators on a Hilbert space $H$ such that $\Phi\left(I_{H}\right)=I_{H}$. Then

$$
\Phi(A) \leq \frac{(M+m)^{2}}{4 M m} \Phi\left(A^{-1}\right)^{-1}
$$

for all positive operators $A$ such that $m I_{H} \leq A \leq M I_{H}$ for some scalars $M>m>0$.
Proof. Since $t^{-1} \leq \frac{M+m}{M m}-\frac{1}{M m} t$ for all $t \in[m, M]$, we have

$$
\begin{aligned}
\Phi(A) & \leq(M+m) I-M m \Phi(A) \\
& =\frac{(M+m)^{2}}{4 M m} \Phi\left(A^{-1}\right)^{-1}-\left(\frac{M+m}{2 \sqrt{M m}} \Phi\left(A^{-1}\right)^{-\frac{1}{2}}-\sqrt{M m} \Phi(A)^{\frac{1}{2}}\right)^{2} \\
& \leq \frac{(M+m)^{2}}{4 M m} \Phi\left(A^{-1}\right)^{-1}
\end{aligned}
$$

Proof of Theorem 6.6. Let a mapping $\Psi: B(H) \oplus \cdots \oplus B(H) \mapsto B(H) \oplus \cdots \oplus B(H)$ be defined by

$$
\Psi\left(\begin{array}{ccc}
A_{1} & & 0 \\
& \ddots & \\
0 & & A_{n}
\end{array}\right)=\left(\begin{array}{ccc}
t[n]_{1} A_{1}+\cdots+t[n]_{n} A_{n} & & 0 \\
& \ddots & \\
& & \\
t[n]_{1} A_{1}+\cdots+t[n]_{n} A_{n}
\end{array}\right)
$$

where $\left\{t[n]_{i}\right\}$ is defined by (6.7). Then $\Psi$ is a positive linear mapping such that $\Psi\left(I_{H}\right)=I_{H}$. Since

$$
m\left(\begin{array}{ccc}
I_{H} & & 0 \\
& \ddots & \\
0 & & I_{H}
\end{array}\right) \leq\left(\begin{array}{ccc}
A_{1} & & 0 \\
& \ddots & \\
0 & & A_{n}
\end{array}\right) \leq M\left(\begin{array}{ccc}
I_{H} & & 0 \\
& \ddots & \\
0 & & I_{H}
\end{array}\right)
$$

it follows from Lemma 6.9 that

$$
\Psi\left(\begin{array}{ccc}
A_{1} & & 0 \\
& \ddots & \\
0 & & A_{n}
\end{array}\right) \leq \frac{(M+m)^{2}}{4 M m} \Psi\left(\begin{array}{ccc}
A_{1}^{-1} & & 0 \\
& \ddots & \\
0 & & A_{n}^{-1}
\end{array}\right)^{-1}
$$

and hence

$$
A[n, t]\left(A_{1}, \cdots, A_{n}\right) \leq \frac{(M+m)^{2}}{4 M m} H[n, t]\left(A_{1}, \cdots, A_{n}\right) .
$$

By (P7) in Theorem 6.5 we have the desired inequality

$$
A[n, t]\left(A_{1}, \cdots, A_{n}\right) \leq \frac{(M+m)^{2}}{4 M m} G[n, t]\left(A_{1}, \cdots, A_{n}\right)
$$

By using Theorem 6.6 and the weighted arithmetic-geometric mean inequality, we obtain a weighted version of Greub-Rheinboldt inequality of $n$ operators:

Theorem 6.7 For any positive integer $n \geq 2$, let $A_{1}, A_{2}, \cdots, A_{n}$ be positive invertible operators on a Hilbert space $H$ such that $m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1,2, \cdots, n$ and some scalars $0<m<M$. Then for $0<t<1$

$$
\left\langle A_{1} x, x\right\rangle^{t[n]_{1}}\left\langle A_{2} x, x\right\rangle^{t[n]_{2}} \cdots\left\langle A_{n} x, x\right\rangle^{t[n]_{n}} \leq \frac{(M+m)^{2}}{4 M m}\left\langle G[n, t]\left(A_{1}, A_{2}, \cdots, A_{n}\right) x, x\right\rangle
$$

holds for all $x \in H$, where $\left\{t[n]_{i}\right\}$ is defined by (6.7) and (6.8).
Proof. For $0<t<1$, we have

$$
\begin{aligned}
\left\langle A_{1} x, x\right\rangle^{t[n]_{1}}\left\langle A_{2} x, x\right\rangle^{t[n]_{2}} & \cdots\left\langle A_{n} x, x\right\rangle^{t[n]_{n}} \leq t[n]_{1}\left\langle A_{1} x, x\right\rangle+\cdots+t[n]_{n}\left\langle A_{n} x, x\right\rangle \\
& =\left\langle A[n, t]\left(A_{1}, \cdots, A_{n}\right) x, x\right\rangle \\
& \leq \frac{(M+m)^{2}}{4 M m}\left\langle G[n, t]\left(A_{1}, A_{2}, \cdots, A_{n}\right) x, x\right\rangle
\end{aligned}
$$

for all $x \in H$.
Remark 6.4 If we put $t=\frac{1}{2}$ in Theorem 6.7, then $t[n]_{i}=\frac{1}{n}$ for all $i=1, \cdots, n$. Therefore, we have an improvement of Theorem 6.2 for $n \geq 4$.

### 6.4 The Specht type inequality

We recall a 2-operators version of the Specht theorem (Theorem 6.3): If $A_{1}$ and $A_{2}$ are positive invertible operators such that $m I_{H} \leq A_{1}, A_{2} \leq M I_{H}$ for some scalars $0<m<M$, then

$$
(1-t) A_{1}+t A_{2} \leq S(h) A_{1} \#_{t} A_{2} \quad \text { for all } t \in[0,1],
$$

where $h=\frac{M}{m}$. Actually, the Specht ratio is the upper bound of the arithmetic mean by the geometric one for positive numbers. We show a noncommutative version of the Specht theorem of $n$ operators. For this, we state the following lemma.

Lemma 6.10 Let $A_{1}, A_{2}, \cdots, A_{n}$ be positive invertible operators such that $m I_{H} \leq A_{i} \leq$ $M I_{H}$ for some scalars $0<m<M$ and $i=1,2, \cdots, n$ and $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ positive numbers with $\sum_{i=1}^{n} \alpha_{i}=1$. Put $h=\frac{M}{m}$. Then

$$
\alpha_{1} A_{1}+\alpha_{2} A_{2}+\cdots+\alpha_{n} A_{n} \leq S(h) \exp \left(\alpha_{1} \log A_{1}+\alpha_{2} \log A_{2}+\cdots+\alpha_{n} \log A_{n}\right)
$$

where $S(h)$ is the Specht ratio defined by (2.35).
Proof. Put $\mathbb{A}=\operatorname{diag}\left(A_{1}, \cdots, A_{n}\right)$ and $y=\left(\sqrt{\alpha_{1}} x, \cdots, \sqrt{\alpha_{n}} x\right)^{T}$ for every unit vector $x$. By Theorem 2.14, we have

$$
\langle\mathbb{A} y, y\rangle \leq S(h) \exp \langle\log \mathbb{A} y, y\rangle
$$

since $m I_{H} \leq \mathbb{A} \leq M I_{H}$. Therefore, it follows from Jensen's inequality that

$$
\begin{aligned}
\left\langle\left(\alpha_{1} A_{1}+\cdots+\alpha_{n} A_{n}\right) x, x\right\rangle & =\langle\mathbb{A} y, y\rangle \leq S(h) \exp \langle\log \mathbb{A} y, y\rangle \\
& =S(h) \exp \left\langle\sum_{i=1}^{n} \alpha_{i} \log A_{i} x, x\right\rangle \\
& \leq S(h)\left\langle\exp \left(\alpha_{1} \log A_{1}+\cdots+\alpha_{n} \log A_{n}\right) x, x\right\rangle
\end{aligned}
$$

for every unit vector $x \in H$ and hence we have

$$
\alpha_{1} A_{1}+\cdots+\alpha_{n} A_{n} \leq S(h) \exp \left(\alpha_{1} \log A_{1}+\cdots+\alpha_{n} \log A_{n}\right)
$$

By virtue of Lemma 6.10, we have the following theorem.
Theorem 6.8 For any positive integer $n \geq 3$, let $A_{1}, \cdots, A_{n}$ be positive invertible operators such that $m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1,2, \cdots, n$ and some scalars $0<m<M$. Put $h=\frac{M}{m}$. Then for $0<t<1$

$$
A[n, t]\left(A_{1}, \cdots, A_{n}\right) \leq S(h)^{2} G[n, t]\left(A_{1}, \cdots, A_{n}\right)
$$

Proof. By Lemma 6.10, it follows that

$$
A[n, t]\left(A_{1}^{-1}, \cdots, A_{n}^{-1}\right) \leq S(h) \exp \left(A[n, t]\left(\log A_{1}^{-1}, \cdots, \log A_{n}^{-1}\right)\right)
$$

Taking inverse, we have

$$
H[n, t]\left(A_{1}, \cdots, A_{n}\right) \geq S(h)^{-1} \exp \left(A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right)\right)
$$

and this implies

$$
\begin{aligned}
A[n, t]\left(A_{1}, \cdots, A_{n}\right) & \leq S(h) \exp \left(A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right)\right) \\
& \leq S(h)^{2} H[n, t]\left(A_{1}, \cdots, A_{n}\right)
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
A[n, t]\left(A_{1}, \cdots, A_{n}\right) & \leq S(h)^{2} H[n, t]\left(A_{1}, \cdots, A_{n}\right) \\
& \leq S(h)^{2} G[n, t]\left(A_{1}, \cdots, A_{n}\right)
\end{aligned}
$$

and we have this theorem.
By using Theorem 6.8 and the weighted arithmetic-geometric mean inequality, we obtain another $n$ operators version of Grueb-Rheinboldt inequality:

Theorem 6.9 For any positive integer $n \geq 3$, let $A_{1}, \cdots, A_{n}$ be positive invertible operators on a Hilbert space $H$ such that $0<m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1, \cdots, n$ and some scalars $0<m<M$. Put $h=\frac{M}{m}$. Then

$$
\left(A_{1} x, x\right)^{t[n]_{1}}\left(A_{2} x, x\right)^{t[n]_{2}} \cdots\left(A_{n} x, x\right)^{t[n]_{n}} \leq S(h)^{2}\left(G[n, t]\left(A_{1}, \cdots, A_{n}\right) x, x\right)
$$

for all $x \in H$, where $\left\{t[n]_{i}\right\}$ is defined by (6.7) and (6.8).

### 6.5 The Golden-Thompson-Segal inequality

For the construction of nonlinear relativistic quantum fields, Segal proved that

$$
\left\|\mathrm{e}^{H+K}\right\| \leq\left\|\mathrm{e}^{H} \mathrm{e}^{K}\right\|
$$

Also, motivated by quantum statistical mechanics, Golden, Symanzik and Thompson independently proved that

$$
\operatorname{Tr} \mathrm{e}^{H+K} \leq \operatorname{Tr} \mathrm{e}^{H} \mathrm{e}^{K}
$$

holds for Hermitian matrices $H$ and $K$. This inequality is called Golden-Thompson trace inequality.

In the final section, we discuss the Golden-Thompson-Segal type inequalities for the operator norm. Ando and Hiai gave a lower bound on $\left\|\mathrm{e}^{H+K}\right\|$ in terms of the geometric mean: For two self-adjoint operators $H$ and $K$ and $\alpha \in[0,1]$,

$$
\begin{equation*}
\left\|\left(\mathrm{e}^{p H} \#_{\alpha} \mathrm{e}^{p K}\right)^{\frac{1}{p}}\right\| \leq\left\|\mathrm{e}^{(1-\alpha) H+\alpha K}\right\| \tag{6.14}
\end{equation*}
$$

holds for all $p>0$ and the left-hand side of (6.14) converges to the right-hand side as $p \downarrow 0$.
Hiai and Petz showed the following geometric mean version of the Lie-Trotter formula: If $A$ and $B$ are positive invertible and $t \in[0,1]$, then

$$
\lim _{p \rightarrow 0}\left(A^{p} \#_{t} B^{p}\right)^{\frac{1}{p}}=\mathrm{e}^{(1-t) \log A+t \log B}
$$

We firstly show an $n$-variable version of the Lie-Trotter formula for the weighted geometric mean:

Lemma 6.11 Let $A_{1}, A_{2}, \cdots, A_{n}$ be positive invertible operators such that $m I_{H} \leq A_{i} \leq$ $M I_{H}$ for $i=1, \cdots, n$ and some scalars $0<m \leq M$, and let $\lambda_{1}, \cdots, \lambda_{n} \in[0,1]$ such that $\sum_{i=1}^{n} \lambda_{i}=1$. Then $G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}$ uniformly converges to the chaotically geometric mean $\mathrm{e}^{A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right)}$ as $p \downarrow 0$.

Proof. It follows that for each $\lambda_{i}>0$ such that $\sum_{i=1}^{n} \lambda_{i}=1$,

$$
0 \leq \log \sum_{i=1}^{n} \lambda_{i} A_{i}-\sum_{i=1}^{n} \lambda_{i} \log A_{i} \leq \log S(h)
$$

In particular, we have

$$
0 \leq \log A[n, t]\left(A_{1}, \cdots, A_{n}\right)-A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right) \leq \log S(h)
$$

Replacing $A_{i}$ by $A_{i}^{p}$ for $p>0$,

$$
0 \leq \log A[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)-A[n, t]\left(\log A_{1}^{p}, \cdots, \log A_{n}^{p}\right) \leq \log S\left(h^{p}\right)
$$

and hence

$$
0 \leq \log A[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}-A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right) \leq \log S\left(h^{p}\right)^{\frac{1}{p}}
$$

Since $S\left(h^{p}\right)^{\frac{1}{p}} \rightarrow 1$ as $p \downarrow 0$, it follows that $A[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}$ uniformly converges to the chaotically geometric mean $\mathrm{e}^{A[n, t]\left[\log A_{1}, \cdots, \log A_{n}\right)}$ as $p \downarrow 0$.

On the other hand, since

$$
0 \leq \log A[n, t]\left(A_{1}^{-1}, \cdots, A_{n}^{-1}\right)-A[n, t]\left(\log A_{1}^{-1}, \cdots, \log A_{n}^{-1}\right) \leq \log S\left(h^{-1}\right)
$$

it follows from $S\left(h^{-1}\right)=S(h)$ that

$$
0 \geq \log H[n, t]\left(A_{1}, \cdots, A_{n}\right)-A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right) \geq-\log S(h)
$$

and this implies

$$
0 \geq \log H[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p} \frac{1}{p}-A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right) \geq-\log S\left(h^{p}\right)^{\frac{1}{p}}\right.
$$

for all $p>0$. Hence $H[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}$ uniformly converges to the chaotically geometric mean $\mathrm{e}^{A[n, t]\left(\log A_{1}, \cdots, \log A_{n}\right)}$ as $p \downarrow 0$.

By arithmetic-geometric-harmonic mean inequality, we have

$$
\log H[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}} \leq \log G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}} \leq \log A[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}
$$

for all $p>0$ and hence we have this lemma.
For the case of $n=2$, Ando and Hiai are showed that the norm $\left\|\left(A_{1}^{p} \#_{t} A_{2}^{p}\right)^{\frac{1}{p}}\right\|$ is monotone increasing for $p>0$. For $n \geq 3$, we have the following result.
Lemma 6.12 Let $A_{i}$ be positive invertible operators such that $m I_{H} \leq A_{i} \leq M I_{H}$ for $i=$ $1, \cdots, n$ and some scalars $0<m \leq M$. Put $h=\frac{M}{m}$. Then for each $0<q<p$

$$
\begin{aligned}
S\left(h^{p}\right)^{-\frac{2}{p}} & \left\|G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}\right\| \\
& \leq\left\|G[n, t]\left(A_{1}^{q}, \cdots, A_{n}^{q}\right)^{\frac{1}{q}}\right\| \leq S\left(h^{p}\right)^{\frac{2}{p}}\left\|G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}\right\|,
\end{aligned}
$$

where $S(h)$ is defined by (2.35).
Proof. By the arithmetic-geometric mean inequality, it follows that for each $0<q<p$

$$
\begin{aligned}
G[n, t]\left(A_{1}^{\frac{q}{p}}, \cdots, A_{n}^{\frac{q}{p}}\right) & \leq A[n, t]\left(A_{1}^{\frac{q}{p}}, \cdots, A_{n}^{\frac{q}{p}}\right) \\
& \leq A[n, t]\left(A_{1}, \cdots, A_{n}\right)^{\frac{q}{p}} \text { by concavity of } t^{\frac{q}{p}} \text { and } 0<\frac{q}{p}<1 \\
& \leq S(h)^{\frac{2 q}{p}} G[n, t]\left(A_{1}, \cdots, A_{n}\right)^{\frac{q}{p}}
\end{aligned}
$$

The last inequality follows from Theorem 6.8 and the Löwner-Heinz theorem. Replacing $A_{i}$ by $A_{i}^{p}$, we have

$$
G[n, t]\left(A_{1}^{q}, \cdots, A_{n}^{q}\right) \leq S\left(h^{p}\right)^{\frac{2 q}{p}} G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{q}{p}} .
$$

Also,

$$
G[n, t]\left(A_{1}^{-q}, \cdots, A_{n}^{-q}\right) \leq S\left(h^{-p}\right)^{\frac{2 q}{p}} G[n, t]\left(A_{1}^{-p}, \cdots, A_{n}^{-p}\right)^{\frac{q}{p}}
$$

and hence

$$
G[n, t]\left(A_{1}^{q}, \cdots, A_{n}^{q}\right) \geq S\left(h^{p}\right)^{-\frac{2 q}{p}} G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{q}{p}} .
$$

Therefore we have for all $q>0$

$$
\begin{aligned}
S\left(h^{p}\right)^{-\frac{2}{p}} & \left\|G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}\right\| \\
& \leq\left\|G[n, t]\left(A_{1}^{q}, \cdots, A_{n}^{q}\right)^{\frac{1}{q}}\right\| \leq S\left(h^{p}\right)^{\frac{2}{p}}\left\|G[n, t]\left(A_{1}^{p}, \cdots, A_{n}^{p}\right)^{\frac{1}{p}}\right\| .
\end{aligned}
$$

By Lemma 6.12, we show $n$-variable versions of a complement of the Golden-Thom-pson-Segal type inequality due to Ando and Hiai:

Theorem 6.10 Let $H_{1}, H_{2}, \cdots, H_{n}$ be self-adjoint operators such that $m I_{H} \leq H_{i} \leq M I_{H}$ for $i=1, \cdots, n$ and some scalars $m \leq M$. Then

$$
\begin{align*}
S\left(\mathrm{e}^{p(M-m)}\right)^{-\frac{2}{p}} & \left\|G[n, t]\left(\mathrm{e}^{p H_{1}}, \cdots, \mathrm{e}^{p H_{n}}\right)^{\frac{1}{p}}\right\| \\
& \leq\left\|\mathrm{e}^{A[n, t]\left(H_{1}, \cdots, H_{n}\right)}\right\| \leq S\left(\mathrm{e}^{p(M-m)}\right)^{\frac{2}{p}}\left\|G[n, t]\left(\mathrm{e}^{p H_{1}}, \cdots, \mathrm{e}^{p H_{n}}\right)^{\frac{1}{p}}\right\| \tag{6.15}
\end{align*}
$$

for all $p>0$ and the both-hand sides of (6.15) converge to the middle-hand side as $p \downarrow 0$, where the Specht ratio $S(h)$ is defined by (2.35).

Proof. If we replace $A_{i}$ by $\mathrm{e}^{H_{i}}$ in Lemma 6.12, then it follows that

$$
\begin{aligned}
& S\left(\mathrm{e}^{p(M-m)}\right)^{-\frac{2}{p}}\left\|G[n, t]\left(\mathrm{e}^{p H_{1}}, \cdots, \mathrm{e}^{p H_{n}}\right)^{\frac{1}{p}}\right\| \\
& \leq\left\|G[n, t]\left(\mathrm{e}^{q H_{1}}, \cdots, \mathrm{e}^{q H_{n}}\right)^{\frac{1}{q}}\right\| \leq S\left(\mathrm{e}^{p(M-m)}\right)^{\frac{2}{p}}\left\|G[n, t]\left(\mathrm{e}^{p H_{1}}, \cdots, \mathrm{e}^{p H_{n}}\right)^{\frac{1}{p}}\right\|
\end{aligned}
$$

for all $0<q<p$. Hence we have (6.15) as $q \downarrow 0$ by Lemma 6.11.
The latter part of this theorem follows from $S\left(\mathrm{e}^{p(M-m)}\right)^{\frac{2}{p}} \rightarrow 1$ as $p \downarrow 0$.

### 6.6 Notes

For our exposition we have used Ando-Li-Mathias [13], Yamazaki [292], J.I. Fujii-M. Fujii-Nakamura-Pečarić-Seo [60] and J.I. Fujii-M. Fujii-Seo [63].

## Chapter

## 7

## Differential Geometry of Operators

In this chapter, we study some differential-geometrical structure of operators. The space of positive invertible operators of a unital $C^{*}$-algebra has the natural structure of a reductive homogenous manifold with a Finsler metric. Then a pair of points $A$ and $B$ can be joined by a unique geodesic $A \#_{t} B$ for $t \in[0,1]$ and we consider estimates of the upper bounds for the difference between the geodesic and extended interpolational paths by terms of the spectra of positive operators.

### 7.1 Introduction

We recall the Kubo-Ando theory of operator means [165]: A mapping $(A, B) \rightarrow A \sigma B$ in the cone of positive invertible operators is called an operator mean if the following conditions are satisfied:

## Monotonicity

Upper continuity
Transformer inequality
$A \leq C$ and $B \leq D$ imply $A \sigma B \leq C \sigma D$.
$A_{n} \downarrow A$ and $B_{n} \downarrow B$ imply $A_{n} \sigma B_{n} \downarrow A \sigma B$.
$T^{*}(A \sigma B) T \leq\left(T^{*} A T\right) \sigma\left(T^{*} B T\right)$ for all operator $T$.

## Normalized condition $\quad A \sigma A=A$.

In [124, Chapter 5], several inequalities associated with operator means are discussed. For example, the bound $\beta$ in the inequality

$$
\Phi\left(A \sigma_{1} B\right) \geq \alpha \Phi(A) \sigma_{2} \Phi(B)+\beta \Phi(A)
$$

is determined, where $A$ and $B$ are positive invertible operators on a Hilbert space $H, \sigma_{1}, \sigma_{2}$ are two operator means with not affine representing functions, $\Phi$ is a unital positive linear mapping and $\alpha>0$ is a given real constant.

We observe the weighted arithmetic mean $\nabla_{\alpha}$ and the weighted geometric mean $\#_{\alpha}$, for $\alpha \in[0,1]$, defined by

$$
A \nabla_{\alpha} B:=(1-\alpha) A+\alpha B \quad \text { and } \quad A \#_{\alpha} B:=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\alpha} A^{\frac{1}{2}}
$$

respectively. Like the numerical case, the arithmetic-geometric mean inequality holds:

$$
\begin{equation*}
A \#_{\alpha} B \leq A \nabla_{\alpha} B \quad \text { for all } \alpha \in[0,1] . \tag{7.1}
\end{equation*}
$$

In [124, Corollary 5.36] it is obtained the following converse inequality of the arithme-tic-geometric mean inequality (7.1): Let $A$ and $B$ be positive invertible operators satisfying $0<m_{1} I_{H} \leq A \leq M_{1} I_{H}$ and $0<m_{2} I_{H} \leq B \leq M_{2} I_{H}$. Then

$$
A \nabla_{\alpha} B-A \#_{\alpha} B \leq \max \left\{1-\alpha+\alpha m-m^{\alpha}, 1-\alpha+\alpha M-M^{\alpha}\right\} A
$$

where $m=\frac{m_{2}}{M_{1}}$ and $M=\frac{M_{2}}{m_{1}}$.
Tominaga [280] showed the another converse of (7.1) for the arithmetic mean and the geometric one: Let $A$ and $B$ be positive operators on a Hilbert space $H$ satisfying $m I_{H} \leq A, B \leq I_{H}$ for some scalars $0<m<M$. Then (like the numerical case)

$$
A \nabla_{\alpha} B-A \#_{\alpha} B \leq h L(m, M) \log S(h) \quad \text { for all } \alpha \in[0,1]
$$

where $h=\frac{M}{m}$, the logarithmic mean $L(m, M)$ is defined by (2.41) and the Specht ratio $S(h)$ is defined by (2.35).

### 7.2 Interpolational paths

Let $\mathscr{A}$ be a unital C ${ }^{*}$-algebra, $\mathscr{A}^{+}$(resp. $\mathscr{A}^{h}$ ) be the set of all positive invertible (resp. selfadjoint) operators of $\mathscr{A}$. Following an excellent work due to Corach, Porta and Recht [37, 38], $\mathscr{A}^{+}$is a real analytic open submanifold of $\mathscr{A}^{h}$ and its tangent space $\left(T \mathscr{A}^{+}\right)_{A}$ at any $A \in \mathscr{A}^{+}$is naturally identified to $\mathscr{A}^{h}$. For each $A \in \mathscr{A}^{+}$, the norm $\|X\|_{A}=\left\|A^{-\frac{1}{2}} X A^{-\frac{1}{2}}\right\|$,
$X \in\left(T \mathscr{A}^{+}\right)_{A}$ defined a Finslar structure on the tangent bundle $T \mathscr{A}^{+}$. For every $A, B \in \mathscr{A}^{+}$, there is a unique geodesic joining $A$ and $B$ :

$$
\gamma_{A, B}(t)=A \#_{t} B \quad \text { for } t \in[0,1] .
$$

As usual, the length of a smooth curve $\gamma$ in $\mathscr{A}^{+}$is defined by

$$
l(\gamma)=\int_{0}^{1}\|\dot{\gamma}(t)\|_{\gamma(t)} d t
$$

and the geodesic distance between $A$ and $B$ in $\mathscr{A}^{+}$is

$$
d(A, B)=\inf \{l(\gamma): \gamma \text { joins } A \text { and } B\}
$$

Then it follows that

$$
d(A, B)=\left\|\log \left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)\right\|
$$

also see [14]. It is a general fact that $\left(\mathscr{A}^{+}, d\right)$ is a complete metric space.
J.I.Fujii [55] showed that if the manifold $\mathscr{A}^{+}$has a metric $L_{a}(X)=\|X\|$ (resp. $L_{h}(X)=$ $\left.\left\|A^{-1} X A^{-1}\right\|\right)$ on the tangent space $T \mathscr{A}^{+}$, the geodecis and the distance from $A$ to $B$ for $A, B \in \mathscr{A}^{+}$are given by

$$
\begin{array}{rll}
A \nabla_{t} B=(1-t) A+t B \quad \text { and } & d_{1}(A, B)=\|B-A\| \\
\text { (resp. } \quad A!_{t} B=\left((1-t) A^{-1}+t B^{-1}\right)^{-1} \quad \text { and } & \left.d_{-1}(A, B)=\left\|A^{-1}-B^{-1}\right\| .\right)
\end{array}
$$

The paths of means $m_{t}=\#_{t}, \nabla_{t}$ and $!_{t}$ satisfy the following interpolationality [89]:

$$
\left(A m_{p} B\right) m_{t}\left(A m_{q} B\right)=A m_{(1-t) p+t q} B
$$

for $0 \leq p, q, t \leq 1$.
We next recall an interpolational path for symmetric operator means. Following after [89, 96], for a symmetric mean $\sigma$, a parametrized operator mean $\sigma_{t}$ is called an interpolational path for $\sigma$ if it satisfies
(1) $A \sigma_{0} B=A, A \sigma_{1 / 2} B=A \sigma B$ and $A \sigma_{1} B=B$,
(2) $\left(A \sigma_{p} B\right) \sigma\left(A \sigma_{q} B\right)=A \sigma_{\frac{p+q}{2}} B$,
(3) the mapping $t \mapsto A \sigma_{t} B$ is norm continuous for each $A$ and $B$.

Typical examples of symmetric means are so-called power means:

$$
A m_{r} B=A^{\frac{1}{2}}\left(\frac{1+\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{r}}{2}\right)^{\frac{1}{r}} A^{\frac{1}{2}} \quad \text { for } r \in[-1,1]
$$

and their interpolational paths from $A$ to $B$ via $A m_{r} B$ are given as follows: For each $r \in[-1,1]$

$$
A m_{r, t} B=A^{\frac{1}{2}}\left(1-t+t\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{r}\right)^{\frac{1}{r}} A^{\frac{1}{2}} \quad \text { for } t \in[0,1]
$$

In particular, $A m_{1, t} B=A \nabla_{t} B, A m_{0, t} B=A \#_{t} B$ and $A m_{-1, t} B=A!_{t} B$.
Here we consider them in a general setting: For positive invertible operators $A$ and $B$, an extended path $A m_{r, t} B$ is defined as

$$
A m_{r, t} B=A^{\frac{1}{2}}\left(1-t+t\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{r}\right)^{\frac{1}{r}} A^{\frac{1}{2}} \quad \text { for all } r \in \mathbb{R} \text { and } t \in[0,1] .
$$

The representing function $f_{r, t}$ for $m_{r, t}$ is given by

$$
f_{r, t}(\xi)=1 m_{r, t} \xi=\left(1-t+t \xi^{r}\right)^{\frac{1}{r}} \quad \text { for } \xi>0
$$

Notice that $A m_{r, t} B$ for $r \notin[-1,1]$ is no longer an operator mean, but we list some properties of interpolational paths $m_{r, t}$ and the representing function $f_{r, t}$, also see [62].

Since every function $f_{r, t}(\xi)$ is strictly increasing and strictly convex (resp. strictly concave) for $r>1$ (resp. $r<1$ ), it follows that an extended path $A m_{r, t} B$ for each $t \in(0,1)$ is nondecreasing and norm continuous for $r \in \mathbb{R}$ : For $r \leq s$

$$
A m_{r, t} B \leq A m_{s, t} B
$$

Moreover, it is also interpolational for all $r \in \mathbb{R}$. In particular, the transposition formula holds:

$$
\begin{equation*}
B m_{r, t} A=A m_{r, 1-t} B . \tag{7.2}
\end{equation*}
$$

For the sake of convenience, we prepare the following notation: For $k_{2}>k_{1}>0, r \in \mathbb{R}$ and $t \in[0,1]$

$$
\begin{equation*}
a(r, t)=\frac{f_{r, t}\left(k_{2}\right)-f_{r, t}\left(k_{1}\right)}{k_{2}-k_{1}} \quad \text { and } \quad b(r, t)=\frac{k_{2} f_{r, t}\left(k_{1}\right)-k_{1} f_{r, t}\left(k_{2}\right)}{k_{2}-k_{1}} . \tag{7.3}
\end{equation*}
$$

We investigate estimates of the upper bounds for the difference between extended interpolational paths:

Lemma 7.1 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for $r \leq s$ and $t \in(0,1)$

$$
\begin{equation*}
0 \leq A m_{s, t} B-A m_{r, t} B \leq \beta A \quad \text { if } r \leq 1 \tag{7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq A m_{s, t} B-A m_{r, t} B \leq \beta^{\prime} A \quad \text { if } r \geq 1 \tag{7.5}
\end{equation*}
$$

hold for

$$
\beta=\beta\left(r, s, t, k_{1}, k_{2}\right)=\max _{k_{1} \leq \xi \leq k_{2}}\left\{f_{s, t}(\xi)-a(r, t) \xi-b(r, t)\right\}
$$

and

$$
\beta^{\prime}=\beta^{\prime}\left(r, s, t, k_{1}, k_{2}\right)=\max _{k_{1} \leq \xi \leq k_{2}}\left\{a(s, t) \xi+b(s, t)-f_{r, t}(\xi)\right\}
$$

where $a, b$ are defined by (7.3).

Proof. Suppose that $r \leq 1$. If we put $C=A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$, then we have $k_{2} I_{H} \geq C \geq k_{1} I_{H}>0$. Since $f_{r, t}(\xi)$ is concave for $r \leq 1$, it follows from the definition of $\beta$ that

$$
\beta \geq f_{s, t}(\xi)-a(r, t) \xi-b(r, t) \geq f_{s, t}(\xi)-f_{r, t}(\xi) \quad \text { for all } \xi \in\left[k_{1}, k_{2}\right]
$$

and hence

$$
\beta I_{H} \geq f_{s, t}(C)-f_{r, t}(C)
$$

This fact implies

$$
\beta A \geq A^{\frac{1}{2}} f_{s, t}(C) A^{\frac{1}{2}}-A^{\frac{1}{2}} f_{r, t}(C) A^{\frac{1}{2}}=A m_{s, t} B-A m_{r, t} B
$$

which gives the desired result (7.4). Conversely, if $r \geq 1$, then $f_{s, t}(\xi)$ is convex for $1 \leq r \leq s$ and (7.5) follows from the same way.

Remark 7.1 The constant $\beta=\beta\left(s, r, t, k_{1}, k_{2}\right)$ and $\beta^{\prime}=\beta^{\prime}\left(s, r, t, k_{1}, k_{2}\right)$ in Lemma 7.1 can be written explicitly as

$$
\beta=\left\{\begin{array}{lll}
a(r, t)\left(\frac{1-t}{t}\right)^{\frac{1}{s}}\left(t^{\frac{1}{s-1}} a(r, t)^{\frac{s}{1-s}}-1\right)^{\frac{s-1}{s}}-b(r, t) & \text { if } \quad k_{1} \leq \xi_{0} \leq k_{2} \\
f_{s, t}\left(k_{1}\right)-f_{r, t}\left(k_{1}\right) & \text { if } \quad \xi_{0} \leq k_{1} \\
f_{s, t}\left(k_{2}\right)-f_{r, t}\left(k_{2}\right) & \text { if } k_{2} \leq \xi_{0}
\end{array}\right.
$$

where $\xi_{0}=\left(\frac{1}{1-t}\left(\frac{a(r, t)}{t}\right)^{\frac{s}{1-s}}-\frac{t}{1-t}\right)^{-\frac{1}{s}}$ and

$$
\beta^{\prime}= \begin{cases}-a(s, t)\left(\frac{1-t}{t}\right)^{\frac{1}{r}}\left(t^{\frac{1}{r-1}} a(s, t)^{\frac{r}{1-r}}-1\right)^{\frac{r-1}{r}}+b(s, t) & \text { if } k_{1} \leq \xi_{1} \leq k_{2} \\ f_{s, t}\left(k_{1}\right)-f_{r, t}\left(k_{1}\right) & \text { if } \xi_{1} \leq k_{1} \\ f_{s, t}\left(k_{2}\right)-f_{r, t}\left(k_{2}\right) & \text { if } k_{2} \leq \xi_{1}\end{cases}
$$

where $\xi_{1}=\left(\frac{1}{1-t}\left(\frac{a(s, t)}{t}\right)^{\frac{r}{1-r}}-\frac{t}{1-t}\right)^{-\frac{1}{r}}$.
By Lemma 7.1, we obtain estimates of the upper bounds for the difference between the geodesic $A \#_{t} B$ and extended interpolational paths:

Theorem 7.1 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for each $t \in(0,1)$

$$
\begin{equation*}
0 \leq A m_{s, t} B-A \#_{t} B \leq \beta\left(0, s, t, k_{1}, k_{2}\right) A \quad \text { for } s \geq 0 \tag{7.6}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq A \#_{t} B-A m_{r, t} B \leq \beta\left(r, 0, t, k_{1}, k_{2}\right) A \quad \text { for } r \leq 0, \tag{7.7}
\end{equation*}
$$

where $\beta$ is defined by Remark 7.1.

As special cases of Theorem 7.1, we obtain an estimate of the upper bound for the difference between the geodesic $A \#_{t} B$ and the arithmetic interpolational paths $A \nabla_{t} B$, the harmonic one $A!_{t} B$ :

Theorem 7.2 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for each $t \in(0,1)$

$$
0 \leq A \nabla_{t} B-A \#_{t} B \leq \max \left\{1-t+t k_{1}-k_{1}^{t}, 1-t+t k_{2}-k_{2}^{t}\right\} A
$$

and

$$
0 \leq A \#_{t} B-A!_{t} B \leq \beta\left(-1,0, t, k_{1}, k_{2}\right) A
$$

where
$\beta\left(-1,0, t, k_{1}, k_{2}\right)=$

$$
= \begin{cases}\frac{1-t}{\left((1-t) k_{1}+t\right)\left((1-t) k_{2}+t\right)} & \left(\left((1-t) k_{1}+t\right)\left((1-t) k_{2}+t\right)^{\frac{1}{1-t}}-k_{1} k_{2}\right) \\ & \text { if } \quad k_{1}^{1-t} \leq\left((1-t) k_{1}+t\right)\left((1-t) k_{2}+t\right) \leq k_{2}^{1-t} \\ k_{2}^{t}-\frac{k_{2}}{(1-t) k_{2}+t} & \text { if } \quad k_{2}^{1-t} \leq\left((1-t) k_{1}+t\right)\left((1-t) k_{2}+t\right) \\ k_{1}^{t}-\frac{k_{1}}{(1-t) k_{1}+t} & \text { if } \quad k_{1}^{1-t} \geq\left((1-t) k_{1}+t\right)\left((1-t) k_{2}+t\right) .\end{cases}
$$

Proof. If we put $r=0$ and $s=1$ in (7.6) of Theorem 7.1, then $f_{1, t}(\xi)=1-t+t \xi$ and $f_{0, t}(\xi)=\xi^{t}$. Since $a(0, t)=\frac{k_{2}^{t}-k_{1}^{t}}{k_{2}-k_{1}}$, the condition $f_{1, t}^{\prime}\left(k_{2}\right) \leq a(0, t) \leq f_{1, t}^{\prime}\left(k_{1}\right)$ is equivalent to $a(0, t)=t$. Therefore we have

$$
\beta=\left\{\begin{array}{lll}
1-t+t k_{2}-k_{2}^{t} & \text { if } & \frac{k_{2}^{t}-k_{1}^{t}}{k_{2}-k_{1}} \leq t \\
1-t+t k_{1}-k_{1}^{t} & \text { if } & \frac{k_{2}^{t}-k_{1}^{t}}{k_{2}-k_{1}} \geq t
\end{array}\right.
$$

Similarly, we have the latter part of this theorem by using (7.7) in Theorem 7.1.
Next, we show estimates of the lower bounds of the ratio for extended interpolational paths:

Lemma 7.2 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for $r \leq s$ and $t \in(0,1)$

$$
A m_{r, t} B \geq \alpha A m_{s, t} B \quad \text { if } \quad r \leq 1
$$

and

$$
A m_{r, t} B \geq \alpha^{\prime} A m_{s, t} B \quad \text { if } \quad r \geq 1
$$

hold for

$$
\alpha=\alpha\left(r, s, t, k_{1}, k_{2}\right)=\min _{k_{1} \leq \xi \leq k_{2}}\left\{\frac{a(r, t) \xi+b(r, t)}{f_{s, t}(\xi)}\right\}
$$

and

$$
\alpha^{\prime}=\alpha^{\prime}\left(r, s, t, k_{1}, k_{2}\right)=\min _{k_{1} \leq \xi \leq k_{2}}\left\{\frac{f_{r, t}(\xi)}{a(s, t) \xi+b(s, t)}\right\}
$$

where $a, b$ are defined by (7.3).
Proof. Suppose that $r<1$. Since $f_{r, t}(\xi)$ is concave for $r<1$, it follows that

$$
\frac{f_{r, t}(\xi)}{f_{s, t}(\xi)} \geq \frac{a(r, t) \xi+b(r, t)}{f_{s, t}(\xi)} \geq \alpha
$$

and hence $f_{r, t}(\xi) \geq \alpha f_{s, t}(\xi)$ on $\left[k_{1}, k_{2}\right]$. Therefore we have

$$
A m_{r, t} B=A^{\frac{1}{2}} f_{r, t}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right) A^{\frac{1}{2}} \geq \alpha A^{\frac{1}{2}} f_{s, t}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right) A^{\frac{1}{2}}=\alpha A m_{s, t} B
$$

Similarly, since $f_{s, t}(\xi)$ is convex for $1 \leq r \leq s$, the latter part follows from the same way.

Remark 7.2 The constant $\alpha=\alpha\left(r, s, t, k_{1}, k_{2}\right)$ and $\alpha^{\prime}=\alpha^{\prime}\left(r, s, t, k_{1}, k_{2}\right)$ in Lemma 7.2 can be written explicitly as follows: In the case of $s \geq 1$,

$$
\alpha=\alpha^{\prime}=\min \left\{\frac{f_{r, t}\left(k_{1}\right)}{f_{s, t}\left(k_{1}\right)}, \frac{f_{r, t}\left(k_{2}\right)}{f_{s, t}\left(k_{2}\right)}\right\} .
$$

In the case of $s \leq 1$,

$$
\alpha=\left\{\begin{array}{lll}
\frac{a(r, t) \xi_{0}+b(r, t)}{\left(1-t+t \xi_{0}^{s}\right)^{\frac{1}{s}}} & \text { if } & k_{1} \leq \xi_{0} \leq k_{2} \\
\frac{f_{r, t}\left(k_{2}\right)}{f_{s, t}\left(k_{2}\right)} & \text { if } & k_{2} \leq \xi_{0} \\
\frac{f_{r, t}\left(k_{1}\right)}{f_{s, t}\left(k_{1}\right)} & \text { if } & k_{1} \geq \xi_{0}
\end{array}\right.
$$

where $\xi_{0}=\left(\frac{1-t}{t} \frac{a(r, t)}{b(r, t)}\right)^{\frac{1}{s-1}}$ and

$$
\alpha^{\prime}=\left\{\begin{array}{lll}
\frac{\left(1-t+t \xi^{r}\right)^{\frac{1}{r}}}{a(s, t) \xi_{1}+b(s, t)} & \text { if } & k_{1} \leq \xi_{1} \leq k_{2} \\
\frac{f_{r, t}\left(k_{2}\right)}{f_{s, t}\left(k_{2}\right)} & \text { if } & k_{2} \leq \xi_{1} \\
\frac{f_{r, t}\left(k_{1}\right)}{f_{s, t}\left(k_{1}\right)} & \text { if } & k_{1} \geq \xi_{1}
\end{array}\right.
$$

where $\xi_{1}=\left(\frac{1-t}{t} \frac{a(s, t)}{b(s, t)}\right)^{\frac{1}{r-1}}$.

By Lemma 7.2, we have the following theorem.
Theorem 7.3 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for each $t \in(0,1)$

$$
A \#_{t} B \geq \min \left\{\frac{k_{1}^{t}}{1-t+t k_{1}}, \frac{k_{2}^{t}}{1-t+t k_{2}}\right\} A \nabla_{t} B
$$

and

$$
A!_{t} B \geq \alpha\left(-1,0, t, k_{1}, k_{2}\right) A \#_{t} B
$$

holds for

$$
\alpha\left(-1,0, t, k_{1}, k_{2}\right)= \begin{cases}\frac{\left(k_{1} k_{2}\right)^{1-t}}{\left((1-t) k_{1}+t\right)\left((1-t) k_{2}+t\right)} & \text { if } \quad k_{1} \leq 1 \leq k_{2} \\ \frac{k_{2}^{1-t}}{(1-t) k_{2}+t} & \text { if } \quad 1 \leq k_{1} \\ \frac{k_{1}^{1-t}}{(1-t) k_{1}+t} & \text { if } \quad k_{2} \leq 1\end{cases}
$$

### 7.3 Velocity vector of extended paths

Kamei and Fujii $[67,68]$ defined the relative operator entropy $S(A \mid B)$, for positive invertible operators $A$ and $B$, by

$$
S(A \mid B)=A^{\frac{1}{2}}\left(\log A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right) A^{\frac{1}{2}}
$$

which is a relative version of the operator entropy $-A \log A$ considered by NakamuraUmegaki [238]. The relative operator entropy $S(A \mid B)$ is exactly the velocity vector $\dot{\gamma}_{A, B}(0)$ of the geodesic $A \#_{t} B$ at $t=0$ :

$$
S(A \mid B)=\lim _{t \rightarrow 0} \frac{A \#_{t} B-A \#_{0} B}{t}=\dot{\gamma}_{A, B}(0) .
$$

In [153], Kamei analogously generalizes the relative operator entropy: For each $r \in \mathbb{R}$

$$
S_{r}(A \mid B)=\lim _{t \rightarrow 0} \frac{A m_{r, t} B-A m_{r, 0} B}{t}
$$

which is considered as the right differential coefficient at $t=0$ of the extended path $A m_{r, t} B$. By the fact that

$$
\lim _{t \rightarrow 0} \frac{\left(1-t+t \xi^{r}\right)^{\frac{1}{r}}-1}{t}=\frac{\xi^{r}-1}{r}
$$

it follows that

$$
S_{r}(A \mid B)=\frac{A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{r} A^{\frac{1}{2}}-A}{r} \quad \text { for } r \in \mathbb{R}
$$

and the representing function is

$$
f_{r}(\xi)=\left(\xi^{r}-1\right) / r
$$

In particular,

$$
\begin{aligned}
S_{1}(A \mid B) & =\lim _{t \rightarrow 0} \frac{A \nabla_{t} B-A}{t}=B-A \\
S_{0}(A \mid B) & =S(A \mid B) \\
S_{-1}(A \mid B) & =\lim _{t \rightarrow 0} \frac{A!_{t} B-A}{t}=A-A B^{-1} A .
\end{aligned}
$$

Since $f_{r}(\xi)$ is monotone increasing on $r \in \mathbb{R}$, the velocity vectors $S_{r}(A \mid B)$ is monotone increasing on $r \in \mathbb{R}$ :

$$
r \leq s \quad \text { implies } \quad S_{r}(A \mid B) \leq S_{s}(A \mid B)
$$

The left differentiable coefficient of $A m_{r, t} B$ at $t=1$ is $-S_{r}(B \mid A)$ :

$$
\lim _{t \rightarrow 1} \frac{A m_{r, t} B-A m_{r, 1} B}{t-1}=-S_{r}(B \mid A)
$$

If $B \geq A$, then the velocity vectors of extended paths at $t=0,1$ are positive:

$$
S_{r}(A \mid B) \geq 0 \quad \text { and } \quad-S_{r}(B \mid A) \geq 0 .
$$

For the sake of convenience, we prepare the following notation:

$$
\begin{equation*}
a(r)=\frac{f_{r}\left(k_{2}\right)-f_{r}\left(k_{1}\right)}{k_{2}-k_{1}} \quad \text { and } \quad b(r)=\frac{k_{2} f_{r}\left(k_{1}\right)-k_{1} f_{r}\left(k_{2}\right)}{k_{2}-k_{1}} \tag{7.8}
\end{equation*}
$$

for $0<k_{1}<k_{2}$ and $r \in \mathbb{R}$.
We investigate estimates of the upper bounds for the difference between velocity vectors of extended interpolational paths.

Lemma 7.3 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for $r \leq s$

$$
\begin{gather*}
S_{s}(A \mid B)-S_{r}(A \mid B) \leq \gamma A \quad \text { if } r \leq s \leq 1  \tag{7.9}\\
S_{s}(A \mid B)-S_{r}(A \mid B) \leq \max \left\{\frac{k_{1}^{s}-1}{s}-\frac{k_{1}^{r}-1}{r}, \frac{k_{2}^{s}-1}{s}-\frac{k_{2}^{r}-1}{r}\right\} A \quad \text { if } r \leq 1 \leq s \tag{7.10}
\end{gather*}
$$

and

$$
S_{s}(A \mid B)-S_{r}(A \mid B) \leq \gamma^{\prime} A \quad \text { if } 1 \leq r \leq s
$$

hold for

$$
\gamma=\gamma\left(r, s, k_{1}, k_{2}\right)=\max _{k_{1} \leq \xi \leq k_{2}}\left\{f_{s}(\xi)-a(r) \xi-b(r)\right\}
$$

and

$$
\gamma^{\prime}=\gamma^{\prime}\left(r, s, k_{1}, k_{2}\right)=\max _{k_{1} \leq \xi \leq k_{2}}\left\{a(s) \xi+b(s)-f_{r}(\xi)\right\}
$$

where $a, b$ are defined by (7.8).
Proof. Suppose that $r \leq 1$. If we put $C=A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$, then we have $0<k_{1} I_{H} \leq C \leq k_{2} I_{H}$. Since $f_{r}(\xi)$ is concave for $r \leq 1$, it follows that

$$
f_{s}(\xi)-f_{r}(\xi) \leq f_{s}(\xi)-a(r) \xi-b(r) \leq \gamma
$$

and hence we have the desired result (7.9) and (7.10). The remainder parts follow from the same way.

Remark 7.3 The constant $\gamma=\gamma\left(r, s, k_{1}, k_{2}\right)$ and $\gamma^{\prime}=\gamma^{\prime}\left(r, s, k_{1}, k_{2}\right)$ in Lemma 7.3 can be written explicitly as

$$
\gamma=\left\{\begin{array}{lll}
\frac{1-s}{s} a(r)^{\frac{s}{s-1}}-b(r)-\frac{1}{s} & \text { if } & k_{1} \leq a(r)^{\frac{1}{s-1}} \leq k_{2} \\
\frac{k_{2}^{s}-1}{s}-\frac{k_{2}^{r}-1}{r} & \text { if } & k_{2} \leq a(r)^{\frac{1}{s-1}} \\
\frac{k_{1}^{s}-1}{s}-\frac{k_{1}^{r}-1}{r} & \text { if } & k_{1} \geq a(r)^{\frac{1}{s-1}}
\end{array}\right.
$$

and

$$
\gamma^{\prime}=\left\{\begin{array}{lll}
\frac{r-1}{r} a(s)^{\frac{r}{r-1}}+b(s)+\frac{1}{r} & \text { if } \quad k_{1} \leq a(s)^{\frac{1}{r-1}} \leq k_{2} \\
\frac{k_{2}^{s}-1}{k^{r}}-\frac{k_{2}^{r}-1}{r} & \text { if } \quad k_{2} \leq a(s)^{\frac{1}{r-1}} \\
\frac{k_{1}^{s}-1}{s}-\frac{k_{1}^{r}-1}{r} & \text { if } \quad k_{1} \geq a(s)^{\frac{1}{r-1}} .
\end{array}\right.
$$

By Lemma 7.3, we obtain estimates of the upper bound for the difference between the velocity vectors $S(A \mid B)$ and $S_{r}(A \mid B)$ of the extended interpolational paths $A m_{r, t} B$ at $t=0$ :

Theorem 7.4 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then

$$
S_{s}(A \mid B)-S(A \mid B) \leq \gamma A \quad \text { for } \quad 0 \leq s \leq 1
$$

and

$$
S_{s}(A \mid B)-S(A \mid B) \leq \max \left\{\frac{k_{1}^{s}-1}{s}-\log k_{1}, \frac{k_{2}^{s}-1}{s}-\log k_{2}\right\} A \quad \text { for } \quad 1 \leq s
$$

where

$$
\gamma= \begin{cases}\frac{1-s}{s}\left(\frac{\log k_{2}-\log k_{1}}{k_{2}-k_{1}}\right)^{\frac{s}{s-1}} & -\frac{k_{2} \log k_{1}-k_{1} \log k_{2}}{k_{2}-k_{1}}-\frac{1}{s} \\ \frac{k_{2}^{s}-1}{s}-\log k_{2} & k_{1} \leq\left(\frac{\log k_{2}-\log k_{1}}{k_{2}-k_{1}}\right)^{\frac{1}{s-1}} \leq k_{2} \\ \frac{k_{1}^{s}-1}{s}-\log k_{1} & \text { if } \quad k_{2} \leq\left(\frac{\log k_{2}-\log k_{1}}{k_{2}-k_{1}}\right)^{\frac{1}{s-1}} \\ \frac{\text { if } \quad k_{1} \geq\left(\frac{\log k_{2}-\log k_{1}}{k_{2}-k_{1}}\right)^{\frac{1}{s-1}}}{} .\end{cases}
$$

## $7.4 \alpha$-operator divergence

The concept of $\alpha$-divergence plays an important role in the information geometry.
Let $(\mathbf{X}, \mathscr{A}, \mu)$ be a measure space, where $\mu$ is a finite or a $\sigma$-finite measure on $(\mathbf{X}, \mathscr{A})$ and let assume that $\mathbf{P}$ and $\mathbf{Q}$ are two (probability) measures on $(\mathbf{X}, \mathscr{A})$ such that $\mathbf{P} \ll \mu$, $\mathbf{Q} \ll \mu$ are absolutely continuous with respect to a measure $\mu$, e.g. $\mu=\mathbf{P}+\mathbf{Q}$ and that $p=\frac{\mathrm{d} \mathbf{P}}{\mathrm{d} \mu}$ and $q=\frac{\mathrm{d} \mathbf{Q}}{\mathrm{d} \mu}$ the (densities) Radon-Nikodym derivative of $\mathbf{P}$ and $\mathbf{Q}$ with respect to $\mu$. Following [5], the basic asymmetric $\alpha$-divergence is defined as follows: For positive valued measurable functions $p$ and $q$, and $\alpha \in \mathbb{R}$

$$
\begin{equation*}
D_{\alpha}(p \| q):=\frac{4}{1-\alpha^{2}} \int\left\{\frac{1-\alpha}{2} p(x)+\frac{1+\alpha}{2} q(x)-p(x)^{\frac{1-\alpha}{2}} q(x)^{\frac{1+\alpha}{2}}\right\} \mathrm{d} \mu(x) \quad(\alpha \neq \pm 1) \tag{7.11}
\end{equation*}
$$

$$
D_{-1}(p \| q) \equiv D_{1}(q \| p):=\int\left\{q(x)-p(x)+p(x) \log \frac{p(x)}{q(x)}\right\} \mathrm{d} \mu(x)
$$

If we put $t=\frac{1+\alpha}{2}$ in (7.11), then

$$
D_{t}(p \| q):=\frac{1}{t(1-t)} \int\left\{(1-t) p(x)+t q(x)-p(x)^{1-t} q(x)^{t}\right\} \mathrm{d} \mu(x) \quad(t \neq 0,1)
$$

From the viewpoint of this, Fujii [53] defined the following operator version of $\alpha$-divergence in the differential geometry: For positive invertible operators $A$ and $B$,

$$
D_{\alpha}(A, B):=\frac{1}{\alpha(1-\alpha)}\left(A \nabla_{\alpha} B-A \#_{\alpha} B\right) \quad(0<\alpha<1) .
$$

In particular,

$$
\begin{aligned}
D_{1}(A, B) & :=\lim _{\alpha \uparrow 1} D_{\alpha}(A, B)=\lim _{\alpha \uparrow 1}\left(\frac{A-B}{\alpha}-\frac{B \#_{1-\alpha} A-B}{\alpha(1-\alpha)}\right) \\
& =A-B-S(B \mid A) \\
D_{0}(A, B) & :=\lim _{\alpha \downarrow 0} D_{\alpha}(A, B)=\lim _{\alpha \downarrow 0}\left(\frac{B-A}{1-\alpha}-\frac{A \#_{\alpha} B-A}{\alpha(1-\alpha)}\right) \\
& =B-A-S(A \mid B) .
\end{aligned}
$$

By definition, $\alpha$-operator divergence is considered as the difference between the arithmetic and the geometric interpolational paths. In particular, for the case $\alpha=1 / 2$, it follows that $\alpha$-operator divergence coincides with by four times the difference of the geometric mean and the arithmetic mean. For the case of density operators, it coincides with a relative entropy introduced by Beravkin and Staszewski [20] in C*-algebra setting.

Also we have the following different interpretation of $\alpha$-operator divergence.
Theorem 7.5 The $\alpha$-operator divergence is the difference between two velocity vectors $S_{1}(A \mid B)$ and $S_{\alpha}(A \mid B)$ : For each $\alpha \in(0,1)$

$$
\begin{aligned}
D_{\alpha}(A, B) & =\frac{1}{1-\alpha}\left(S_{1}(A \mid B)-S_{\alpha}(A \mid B)\right) \\
& =\frac{1}{\alpha}\left(S_{1}(B \mid A)-S_{1-\alpha}(B \mid A)\right)
\end{aligned}
$$

We investigate estimates of the upper bounds for $\alpha$-operator divergence:
Theorem 7.6 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then $\alpha$-operator divergence is positive and for every operator mean $\rho$ and $\alpha \in(0,1)$

$$
(\beta A) \rho(\bar{\beta} B) \geq D_{\alpha}(A, B) \geq 0
$$

holds for

$$
\begin{aligned}
& \beta=\max \left\{\frac{1-\alpha+\alpha k_{1}-k_{1}^{\alpha}}{\alpha(1-\alpha)}, \frac{1-\alpha+\alpha k_{2}-k_{2}^{\alpha}}{\alpha(1-\alpha)}\right\} \\
& \bar{\beta}=\max \left\{\frac{\alpha+(1-\alpha) k_{2}^{-1}-k_{2}^{\alpha-1}}{\alpha(1-\alpha)}, \frac{\alpha+(1-\alpha) k_{1}^{-1}-k_{1}^{\alpha-1}}{\alpha(1-\alpha)}\right\} .
\end{aligned}
$$

Proof. Since $A \nabla_{\alpha} B \geq A \#_{\alpha} B(0 \leq \alpha \leq 1)$, it follows that $\alpha$-operator divergence is positive, that is, $D_{\alpha}(A, B) \geq 0$. On the other hand, it follows from Theorem 7.2 that $\beta A \geq D_{\alpha}(A, B) \geq 0$. Since $A \nabla_{\alpha} B-A \#_{\alpha} B=B \nabla_{1-\alpha} A-B \#_{1-\alpha} A$ by (7.2), we applied $\underline{B}, A$ and $1-\alpha$ in Theorem 7.2 to obtain the constant $\bar{\beta}=\beta\left(0,1,1-\alpha, k_{2}^{-1}, k_{1}^{-1}\right)$ such that $\bar{\beta} B \geq D_{\alpha}(A, B) \geq 0$ because $k_{2}^{-1} B \leq A \leq k_{1}^{-1} B$. Therefore we have for every operator mean $\rho$

$$
(\beta A) \rho(\bar{\beta} B) \geq D_{\alpha}(A, B) \rho D_{\alpha}(A, B)=D_{\alpha}(A, B) \geq 0
$$

If we put $\alpha \rightarrow 0,1$ in Theorem 7.6 , then we have the following corollary.

Corollary 7.1 Let $A$ and $B$ be positive invertible operators such that $k_{1} A \leq B \leq k_{2} A$ for some scalars $0<k_{1}<k_{2}$. Then for every operator mean $\rho$

$$
(\beta A) \rho(\bar{\beta} B) \geq D_{0}(A, B)=S_{1}(A \mid B)-S_{0}(A \mid B)
$$

holds for $\beta=\max \left\{k_{1}-1-\log k_{1}, k_{2}-1-\log k_{2}\right\}$ and $\bar{\beta}=\max \left\{1-k_{2}^{-1}-k_{2}^{-1} \log k_{2}, 1-\right.$ $\left.k_{1}^{-1}-k_{1}^{-1} \log k_{1}\right\}$ and

$$
(\beta A) \rho(\bar{\beta} B) \geq D_{1}(A, B)=S_{1}(B \mid A)-S_{0}(B \mid A)
$$

holds for $\beta=\max \left\{1-k_{2}^{-1}-k_{2}^{-1} \log k_{2}, 1-k_{1}^{-1}+k_{1}^{-1} \log k_{1}\right\}$ and $\bar{\beta}=\max \left\{k_{1}-1+\right.$ $\left.\log k_{1}, k_{2}-1-\log k_{2}\right\}$.

### 7.5 Notes

For our exposition we have used J.I. Fujii-Mićić-Pečarić-Seo [71], Kamei-J.I. Fujii [67, 68] and J.I. Fujii [53]. Further study may be seen in [55, 56].

## Chapter

## Mercer's Type Inequality

This chapter devotes some properties of Mercer's type inequalities. A variant of Jensen's operator inequality for convex functions, which is a generalization of Mercer's result, is proved. We show a monotonicity property for Mercer's power means for operators and a comparison theorem for quasi-arithmetic means for operators.

### 8.1 Classical version

Let $a \leq x_{1} \leq x_{2} \leq \cdots \leq x_{n} \leq b$ and let $w_{i}, 1 \leq i \leq n$, be nonnegative weights such that $\sum_{i=1}^{n} w_{i}=1$. Then Jensen's inequality asserts:

Theorem 8.1 If $f$ is convex on $[a, b]$, then

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} w_{i} x_{i}\right) \leq \sum_{i=1}^{n} w_{i} f\left(x_{i}\right) . \tag{8.1}
\end{equation*}
$$

Proof. Refer to [124, Theorem 1.1] for the proof.
The following theorem is a variant of Jensen's inequality (8.1).

Theorem 8.2 If $f$ is convex on $[a, b]$, then

$$
f\left(a+b-\sum_{i=1}^{n} w_{i} x_{i}\right) \leq f(a)+f(b)-\sum_{i=1}^{n} w_{i} f\left(x_{i}\right)
$$

Proof. If we put $y_{i}=a+b-x_{i}$, then $a+b=x_{i}+y_{i}$, so that the pairs $a, b$ and $x_{i}, y_{i}$ possess the same mid-point. Since there exists $\lambda \in[0,1]$ that

$$
x_{i}=\lambda a+(1-\lambda) b, \quad y_{i}=(1-\lambda) a+\lambda b \quad \text { for } 1 \leq i \leq n,
$$

it follows from (8.1) twice that

$$
\begin{aligned}
f\left(y_{i}\right) & \leq(1-\lambda) f(a)+\lambda f(b) \\
& =f(a)+f(b)-[\lambda f(a)+(1-\lambda) f(b)] \\
& \leq f(a)+f(b)-f(\lambda a+(1-\lambda) b) \\
& =f(a)+f(b)-f\left(x_{i}\right)
\end{aligned}
$$

and hence we have

$$
\begin{equation*}
f\left(a+b-x_{i}\right) \leq f(a)+f(b)-f\left(x_{i}\right) \quad \text { for } 1 \leq i \leq n . \tag{8.2}
\end{equation*}
$$

Therefore it follows that

$$
\begin{aligned}
f\left(a+b-\sum_{i=1}^{n} w_{i} x_{i}\right) & =f\left(\sum_{i=1}^{n} w_{i}\left(a+b-x_{i}\right)\right) \\
& \leq \sum_{i=1}^{n} w_{i} f\left(a+b-x_{i}\right) \quad \text { by (8.1) } \\
& \leq \sum_{i=1}^{n} w_{i}\left[f(a)+f(b)-f\left(x_{i}\right)\right] \quad \text { by }(8.2) \\
& =f(a)+f(b)-\sum_{i=1}^{n} w_{i} f\left(x_{i}\right)
\end{aligned}
$$

Let $A, G$ and $H$ be the arithmetic, geometric and harmonic means of the positive numbers $0<x_{1} \leq x_{2} \leq \cdots \leq x_{n}$ formed with the positive weights $w_{i}$ whose sum is unity. Since $(b-t)(t-a)$ is non-negative for $0<a \leq t \leq b$, division by $t$ gives

$$
a+b-t \geq \frac{a b}{t} \quad(\text { with equality if and only if } t=a \text { or } t=b)
$$

Put $t=x_{i}$ for $i=1,2, \ldots, n$. Forming the arithmetic mean on the left and geometric mean on the right derives the following inequality:

$$
\begin{equation*}
a+b-A \geq \frac{a b}{G} \tag{8.3}
\end{equation*}
$$

Making the substitutions $a \rightarrow a^{-1}, b \rightarrow b^{-1}, x_{i} \rightarrow x_{i}^{-1}$ in it and taking inverses extends (8.3) to

$$
a+b-A \geq \frac{a b}{G} \geq\left(a^{-1}+b^{-1}-H^{-1}\right)^{-1}
$$

With $r>0$, we substitute $a \rightarrow a^{r}, b \rightarrow b^{r}, x_{i} \rightarrow x_{i}^{r}$ in this and then raise all three members to the power $\frac{1}{r}$. We get

$$
\left(a^{r}+b^{r}-\sum_{i=1}^{n} w_{i} x_{i}^{r}\right)^{\frac{1}{r}}>\frac{a b}{G}>\left(a^{-r}+b^{-r}-\sum_{i=1}^{n} w_{i} x_{i}^{-1}\right)^{-\frac{1}{r}} .
$$

Now introducing the notation

$$
Q_{r}(a, b, x)=\left(a^{r}+b^{r}-\sum_{i=1}^{n} w_{i} x_{i}^{r}\right)^{\frac{1}{r}} \quad \text { for all real } r \neq 0
$$

these last inequalities read

$$
\begin{equation*}
Q_{r}(a, b, x)>Q_{0}(a, b, x)>Q_{-r}(a, b, x) \quad \text { for } r>0 \tag{8.4}
\end{equation*}
$$

where

$$
Q_{0}(a, b, x)=\lim _{r \rightarrow 0} Q_{r}(a, b, x)=\frac{a b}{G}
$$

This consideration leads us to formulate the following theorem.
Theorem 8.3 Let $+\infty>r>s>-\infty$. Then

$$
\begin{equation*}
b>Q_{r}(a, b, x)>Q_{s}(a, b, x)>a . \tag{8.5}
\end{equation*}
$$

Proof. There are three cases which remain to be considered:
(a) $r>s>0$,
(b) $0>r>s$, and
(c) $r>0>s$.

Once these are proved it is a simple matter to verify that

$$
\lim _{r \rightarrow+\infty} Q_{r}(a, b, x)=b \quad \text { and } \quad \lim _{r \rightarrow-\infty} Q_{r}(a, b, x)=a
$$

giving the upper and lower bounds in the theorem.
The cases (b) and (c) follow easily from (a) and (8.4) above. So let us suppose the truth of case (a) for the moment and dispose of these other cases first.
(a) reads

$$
\left(a^{r}+b^{r}-\sum_{i=1}^{n} w_{i} x_{i}^{r}\right)^{\frac{1}{r}}>\left(a^{s}+b^{s}-\sum_{i=1}^{n} w_{i} x_{i}^{s}\right)^{\frac{1}{s}} \quad \text { for } \quad r>s>0
$$

If we make the substitutions $a \rightarrow a^{-1}, b \rightarrow b^{-1}, x_{i} \rightarrow x_{i}^{-1}$ in this and then invert both sides it reads

$$
\left(a^{-r}+b^{-r}-\sum_{i=1}^{n} w_{i} x_{i}^{-r}\right)^{-\frac{1}{r}}<\left(a^{-s}+b^{-s}-\sum_{i=1}^{n} w_{i} x_{i}^{-s}\right)^{-\frac{1}{s}} \quad \text { for } \quad-r<-s<0
$$

Writing $r=-p$ and $s=-q$ this reads

$$
Q_{q}(a, b, x)>Q_{p}(a, b, x) \quad \text { for } \quad 0>q>p
$$

which is case (b).
The case (c) where $r>0>s$ has two subcases namely $|r|>|s|$ and $|s|>|r|$.
The former follows by noting that $Q_{r}(a, b, x)>Q_{-s}(a, b, x)>Q_{s}(a, b, x)$ by virtue of (a) and (8.4). The latter follows since $Q_{r}(a, b, x)>Q_{-r}(a, b, x)>Q_{-s}(a, b, x)$ by virtue of (8.4) and (b). So the cases (b) and (c) have been dealt with.

It now remains to give the proof of case (a). If we put $f(t)=t^{\alpha}$ for $\alpha>1$ in Theorem 8.2, then we have

$$
\left(a^{\alpha}+b^{\alpha}-\sum_{i=1}^{n} w_{i} x_{i}^{\alpha}\right)^{\frac{1}{\alpha}}>\left(a+b-\sum_{i=1}^{n} w_{i} x_{i}\right) \quad \text { for } \quad \alpha>1 .
$$

Putting $\alpha=\frac{r}{s}$, making the substitutions $a \rightarrow a^{s}, b \rightarrow b^{s}, x_{i} \rightarrow x_{i}^{s}$ and then raising each side to the power $\frac{1}{s}$, we get (a).

### 8.2 Operator version

In this section, we show an extension of Theorem 8.2 to self-adjoint operators on a Hilbert space. We use this result to prove a monotonicity property of power means of Mercer's type. Moreover, we consider quasi-arithmetic means in the same way.

First of all, we recall that an operator version of Theorem 8.1 (Jensen's inequality) is true [124, Theorem 1.3]:

Theorem 8.4 Let $A_{1}, \ldots, A_{n} \in B(H)$ be self-adjoint operators with $m I_{H} \leq A_{j} \leq M I_{H}$ for some scalars $m<M$ and let $x_{1}, \ldots x_{n} \in H$ satisfy $\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}=1$. If $f \in C([m, M])$ is convex, then

$$
f\left(\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle\right) \leq \sum_{i=1}^{n}\left\langle f\left(A_{i}\right) x_{i}, x_{i}\right\rangle .
$$

The following theorem stands for a geometrical property of convexity and is frequently useful.

Theorem 8.5 Let $A_{1}, \ldots, A_{n} \in B(H)$ be self-adjoint operators with $m I_{H} \leq A_{i} \leq M I_{H}$ for some scalars $m<M$ and let $x_{1}, \ldots x_{n} \in H$ satisfy $\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}=1$. If $f \in C([m, M])$ is convex, then

$$
\sum_{i=1}^{n}\left\langle f\left(A_{i}\right) x_{i}, x_{i}\right\rangle \leq \frac{M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle}{M-m} f(m)+\frac{\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle-m}{M-m} f(M) .
$$

Proof. Since $f$ is convex on $[m, M]$, we have

$$
f(t) \leq \frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M) \quad \text { for all } t \in[m, M] .
$$

Since $m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1, \ldots, n$ and $\sum_{i=1}^{n}\left\langle x_{i}, x_{i}\right\rangle=1$, it follows that $m \leq \sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle$ $\leq M$. Using the functional calculus, we have this theorem.

The following theorem is an operator vertion of Mercer's inequality.

Theorem 8.6 Let $A_{1}, \ldots, A_{n} \in B(H)$ be self-adjoint operators with $m I_{H} \leq A_{i} \leq M I_{H}$ for some scalars $m<M$ and let $x_{1}, \ldots x_{n} \in H$ satisfy $\sum_{i=1}^{n}\left\|x_{i}\right\|^{2}=1$. If $f \in C([m, M])$ is convex, then we have the following variant of Jensen's inequality

$$
\begin{equation*}
f\left(m+M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle\right) \leq f(m)+f(M)-\sum_{i=1}^{n}\left\langle f\left(A_{i}\right) x_{i}, x_{i}\right\rangle . \tag{8.6}
\end{equation*}
$$

In fact, to be more specific, we have the following series of inequalities

$$
\begin{align*}
& f\left(m+M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle\right) \\
& \leq \sum_{i=1}^{n}\left\langle f\left(m I_{H}+M I_{H}-A_{i}\right) x_{i}, x_{i}\right\rangle  \tag{8.7}\\
& \leq \frac{M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle}{M-m} f(M)+\frac{\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle-m}{M-m} f(m) \\
& \leq f(m)+f(M)-\sum_{i=1}^{n}\left\langle f\left(A_{i}\right) x_{i}, x_{i}\right\rangle .
\end{align*}
$$

If a function $f$ is concave, then the inequalities (8.6) and (8.7) are reversed.

Proof. From the conditions $m\left\langle x_{i}, x_{i}\right\rangle \leq\left\langle A_{i} x_{i}, x_{i}\right\rangle \leq M\left\langle x_{i}, x_{i}\right\rangle$ for all $i=1, \ldots, n$ and $\sum_{i=1}^{n}\left\langle x_{i}, x_{i}\right\rangle=1$, by summing it follows that $m \leq \sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle \leq M$ and hence, $m \leq m+$ $M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle \leq M$.

Since $f$ is continuous and convex, the same is also true for the function $g:[m, M] \rightarrow \mathbb{R}$ defined by $g(t)=f(m+M-t), t \in[m, M]$. By Theorem 8.4,

$$
g\left(\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle\right) \leq \sum_{i=1}^{n}\left\langle g\left(A_{i}\right) x_{i}, x_{i}\right\rangle
$$

i.e. $\quad f\left(m+M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle\right) \leq \sum_{i=1}^{n}\left\langle f\left(m I_{H}+M I_{H}-A_{i}\right) x_{i}, x_{i}\right\rangle$.

Applying Theorem 8.5 to $g$ and then to $f$, we have

$$
\begin{aligned}
& \sum_{i=1}^{n}\left\langle f\left(m I_{H}+M I_{H}-A_{i}\right) x_{i}, x_{i}\right\rangle \\
& \leq \frac{M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle}{M-m} g(m)+\frac{\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle-m}{M-m} g(M) \\
& =\frac{M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle}{M-m} f(M)+\frac{\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle-m}{M-m} f(m) \\
& =f(m)+f(M)-\left[\frac{M-\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle}{M-m} f(m)+\frac{\sum_{i=1}^{n}\left\langle A_{i} x_{i}, x_{i}\right\rangle-m}{M-m} f(M)\right] \\
& \leq f(m)+f(M)-\sum_{i=1}^{n}\left\langle f\left(A_{i}\right) x_{i}, x_{i}\right\rangle .
\end{aligned}
$$

The last statement follows immediately from the fact that if $f$ is concave then $-f$ is convex.

Next, we consider an operator version of power means of Mercer's type.
Let $\mathbf{A}=\left(A_{1}, \ldots, A_{n}\right)$, where $A_{i} \in B(H)$ are self-adjoint operators with $m I_{H} \leq A_{i} \leq M I_{H}$ for some scalars $0<m<M$, and $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, where $x_{i} \in H$ satisfy $\sum_{i=1}^{n}\left\langle x_{i}, x_{i}\right\rangle=1$. We define, for any $r \in \mathbb{R}$

$$
\widetilde{M}_{r}(\mathbf{A}, \mathbf{x}):= \begin{cases}{\left[m^{r}+M^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle\right]^{\frac{1}{r}},} & r \neq 0 \\ \exp \left(\log m+\log M-\sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle\right), & r=0\end{cases}
$$

Observe that, since $0<m\left\langle x_{i}, x_{i}\right\rangle \leq\left\langle A_{i} x_{i}, x_{i}\right\rangle \leq M\left\langle x_{i}, x_{i}\right\rangle$ and $\sum_{i=1}^{n}\left\langle x_{i}, x_{i}\right\rangle=1$, then

$$
\begin{aligned}
& 0<m^{r} \leq \sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle \leq M^{r} \quad \text { for all } r>0 \\
& \quad 0<M^{r} \leq \sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle \leq m^{r} \quad \text { for all } r<0 \\
& \quad \log m \leq \sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle \leq \log M
\end{aligned}
$$

Hence, $\widetilde{M}_{r}(\mathbf{A}, \mathbf{x})$ is well defined.
Furthermore, we define, for any $r, s \in \mathbb{R}$

$$
R(r, s, \mathbf{A}, \mathbf{x}):= \begin{cases}{\left[\sum_{i=1}^{n}\left\langle\left(m^{r} I_{H}+M^{r} I_{H}-A_{i}^{r}\right)^{\frac{s}{r}} x_{i}, x_{i}\right\rangle\right]^{\frac{1}{s}},} & r \neq 0, s \neq 0 \\ \exp \left(\sum_{i=1}^{n}\left\langle\log \left(m^{r} I_{H}+M^{r} I_{H}-A_{i}^{r}\right)^{\frac{1}{r}} x_{i}, x_{i}\right\rangle\right), & r \neq 0, s=0 \\ {\left[\sum_{i=1}^{n}\left\langle\exp \left(s(\log m) I_{H}+(\log M) I_{H}-\log A_{i}\right) x_{i}, x_{i}\right\rangle\right]^{\frac{1}{s}},} & r=0, s \neq 0\end{cases}
$$

$$
S(r, s, \mathbf{A}, \mathbf{x}):= \begin{cases}{\left[\frac{M^{r}-S_{r}}{M^{r}-m^{r}} \cdot M^{s}+\frac{S_{r}-m^{r}}{M^{r}-m^{r}} \cdot m^{s}\right]^{\frac{1}{s}},} & r \neq 0, s \neq 0 \\ \exp \left(\frac{M^{r}-S_{r}}{M^{r}-m^{r}} \cdot \log M+\frac{S_{r}-m^{r}}{M^{r}-m^{r}} \cdot \log m\right), & r \neq 0, s=0 \\ {\left[\frac{(\log M)-S_{0}}{\log M-\log m} \cdot M^{s}+\frac{S_{0}-(\log m)}{\log M-\log m} \cdot m^{s}\right]^{\frac{1}{s}},} & r=0, s \neq 0\end{cases}
$$

where $S_{r}=\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle$ and $S_{0}=\sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle$. It is easy to see that $R(r, s, \mathbf{A}, \mathbf{x})$ and $S(r, s, \mathbf{A}, \mathbf{x})$ are also well defined.

Theorem 8.7 If $r, s \in \mathbb{R}, r<s$, then

$$
\widetilde{M}_{r}(\mathbf{A}, \mathbf{x}) \leq \widetilde{M}_{s}(\mathbf{A}, \mathbf{x}) .
$$

## Furthermore,

$$
\begin{equation*}
\widetilde{M}_{r}(\mathbf{A}, \mathbf{x}) \leq R(r, s, \mathbf{A}, \mathbf{x}) \leq S(r, s, \mathbf{A}, \mathbf{x}) \leq \widetilde{M}_{s}(\mathbf{A}, \mathbf{x}) \tag{8.8}
\end{equation*}
$$

Proof. Step 1: Assume $0<r<s$.
In this case we have $0<m^{r} I_{H} \leq A_{i}^{r} \leq M^{r} I_{H}(i=1, \ldots, n)$. Applying Theorem 8.6 to the continuous convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r}>1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we have

$$
\begin{aligned}
& {\left[m^{r}+M^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle\right]^{\frac{s}{r}}} \\
& \leq \sum_{i=1}^{n}\left\langle\left(m^{r} I_{H}+M^{r} I_{H}-A_{i}^{r}\right)^{\frac{s}{r}} x_{i}, x_{i}\right\rangle \\
& \leq \frac{M^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle}{M^{r}-m^{r}} M^{s}+\frac{\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle-m^{r}}{M^{r}-m^{r}} m^{s} \\
& \leq m^{s}+M^{s}-\sum_{i=1}^{n}\left\langle A_{i}^{s} x_{i}, x_{i}\right\rangle
\end{aligned}
$$

or

$$
\left[\widetilde{M}_{r}(\mathbf{A}, \mathbf{x})\right]^{s} \leq[R(r, s, \mathbf{A}, \mathbf{x})]^{s} \leq[S(r, s, \mathbf{A}, \mathbf{x})]^{s} \leq\left[\widetilde{M}_{s}(\mathbf{A}, \mathbf{x})\right]^{s} .
$$

Since $s>0$, this gives (8.8).
Step 2: Assume $r<s<0$.
In this case we have $0<M^{r} I_{H} \leq A_{i}^{r} \leq m^{r} I_{H}(i=1, \ldots, n)$. Applying Theorem 8.6 to the continuous concave function $f(t)=t^{\frac{s}{r}}$ (note that $0<\frac{s}{r}<1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, M^{r}$ and $m^{r}$, respectively, we have

$$
\begin{aligned}
& {\left[M^{r}+m^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle\right]^{\frac{s}{r}}} \\
& \geq \sum_{i=1}^{n}\left\langle\left(M^{r} I_{H}+m^{r} I_{H}-A_{i}^{r}\right)^{\frac{s}{r}} x_{i}, x_{i}\right\rangle \\
& \geq \frac{m^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle}{m^{r}-M^{r}} m^{s}+\frac{\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle-M^{r}}{m^{r}-M^{r}} M^{s} \\
& \geq M^{s}+m^{s}-\sum_{i=1}^{n}\left\langle A_{i}^{s} x_{i}, x_{i}\right\rangle
\end{aligned}
$$

or

$$
\left[\widetilde{M}_{r}(\mathbf{A}, \mathbf{x})\right]^{s} \geq[R(r, s, \mathbf{A}, \mathbf{x})]^{s} \geq[S(r, s, \mathbf{A}, \mathbf{x})]^{s} \geq\left[\widetilde{M}_{s}(\mathbf{A}, \mathbf{x})\right]^{s}
$$

Since $s<0$, this gives (8.8).
Step 3: Assume $r<0<s$.
In this case we have $0<M^{r} I_{H} \leq A_{i}^{r} \leq m^{r} I_{H}(i=1, \ldots, n)$. Applying Theorem 8.6 to the continuous convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r}<0$ here) and proceeding in the same way as in STEP 1, we obtain (8.8).
Step 4: Assume $r<0, s=0$.
In this case we have $0<M^{r} I_{H} \leq A_{i}^{r} \leq m^{r} I_{H}(i=1, \ldots, n)$. Applying Theorem 8.6 to the continuous convex function $f(t)=\frac{1}{r} \log t$ (note that $\frac{1}{r}<0$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, M^{r}$ and $m^{r}$, respectively, we have

$$
\begin{aligned}
& \frac{1}{r} \log \left(M^{r}+m^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle\right) \\
& \leq \sum_{i=1}^{n}\left\langle\frac{1}{r} \log \left(M^{r} I_{H}+m^{r} I_{H}-A_{i}^{r}\right) x_{i}, x_{i}\right\rangle \\
& \leq \frac{m^{r}-\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle}{m^{r}-M^{r}} \cdot \log m+\frac{\sum_{i=1}^{n}\left\langle A_{i}^{r} x_{i}, x_{i}\right\rangle-M^{r}}{m^{r}-M^{r}} \cdot \log M \\
& \leq \log M+\log m-\sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle
\end{aligned}
$$

or

$$
\log \widetilde{M}_{r}(\mathbf{A}, \mathbf{x}) \leq \log R(r, 0, \mathbf{A}, \mathbf{x}) \leq \log S(r, 0, \mathbf{A}, \mathbf{x}) \leq \log \widetilde{M}_{0}(\mathbf{A}, \mathbf{x})
$$

This gives (8.8) for $s=0$.
Step 5: Assume $r=0, s>0$.
We have $(\log m) I_{H} \leq \log A_{i} \leq(\log M) I_{H}(i=1, \ldots, n)$. Applying Theorem 8.6 to the continuous convex function $f(t)=\exp (s t)$ and replacing $A_{i}, m$ and $M$ with $\log A_{i}, \log m$ and $\log M$, respectively, we have

$$
\begin{aligned}
& \exp \left(s\left(\log m+\log M-\sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle\right)\right) \\
& \leq \sum_{i=1}^{n}\left\langle\exp \left(s\left((\log m) I_{H}+(\log M) I_{H}-\log A_{i}\right)\right) x_{i}, x_{i}\right\rangle \\
& \leq \frac{\log M-\sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle}{\log M-\log m} M^{s}+\frac{\sum_{i=1}^{n}\left\langle\left(\log A_{i}\right) x_{i}, x_{i}\right\rangle-\log m}{\log M-\log m} m^{s} \\
& \leq m^{s}+M^{s}-\sum_{i=1}^{n}\left\langle A_{i}^{s} x_{i}, x_{i}\right\rangle
\end{aligned}
$$

or

$$
\left[\widetilde{M}_{0}(\mathbf{A}, \mathbf{x})\right]^{s} \leq[R(0, s, \mathbf{A}, \mathbf{x})]^{s} \leq[S(0, s, \mathbf{A}, \mathbf{x})]^{s} \leq\left[\widetilde{M}_{s}(\mathbf{A}, \mathbf{x})\right]^{s}
$$

Since $s>0$, this gives (8.8) for $r=0$.
Next, we consider quasi-arithmetic means of Mercer's type.
Let $\mathbf{A}=\left(A_{1}, \ldots, A_{n}\right)$, where $A_{i} \in B(H)$ are self-adjoint operators with $m I_{H} \leq A_{i} \leq M I_{H}$ for some scalars $m<M$, and $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, where $x_{i} \in H$ satisfy $\sum_{i=1}^{n}\left\langle x_{i}, x_{i}\right\rangle=1$. Let $\varphi, \psi \in C([m, M])$ be strictly monotonic functions on an interval $[m, M]$. We define

$$
\widetilde{M}_{\varphi}(\mathbf{A}, \mathbf{x}):=\varphi^{-1}\left(\varphi(m)+\varphi(M)-\sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle\right)
$$

Observe that, since $m I_{H} \leq A_{i} \leq M I_{H}$ and $\sum_{i=1}^{n}\left\langle x_{i}, x_{i}\right\rangle=1$, then
. $\varphi(m) \leq \sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle \leq \varphi(M) \quad$ if $\varphi$ is increasing,
. $\varphi(M) \leq \sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle \leq \varphi(m) \quad$ if $\varphi$ is decreasing.
Hence, $\widetilde{M}_{\varphi}(\mathbf{A}, \mathbf{x})$ is well defined.
Theorem 8.8 Under the above hypotheses,
(i) if either $\psi \circ \varphi^{-1}$ is convex and $\psi$ is strictly increasing, or $\psi \circ \varphi^{-1}$ is concave and $\psi$ is strictly decreasing, then

$$
\begin{equation*}
\widetilde{M}_{\varphi}(\mathbf{A}, \mathbf{x}) \leq \widetilde{M}_{\psi}(\mathbf{A}, \mathbf{x}) \tag{8.9}
\end{equation*}
$$

In fact, to be more specific, we have the following series of inequalities

$$
\begin{align*}
& \tilde{M}_{\varphi}(\mathbf{A}, \mathbf{x}) \\
& \leq \psi^{-1}\left(\sum_{i=1}^{n}\left\langle\left(\psi \varphi^{-1}\right)\left(\varphi(m) I_{H}+\varphi(M) I_{H}-\varphi\left(A_{i}\right)\right) x_{i}, x_{i}\right\rangle\right)  \tag{8.10}\\
& \leq \psi^{-1}\left(\frac{\varphi(M)-\sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle}{\varphi(M)-\varphi(m)} \psi(M)+\frac{\sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle-\varphi(m)}{\varphi(M)-\varphi(m)} \psi(m)\right) \\
& \leq \widetilde{M}_{\psi}(\mathbf{A}, \mathbf{x})
\end{align*}
$$

(ii) if either $\psi \circ \varphi^{-1}$ is concave and $\psi$ is strictly increasing, or $\psi \circ \varphi^{-1}$ is convex and $\psi$ is strictly decreasing, then the reverse inequalities of (8.9) and (8.10) hold.

Proof. Suppose that $\psi \circ \varphi^{-1}$ is convex. If in Theorem 8.6 we let $f=\psi \circ \varphi^{-1}$ and replace $A_{i}, m$ and $M$ with $\varphi\left(A_{i}\right), \varphi(m)$ and $\varphi(M)$, respectively, then we obtain

$$
\begin{align*}
& \left(\psi \circ \varphi^{-1}\right)\left(\varphi(m)+\varphi(M)-\sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle\right) \\
& \leq \sum_{i=1}^{n}\left\langle\left(\psi \circ \varphi^{-1}\right)\left(\varphi(m) I_{H}+\varphi(M) I_{H}-\varphi\left(A_{i}\right)\right) x_{i}, x_{i}\right\rangle  \tag{8.11}\\
& \leq \frac{\varphi(M)-\sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle}{\varphi(M)-\varphi(m)} \psi(M)+\frac{\sum_{i=1}^{n}\left\langle\varphi\left(A_{i}\right) x_{i}, x_{i}\right\rangle-\varphi(m)}{\varphi(M)-\varphi(m)} \psi(m) \\
& \leq \psi(m)+\psi(M)-\sum_{i=1}^{n}\left\langle\psi\left(A_{i}\right) x_{i}, x_{i}\right\rangle
\end{align*}
$$

If $\psi \circ \varphi^{-1}$ is concave then we obtain the reverse of inequalities (8.11).
If $\psi$ is strictly increasing, then the inverse function $\psi^{-1}$ is also strictly increasing, so that (8.11) implies (8.10). If $\psi$ is strictly decreasing, then the inverse function $\psi^{-1}$ is also strictly decreasing, so that in this case the reverse of (8.11) implies (8.10). Analogously, we get the reverse of (8.10) in the cases when $\psi \circ \varphi^{-1}$ is convex and $\psi$ is strictly decreasing, or $\psi \circ \varphi^{-1}$ is concave and $\psi$ is strictly increasing.

### 8.3 Operator version with mappings

Assume that $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ is an $n$-tuple of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$, $i=1, \ldots, n$. If $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$, we say that $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ is unital.

We have the following generalization of discrete Jensen's operator inequality.
Theorem 8.9 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of self-adjoint operators in $B(H)$ with spectra in $[m, M]$ for some scalars $m<M$, and let $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n$-tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$. If $f$ is an operator convex function on [ $m, M$ ], then

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \tag{8.12}
\end{equation*}
$$

Proof. Using continuity of $f, \Phi_{i}$ and uniform approximation of self-adjoint operators by simple operators using decomposition of unit we can assume that $A_{i}=\sum_{j \in I_{i}} t_{i, j} e_{i, j}$ where
$I_{i}$ are finite sets and $\left\{e_{i, j}\right\}_{j \in I_{i}}$ are decompositions of unit, $i=1, \ldots, n$. We have

$$
\begin{aligned}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) & =f\left(\sum_{i=1}^{n} \Phi_{i}\left(\sum_{j \in I_{i}} t_{i, j} e_{i, j}\right)\right)=f\left(\sum_{i=1}^{n} \sum_{j \in I_{i}} t_{i, j} \Phi_{i}\left(e_{i, j}\right)\right) \\
& =f\left(\sum_{i=1}^{n} \sum_{j \in I_{i}} \sqrt{\Phi_{i}\left(e_{i, j}\right)} t_{i, j} \sqrt{\Phi_{i}\left(e_{i, j}\right)}\right) \\
& \leq \sum_{i=1}^{n} \sum_{j \in I_{i}} \sqrt{\Phi_{i}\left(e_{i, j}\right)} f\left(t_{i, j}\right) \sqrt{\Phi_{i}\left(e_{i, j}\right)} \\
& =\sum_{i=1}^{n} \sum_{j \in I_{i}} f\left(t_{i, j}\right) \Phi_{i}\left(e_{i, j}\right)=\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) .
\end{aligned}
$$

The second proof: We use the idea from [81] (also compare to [221]). If $f$ is operator convex in $I=[0,1]$ and $f(0) \leq 0$, we can suppose, with no loss of generality, that it is nonpositive. Then there is a connection $\sigma$ such that $-f(t)=t \sigma(1-t)$. We use the following properties of a connection $\sigma$ :
(i) $\Phi(A \sigma B) \leq \Phi(A) \sigma \Phi(B)$ for a positive linear mapping $\Phi$ and positive operators $A$ and $B$ ([15]).
(ii) (subadditivity) $\sum_{i=1}^{n} A_{i} \sigma B_{i} \leq\left(\sum_{i=1}^{n} A_{i}\right) \sigma\left(\sum_{i=1}^{n} B_{i}\right)$ for positive $n-\operatorname{tuples}\left(A_{1}, \ldots, A_{n}\right)$ and $\left(B_{1}, \ldots, B_{n}\right)$ ([81]).

We obtain

$$
\begin{aligned}
& -\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)=\sum_{i=1}^{n} \Phi_{i}\left(A_{i} \sigma\left(I_{H}-A_{i}\right)\right) \\
& \quad \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right) \sigma \Phi_{i}\left(I_{H}-A_{i}\right) \leq\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \sigma\left(\sum_{i=1}^{n} \Phi_{i}\left(I_{H}-A_{i}\right)\right) \\
& =\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \sigma\left(I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right)=-f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right)
\end{aligned}
$$

Consider now an arbitrary operator convex function $f$ defined on $[0,1]$. The function $\tilde{f}(x)=f(x)-f(0)$ satisfies the previous conditions, so (8.12) becomes

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)+f(0)\left(I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)\right) \tag{8.13}
\end{equation*}
$$

By setting $g(x)=f((\beta-\alpha) x+\alpha)$ one may reduce the statement for operator convex functions defined on an arbitrary interval $[\alpha, \beta]$ to operator convex functions defined on the interval $[0,1]$.

We show a variant of Jensen's operator inequality which is an extension of Theorem 8.2 and Theorem 8.6 to self-adjoint operators and positive linear mappings.

Theorem 8.10 Let $\left(A_{1}, \ldots, A_{n}\right)$ be $n$-tuple of self-adjoint operators in $B(H)$ with spectra in $[m, M]$ for some scalars $m<M$, and let $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n$-tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$. If $f \in C([m, M])$ is convex on $[m, M]$, then

$$
\begin{equation*}
f\left(m I_{K}+M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq f(m) I_{K}+f(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \tag{8.14}
\end{equation*}
$$

In fact, to be more specific, the following series of inequalities holds

$$
\begin{align*}
& f\left(m I_{K}+M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \\
& \leq \frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} f(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} f(m)  \tag{8.15}\\
& \leq f(m) I_{K}+f(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)
\end{align*}
$$

If a function $f$ is concave, then inequalities (8.14) and (8.15) are reversed.
Proof. Since $f$ is continuous and convex, the same is also true for the function $g$ : $[m, M] \rightarrow \mathbb{R}$ defined by $g(t)=f(m+M-t), t \in[m, M]$. Hence, the following inequalities

$$
f(t) \leq \frac{t-m}{M-m} f(M)+\frac{M-t}{M-m} f(m) \quad \text { and } \quad g(t) \leq \frac{t-m}{M-m} g(M)+\frac{M-t}{M-m} g(m)
$$

hold for every $t \in[m, M]$ (see e.g. [249, p. 2]).
Since $m I_{H} \leq A_{i} \leq M I_{H}$ for $i=1, \ldots, n$ and $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$, it follows that $m I_{K} \leq$ $\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right) \leq M I_{K}$. Now, using the functional calculus we have

$$
g\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} g(M)+\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} g(m)
$$

or

$$
\begin{align*}
& f\left(m I_{K}+M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \\
& \leq \frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} f(m)+\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} f(M)  \tag{8.16}\\
& =f(m) I_{K}+f(M) I_{K}-\left[\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} f(m)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} f(M)\right] .
\end{align*}
$$

On the other hand, we also have

$$
f\left(A_{i}\right) \leq \frac{A_{i}-m I_{H}}{M-m} f(M)+\frac{M I_{H}-A_{i}}{M-m} f(m)
$$

Applying positive linear mappings $\Phi_{i}$ and summing, it follows that

$$
\begin{equation*}
\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} f(M)+\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} f(m) \tag{8.17}
\end{equation*}
$$

Using inequalities (8.16) and (8.17), we obtain desired inequalities (8.14) and (8.15).
The last statement follows immediately from the fact that if $\varphi$ is concave then $-\varphi$ is convex.

We consider Mercer's power means for positive linear mappings.
Let $\mathbf{A}=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of positive invertible operators in $B(H)$ with $S p\left(A_{i}\right) \subseteq[m, M]$ for some scalars $0<m<M$, and let $\boldsymbol{\Phi}=\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n$-tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$. We define, for any $r \in \mathbb{R}$

$$
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}):= \begin{cases}{\left[m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right]^{\frac{1}{r}},} & r \neq 0  \tag{8.18}\\ \exp \left((\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)\right), & r=0\end{cases}
$$

Observe that, since $0<m I_{H} \leq A_{i} \leq M I_{H}$ and $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$, then

$$
\begin{aligned}
& \quad 0<m^{r} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) \leq M^{r} I_{K} \text { for all } r>0, \\
& \\
& 0<M^{r} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) \leq m^{r} I_{K} \text { for all } r<0, \\
& \\
& (\log m) I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right) \leq(\log M) I_{K} .
\end{aligned}
$$

Hence, $\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi})$ is well defined.
Furthermore, we define a constant $\Delta(m, M, p)$ for $0<m<M$ and $p \in \mathbb{R}$ as follows:
$\Delta(m, M, p):=\left\{\begin{array}{l}K\left(m^{p}, M^{p}, \frac{1}{p}\right)=\frac{p\left(m^{p} M-M^{p} m\right)}{(1-p)\left(M^{p}-m^{p}\right)}\left(\frac{(1-p)(M-m)}{m^{p} M-M^{p} m}\right)^{\frac{1}{p}}, \quad p \neq 0, \\ S\left(\frac{M}{m}\right)=\frac{M-m}{\log M-\log m} \exp \left(\frac{m(1+\log M)-M(1+\log m)}{M-m}\right), p=0 .\end{array}\right.$
We remark that $\Delta(m, M, 0)=\lim _{p \rightarrow 0} \Delta(m, M, p)$ by using Theorem 2.17.
We show a monotonicity property of Mercer's power means for positive linear mappings and investigate a complementary domain to Mercer's power means.

Theorem 8.11 Let $r, s \in \mathbb{R}, r<s$.
(i) If either $r \leq-1$ or $s \geq 1$, then

$$
\begin{equation*}
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) . \tag{8.19}
\end{equation*}
$$

(ii) If $-1<r$ and $s<1$, then

$$
\begin{equation*}
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \Delta(m, M, s) \cdot \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) . \tag{8.20}
\end{equation*}
$$

Proof. (i) Step 1: Suppose that $0<r<s$ and $s \geq 1$.
Applying the inequality (8.14) to the convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r}>1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we have

$$
\begin{equation*}
\left.\left[m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)\right]^{\frac{s}{r}} \leq m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \tag{8.21}
\end{equation*}
$$

Raising both sides to the power $\frac{1}{s}\left(0<\frac{1}{s} \leq 1\right)$, it follows from the Löwner-Heinz theorem (Theorem 3.1) that (8.19) holds.
STEP 2: Suppose that $r<0$ and $s \geq 1$.
Applying the inequality (8.14) to the convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r}<0$ here) and proceeding in the same way as in STEP 1, we have that (8.19) holds.
STEP 3: Suppose that $r=0$ and $s \geq 1$.
Applying the inequality (8.14) to the convex function $f(t)=\exp (s \cdot t)$ and replacing $A_{i}, m$ and $M$ with $\log \left(A_{i}\right), \log m$ and $\log M$, respectively, we have

$$
\begin{align*}
& \exp \left(s\left((\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)\right)\right) \\
& \leq \exp (s \log m) I_{K}+\exp (s \log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\exp \left(s \log \left(A_{i}\right)\right)\right) \\
& =m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \tag{8.22}
\end{align*}
$$

or

$$
\left[\widetilde{M}_{0}(\mathbf{A}, \boldsymbol{\Phi})\right]^{s} \leq\left[\widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})\right]^{s}
$$

Raising both sides to the power $\frac{1}{s}\left(0<\frac{1}{s} \leq 1\right)$, it follows from the Löwner-Heinz theorem that (8.19) holds for $r=0$.
Step 4: Suppose that $r \leq-1$ and $s>r$.
The inequality (8.19) follows from the above cases replacing $A_{i}, r$ and $s$ by $A_{i}^{-1},-s$ and $-r$, respectively, and using the equality $\widetilde{M}_{-s}\left(\mathbf{A}^{-1}, \boldsymbol{\Phi}\right)=\widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})^{-1}$, where $\mathbf{A}^{-1}=$ $\left(A_{1}^{-1}, \ldots, A_{n}^{-1}\right)$.
(ii) Step 1: Suppose that $0<r<s<1$.

In the same way as in (i) STEP 1 we obtain inequality (8.21). Observe that, since $m^{s} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq M^{s} I_{K}$, it follows that $m^{s} I_{K} \leq m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq M^{s} I_{K}$. Raising both sides of (8.21) to the power $\frac{1}{s}\left(\frac{1}{s}>1\right)$, it follows from Theorem 4.3 (i) that

$$
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq K\left(m^{s}, M^{s}, \frac{1}{s}\right) \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

Step 2: Suppose that $0=r<s<1$.
In the same way as in (i) STEP 3 we obtain inequality (8.22). With the same observation as in (ii) STEP 1 and raising both sides of (8.22) to the power $\frac{1}{s}\left(\frac{1}{s}>1\right)$, it follows
from Theorem 4.3 (i) that

$$
\widetilde{M}_{0}(\mathbf{A}, \boldsymbol{\Phi}) \leq K\left(m^{s}, M^{s}, \frac{1}{s}\right) \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

STEP 3: Suppose that $-1<r<s<0$.
The proof follows from (ii) STEP 1 replacing $A_{i}, r$ and $s$ by $A_{i}^{-1},-s$ and $-r$, respectively, and using the equality $K(M, m, p)=K(m, M, p)$ (see [96, p. 77]).
Step 4: Suppose that $-1<r<s=0$.
Applying the inequality (8.14) to the convex function $f(t)=\frac{1}{r} \log t$ and replacing $A_{i}$, $m$ and $M$ with $A_{i}^{r}, M^{r}$ and $m^{r}$, respectively, we obtain

$$
\frac{1}{r} \log \left(m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right) \leq(\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right.
$$

Observing that both sides have spectra in $[\log m, \log M]$, it follows from Theorem 4.7 that (8.20) holds for $s=0$.

Step 5: Suppose that $-1<r<0<s<1$.
In the same way as in $(i)$ STEP 2 we obtain inequality (8.21). With the same observation as in (ii) STEP 1 it follows from Theorem 4.3 (i) that

$$
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq K\left(m^{s}, M^{s}, \frac{1}{s}\right) \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

Furthermore, we define $S(r, s, \mathbf{A}, \boldsymbol{\Phi})$ for $\mathbf{A}, \boldsymbol{\Phi}$ as in (8.18) and $r, s \in \mathbb{R}$ as follows:

$$
S(r, s, \mathbf{A}, \boldsymbol{\Phi}):= \begin{cases}{\left[\frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} M^{s}+\frac{S_{r}-m^{r} I_{K}}{M^{r}-m^{r}} m^{s}\right]^{\frac{1}{s}},} & r \neq 0, s \neq 0  \tag{8.23}\\ \exp \left(\frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} \log M+\frac{S_{r}-m^{r} I_{K}}{M^{r}-m^{r}} \log m\right), & r \neq 0, s=0 \\ {\left[\frac{(\log M) I_{K}-S_{0}}{\log M-\log m} M^{s}+\frac{S_{0}-(\log m) I_{K}}{\log M-\log m} m^{s}\right]^{\frac{1}{s}},} & r=0, s \neq 0\end{cases}
$$

where $S_{r}=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)$ and $S_{0}=\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)$. It is easy to see that $S(r, s, \mathbf{A}, \boldsymbol{\Phi})$ is well defined.

If we use inequalities (8.15) instead of the inequality (8.14), then we have the following results.

Theorem 8.12 Let $r, s \in \mathbb{R}, r<s$.
(i) If $s \geq 1$, then

$$
\begin{equation*}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq \tilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.24}
\end{equation*}
$$

If $r \leq-1$, then

$$
\begin{equation*}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq \tilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.25}
\end{equation*}
$$

(ii) If $-1<r$ and $s<1$, then

$$
\begin{equation*}
\frac{1}{\Delta(m, M, s)} \cdot \widetilde{M}_{r}(\mathbf{A}, \Phi) \leq S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq \Delta(m, M, s) \cdot \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.26}
\end{equation*}
$$

Proof. (i) Step 1: Suppose that $0<r<s$ and $s \geq 1$.
Applying inequalities (8.15) to the convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r} \geq 1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we have

$$
\begin{align*}
& \left.\left[m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)\right]^{\frac{s}{r}} \leq \frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} M^{s}+\frac{S_{r}-m^{r} I_{K}}{M^{r}-m^{r}} m^{s} \\
& \leq m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \tag{8.27}
\end{align*}
$$

Raising these inequalities to the power $\frac{1}{s}\left(0<\frac{1}{s} \leq 1\right)$, it follows from the Löwner-Heinz theorem that the desired inequality (8.24) holds.
STEP 2: Suppose that $r<0$ and $s \geq 1$.
Applying inequalities (8.15) to the convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r}<0$ here) and proceeding in the same way as in STEP 1, we obtain the desired inequality (8.24).
Step 3: Suppose that $r=0$ and $s \geq 1$.
Applying inequalities (8.15) to the convex function $f(t)=\exp (s \cdot t)$ and replacing $A_{i}$, $m$ and $M$ with $\log A_{i}, \log m$ and $\log M$, respectively, we have

$$
\begin{align*}
& \exp \left(s\left((\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)\right)\right) \\
& \leq \frac{(\log M) I_{K}-S_{0}}{\log M-\log m} \cdot \exp (s \log M)+\frac{S_{0}-(\log m) I_{K}}{\log M-\log m} \cdot \exp (s \log m) \\
& \leq \exp (s \log m) I_{K}+\exp (s \log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\exp \left(s \log \left(A_{i}\right)\right)\right) \\
& =m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right) \tag{8.28}
\end{align*}
$$

or

$$
\left[\widetilde{M}_{0}(\mathbf{A}, \boldsymbol{\Phi})\right]^{s} \leq[S(0, s, \mathbf{A}, \boldsymbol{\Phi})]^{s} \leq\left[\widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})\right]^{s}
$$

Raising these inequalities to the power $\frac{1}{s}\left(0<\frac{1}{s} \leq 1\right)$, it follows from the Löwner-Heinz theorem that (8.24) holds for $r=0$.
STEP 4: Suppose that $r \leq-1$ and $s>r$.
The proof of (8.25) follows using the same way as in the above cases.
(ii) STEP 1: Suppose that $0<r<s<1$.

In the same way as in (i) Step 1 we obtain inequalities (8.27). Observe that, since $m^{r} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) \leq M^{r} I_{K}$ and $m^{s} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq M^{s} I_{K}$, it follows that $m^{s} I_{K} \leq$ $\left[m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right]^{\frac{s}{r}} \leq M^{s} I_{K}$ and $m^{s} I_{K} \leq m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq M^{s} I_{K}$.

Raising inequalities (8.27) to the power $\frac{1}{s}\left(\frac{1}{s}>1\right)$, it follows from Theorem 4.3 (i) that

$$
\begin{aligned}
& \left.K\left(m^{s}, M^{s}, \frac{1}{s}\right)^{-1}\left[m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)\right]^{\frac{1}{r}} \\
& \leq\left[\frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} \cdot M^{s}+\frac{S_{r}-m^{r} I_{K}}{M^{r}-m^{r}} m^{s}\right]^{\frac{1}{s}} \\
& \leq K\left(m^{s}, M^{s}, \frac{1}{s}\right)\left[m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right]^{\frac{1}{s}}
\end{aligned}
$$

which gives the desired inequality (8.26).
STEP 2: Suppose that $0=r<s<1$.
In the same way as in $(i)$ Step 3 we obtain inequalities (8.28). Observe that, since $(\log m) I_{K} \leq(\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right) \leq(\log M) I_{K}$ and $m^{s} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)$ $\leq M^{s} I_{K}$, it follows that

$$
m^{s} I_{K} \leq \exp \left(s\left((\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)\right)\right) \leq M^{s} I_{K}
$$

and $m^{s} I_{K} \leq m^{s} I_{K}+M^{s} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq M^{s} I_{K}$. Raising inequalities (8.28) to the power $\frac{1}{s}\left(\frac{1}{s}>1\right)$, it follows from Theorem 4.3 (i) that (8.26) holds for $r=0$.
STEP 3: Suppose that $-1<r<s<0$.
Applying reversed inequalities (8.15) to the concave function $f(t)=t^{\frac{s}{r}}$ (note that $0<$ $\frac{s}{r}<1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we obtain reversed (8.27). With the same observation as in STEP 1 it follows that (8.26) holds.

Step 4: Suppose that $-1<r<s=0$.
Applying inequalities (8.15) to the convex function $f(t)=\frac{1}{r} \log t$ (note that $\frac{1}{r}<0$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we obtain

$$
\begin{aligned}
& \frac{1}{r} \log \left(m^{r} I_{K}+M^{r} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right) \\
& \leq \frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} \cdot \log M+\frac{S_{r}-m^{r}}{M^{r}-m^{r}} \cdot \log m \\
& \leq(\log m) I_{K}+(\log M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right) .
\end{aligned}
$$

Now, it follows from Theorem 4.7 that

$$
S\left(\mathrm{e}^{\log M-\log m}\right)^{-1} \widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(r, 0, \mathbf{A}, \boldsymbol{\Phi}) \leq S\left(\mathrm{e}^{\log M-\log m}\right) \widetilde{M}_{0}(\mathbf{A}, \boldsymbol{\Phi})
$$

which gives (8.26) holds for $s=0$.
Step 5: Suppose that $-1<r<0<s<1$.
Applying inequalities (8.15) to the convex function $f(t)=t^{\frac{s}{r}}$ (note that $\frac{s}{r}<0$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we obtain inequalities (8.27). Proceeding in the same way as in STEP 1, we obtain (8.26).

Remark 8.1 Since obviously $S(r, r, \mathbf{A}, \boldsymbol{\Phi})=\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi})$, inequalities in Theorem 8.12 (i) give us

$$
S(r, r, \mathbf{A}, \boldsymbol{\Phi}) \leq S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq S(s, s, \mathbf{A}, \boldsymbol{\Phi}), r<s, s \geq 1
$$

and

$$
S(r, r, \mathbf{A}, \boldsymbol{\Phi}) \leq S(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq S(s, s, \mathbf{A}, \boldsymbol{\Phi}), r<s, r \leq-1
$$

An open problem is to give list of inequalities comparing "mixed means" $S(r, s, \mathbf{A}, \boldsymbol{\Phi})$ in remaining cases.

Finally, we consider quasi-arithmetic means of Mercer's type for positive linear mappings.

Let $\mathbf{A}$ and $\boldsymbol{\Phi}$ be as in the previous context and $m<M$. Let $\varphi, \psi \in C([m, M])$ be strictly monotonic functions on an interval $[m, M]$. We define

$$
\begin{equation*}
\widetilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}):=\varphi^{-1}\left(\varphi(m) I_{K}+\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right) \tag{8.29}
\end{equation*}
$$

It is easy to see that $\widetilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi})$ is well defined.

Theorem 8.13 Under the above hypotheses,
(i) if either $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone, or $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone, then

$$
\begin{equation*}
\widetilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \leq \widetilde{M}_{\psi}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.30}
\end{equation*}
$$

In fact, to be more specific, we have the following series of inequalities

$$
\begin{align*}
& \widetilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \\
& \leq \psi^{-1}\left(\frac{\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)}{\varphi(M)-\varphi(m)} \cdot \psi(M)\right. \\
& \left.+\frac{\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)-\varphi(m) I_{K}}{\varphi(M)-\varphi(m)} \cdot \psi(m)\right)  \tag{8.31}\\
& \leq \tilde{M}_{\psi}(\mathbf{A}, \boldsymbol{\Phi})
\end{align*}
$$

(ii) if either $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone, or $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone, then inequalities (8.30) and (8.31) are reversed.

Proof. Suppose that $\psi \circ \varphi^{-1}$ is convex. If in Theorem 8.10 we let $f=\psi \circ \varphi^{-1}$ and
replace $A_{i}, m$ and $M$ with $\varphi\left(A_{i}\right), \varphi(m)$ and $\varphi(M)$, respectively, then we obtain

$$
\begin{aligned}
& \left(\psi \circ \varphi^{-1}\right)\left(\varphi(m) I_{K}+\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right) \\
& \leq \frac{\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)}{\varphi(M)-\varphi(m)} \cdot\left(\psi \circ \varphi^{-1}\right)(\varphi(M)) \\
& +\frac{\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)-\varphi(m) I_{K}}{\varphi(M)-\varphi(m)} \cdot\left(\psi \circ \varphi^{-1}\right)(\varphi(m)) \\
& \leq\left(\psi \circ \varphi^{-1}\right)(\varphi(m)) I_{K}+\left(\psi \circ \varphi^{-1}\right)(\varphi(M)) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\left(\psi \circ \varphi^{-1}\right)\left(\varphi\left(A_{i}\right)\right)\right)
\end{aligned}
$$

or

$$
\begin{align*}
& \psi\left(\varphi^{-1}\left(\varphi(m) I_{K}+\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right)\right) \\
& \leq \frac{\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)}{\varphi(M)-\varphi(m)} \cdot \psi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)-\varphi(m) I_{K}}{\varphi(M)-\varphi(m)} \cdot \psi(m) \\
& \leq \psi(m) I_{K}+\psi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\psi\left(A_{i}\right)\right) \tag{8.32}
\end{align*}
$$

If $\psi \circ \varphi^{-1}$ is concave then we obtain the reverse of inequalities (8.32).
If $\psi^{-1}$ is operator monotone, then (8.32) implies (8.31). If $-\psi^{-1}$ is operator monotone, then the reverse of (8.32) implies (8.31). Analogously, we get the reverse of (8.31) in the cases when $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone, or $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone.

### 8.4 Chaotic order version

Let $\mathbf{A}=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of positive invertible operators in $B(H)$ with $\operatorname{Sp}\left(A_{i}\right) \subseteq$ [ $m, M$ ] for some scalars $0<m<M$, and let $\boldsymbol{\Phi}=\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n$-tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$. We recall that we define the $r$-th power operator mean for $r \in \mathbb{R}$ as

$$
M_{r}(\mathbf{A}, \boldsymbol{\Phi}):= \begin{cases}\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{1}{r}}, & r \neq 0  \tag{8.33}\\ \exp \left(\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)\right), & r=0\end{cases}
$$

The ordering among these means is given in Chapter 9. Here we discuss the chaotic ordering among them: the chaotic order $A \gg B$ for $A, B>0$ means $\log A \geq \log B$, also see 3.4 .

The following theorems are generalizations of the theorems in [124, p.135, 136].
Theorem 8.14 If $r, s \in \mathbb{R}, r<s$, then

$$
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \ll M_{s}(\mathbf{A}, \boldsymbol{\Phi}) .
$$

Proof. Step 1: Assume $0<r<s$. Applying Theorem 8.9 to the operator concave function $f(t)=t^{\frac{r}{s}}$ (note that $0<\frac{r}{s}<1$ here) and replacing $A_{i}$ with $A_{i}^{s}$ we have

$$
\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right)^{\frac{r}{s}} \geq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)
$$

Since the function $f(t)=\log t$ is operator monotone and $r>0$, it follows that

$$
\frac{1}{s} \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)\right) \geq \frac{1}{r} \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)
$$

i.e.

$$
\log M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log M_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

STEP 2: Assume $r<s<0$. Applying Theorem 8.9 to the operator concave function $f(t)=t^{\frac{s}{r}}$ (note that $0<\frac{s}{r}<1$ here) and replacing $A_{i}$ with $A_{i}^{r}$ we have

$$
\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{s}{r}} \geq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)
$$

Since $s<0$, it follows that
i.e.

$$
\frac{1}{r} \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right) \leq \frac{1}{s} \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right)
$$

$$
\log M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log M_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

STEP 3: Assume $r<0=s$. Applying Theorem 8.9 to the operator convex function $f(t)=$ $\frac{1}{r} \log t$ (note that $\frac{1}{r}<0$ here) and replacing $A_{i}$ with $A_{i}^{r}$ we have

$$
\frac{1}{r} \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i} \log \left(A_{i}\right)
$$

i.e.

$$
\log M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log M_{0}(\mathbf{A}, \boldsymbol{\Phi})
$$

Step 4: Assume $r=0<s$. Applying Theorem 8.9 to the operator concave function $f(t)=\frac{1}{s} \log t$ and replacing $A_{i}$ with $A_{i}^{s}$ we have

$$
\frac{1}{s} \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)\right) \geq \sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)
$$

i.e. $\quad \log M_{0}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log M_{s}(\mathbf{A}, \boldsymbol{\Phi})$.

Step 5: Assume $r<0<s$. From Step 3 and Step 4 it follows that

$$
\log M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log M_{0}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log M_{s}(\mathbf{A}, \boldsymbol{\Phi}) .
$$

To prove the following theorem, we need the following lemma.
Lemma 8.1 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of self-adjoint operators in $B(H)$ with spectra in $[m, M]$ for some scalars $0<m<M$, and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n$-tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$. Denote $h=\frac{M}{m}$. Then

$$
\alpha_{2}\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right)^{p} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{p}\right) \leq \alpha_{1}\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right)^{p}
$$

for

$$
\begin{aligned}
& \alpha_{1}=\left\{\begin{array}{rl}
K(h, p) & \text { if } \\
1 & \text { if }
\end{array} \quad 0<p<1, \text { or } 1<p\right.
\end{aligned}, \begin{array}{rll}
K(h, p)^{-1} & \text { if } & p<-1 \text { or } 2<p \\
1 & \text { if } & -1 \geq p<0 \text { or } 1 \leq p \leq 2, \\
K(h, p) & \text { if } & 0<p<1,
\end{array} \alpha_{2}=\left\{\begin{aligned}
\end{aligned}\right.
$$

where the generalized Kantorovich constant $K(m, M, p)$ is defined by (2.29).
Proof. This lemma is proved in a similar way as [124, Lemma 4.13] using converses of Jensen's inequality.

Theorem 8.15 If $r, s \in \mathbb{R}, r<s$, then

$$
\begin{equation*}
\Delta(h, r, s)^{-1} M_{s}(\mathbf{A}, \boldsymbol{\Phi}) \ll M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.34}
\end{equation*}
$$

where the generalized Specht ratio $\Delta(h, r, s) c f$. [124, eq. (2.97)] for $h>0$ is defined as

$$
\Delta(h, r, s)= \begin{cases}K\left(h^{r}, \frac{s}{r}\right)^{\frac{1}{s}} & \text { if } \quad r<s, r, s \neq 0  \tag{8.35}\\ \left(\frac{e \log h^{\frac{p}{P^{\prime}-1}}}{h^{\frac{p}{p^{p}-1}}}\right)^{\frac{\operatorname{sgn}(p)}{p}} & \text { if } \quad r=0<s=p, \text { or } r=p<s=0\end{cases}
$$

Proof. STEP 1: Assume $0<r<s$. Then $0<m^{s} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq M^{s} I_{K}$. Applying Lemma 8.1 with $p=\frac{r}{s}(0<p<1)$ and replacing $A_{i}$ with $A_{i}^{s}$ we obtain

$$
K\left(h^{s}, \frac{r}{s}\right)\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right)^{\frac{r}{s}} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)
$$

Since the function $f(t)=\log t$ is operator monotone and $r>0$, we have

$$
\log \left(K\left(h^{s}, \frac{r}{s}\right)^{\frac{1}{r}}\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)\right)^{\frac{1}{s}}\right) \leq \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{1}{r}}
$$

i.e.

$$
\begin{equation*}
\log \left(\Delta(h, r, s)^{-1} M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right) \leq \log M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.36}
\end{equation*}
$$

Since $\Delta(h, s, r)=\Delta(h, r, s)^{-1}$ (see [124, p. 87]), (8.34) follows from (8.36).
STEP 2: Assume $r<s<0$. Then, $0<M^{r} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) \leq m^{r} I_{K}$. Applying Lemma 8.1 with $p=\frac{s}{r}(0<p<1)$ and replacing $A_{i}$ with $A_{i}^{r}$ we obtain

$$
K\left(h^{r}, \frac{s}{r}\right)\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{s}{r}} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)
$$

Since $s<0$, we have

$$
\log \left(K\left(h^{r}, \frac{s}{r}\right)^{\frac{1}{s}}\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{1}{r}}\right) \geq \log \left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right)^{\frac{1}{s}}
$$

i.e.

$$
\begin{equation*}
\log \left(\Delta(h, r, s) M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right) \geq \log M_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.37}
\end{equation*}
$$

Now, (8.34) follows from (8.37).
STEP 3: Assume $r<0<s$. If $0<-r<s$ or $0<s<-r$, we let $p=\frac{r}{s}$ or $p=\frac{s}{r}$ in Lemma $8.1(-1<p<0)$, respectively. Then we obtain

$$
\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) \leq K\left(h^{s}, \frac{r}{s}\right)\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{S}\right)\right)^{\frac{r}{s}}
$$

or

$$
\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) \leq K\left(h^{r}, \frac{s}{r}\right)\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{s}{r}}
$$

So we have

$$
\log M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \geq \log \left(\Delta(h, r, s)^{-1} M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right)
$$

or

$$
\log M_{s}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log \left(\Delta(h, r, s) M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right)
$$

STEP 4: Assume $r=0<s$. If $r \rightarrow 0$ in (8.36), then

$$
\log \left(\Delta(h, 0, s)^{-1} M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right) \leq \log M_{0}(\mathbf{A}, \boldsymbol{\Phi})
$$

Step 5: Assume $r<s=0$. If $s \rightarrow 0$ in (8.37), then

$$
\log M_{0}(\mathbf{A}, \boldsymbol{\Phi}) \leq \log \left(\Delta(h, r, 0) M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right) .
$$

Next, we consider the chaotic ordering among Mercer's power operator means defined by (8.18).

Theorem 8.16 If $r, s \in \mathbb{R}, r<s$, then

$$
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \ll \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

Proof. Analogously to the proof of Theorem 8.14, but using Theorem 8.10 instead of Theorem 8.9.

Now, we define, for any $r, s \in \mathbb{R}$

$$
R(r, s, \mathbf{A}, \boldsymbol{\Phi}):= \begin{cases}{\left[\sum_{i=1}^{n} \Phi_{i}\left(\left[\left(m^{r}+M^{r}\right) I_{H}-A_{i}^{r}\right]^{\frac{s}{r}}\right)\right]^{\frac{1}{s}},} & r \neq 0, s \neq 0  \tag{8.38}\\ \exp \left(\sum_{i=1}^{n} \Phi_{i}\left(\log \left[\left(m^{r}+M^{r}\right) I_{H}-A_{i}^{r}\right]^{\frac{1}{r}}\right)\right), & r \neq 0, s=0 \\ {\left[\sum_{i=1}^{n} \Phi_{i}\left(\exp s\left[(\log m M) I_{H}-\log A_{i}\right]\right)\right]^{\frac{1}{s}},} & r=0, s \neq 0\end{cases}
$$

and $S(r, s, \mathbf{A}, \boldsymbol{\Phi})$ by (8.23). It is easy to see that $R(r, s, \mathbf{A}, \boldsymbol{\Phi})$ is well defined and also notice that $R(r, r, \mathbf{A}, \boldsymbol{\Phi})=S(r, r, \mathbf{A}, \boldsymbol{\Phi})=\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi})$ (including $r=0$ ).

Theorem 8.17 Let $r, s \in \mathbb{R}, r<s$.
(i) If $r \geq 0$, then

$$
\begin{equation*}
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \ll S(s, r, \mathbf{A}, \boldsymbol{\Phi}) \ll R(s, r, \mathbf{A}, \boldsymbol{\Phi}) \ll \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.39}
\end{equation*}
$$

(ii) If $s \leq 0$, then

$$
\begin{equation*}
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \ll R(r, s, \mathbf{A}, \boldsymbol{\Phi}) \ll S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \ll \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.40}
\end{equation*}
$$

(iii) If $r<0<s$, then

$$
\begin{align*}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) & \ll R(r, 0, \mathbf{A}, \boldsymbol{\Phi}) \ll S(r, 0, \mathbf{A}, \boldsymbol{\Phi}) \ll \tilde{M}_{0}(\mathbf{A}, \boldsymbol{\Phi}) \\
& \ll S(s, 0, \mathbf{A}, \boldsymbol{\Phi}) \ll R(s, 0, \mathbf{A}, \boldsymbol{\Phi}) \ll \tilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.41}
\end{align*}
$$

Proof. (i) STEP 1: Assume $0<r<s$. Applying Theorem 8.10 to the operator concave function $f(t)=t^{\frac{r}{s}}$ (note that $0<\frac{r}{s}<1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{s}, m^{s}$ and $M^{s}$ we have

$$
\begin{aligned}
& \left(\left(m^{s}+M^{s}\right) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right)^{\frac{r}{s}} \geq \sum_{i=1}^{n} \Phi_{i}\left(\left(\left(m^{s}+M^{s}\right) I_{H}-A_{i}^{s}\right)^{\frac{r}{s}}\right) \\
& \geq \frac{M^{s} I_{K}-S_{s}}{M^{s}-m^{s}} M^{r}+\frac{S_{s}-m^{s} I_{K}}{M^{s}-m^{s}} m^{r} \geq\left(m^{r}+M^{r}\right) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) .
\end{aligned}
$$

Since the function $f(t)=\log t$ is operator monotone and $r>0$, it follows that (8.39) holds.

STEP 2: Assume $r=0<s$. Applying Theorem 8.10 to the operator concave function $f(t)=\frac{1}{s} \log t$ and replacing $A_{i}, m$ and $M$ with $A_{i}^{s}, m^{s}$ and $M^{s}$ we have

$$
\begin{aligned}
& \frac{1}{s} \log \left(\left(m^{s}+M^{s}\right) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right)\right) \geq \sum_{i=1}^{n} \Phi_{i}\left(\frac{1}{s} \log \left(\left(m^{s}+M^{s}\right) I_{H}-A_{i}^{s}\right)\right) \\
& \geq \frac{M^{s} I_{K}-S_{s}}{M^{s}-m^{s}} \log M+\frac{S_{s}-m^{s} I_{K}}{M^{s}-m^{s}} \log m \geq(\log m M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)
\end{aligned}
$$

which gives (8.39) for $r=0$.
(ii) Step 1: Assume $r<s<0$. Applying Theorem 8.10 to the operator concave function $f(t)=t^{\frac{s}{r}}$ (note that $0<\frac{s}{r}<1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$ we have

$$
\begin{aligned}
& \left(\left(m^{r}+M^{r}\right) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{s}{r}} \geq \sum_{i=1}^{n} \Phi_{i}\left(\left(\left(m^{r}+M^{r}\right) I_{H}-A_{i}^{r}\right)^{\frac{s}{r}}\right) \\
& \geq \frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} M^{s}+\frac{S_{r}-m^{r} I_{K}}{M^{r}-m^{r}} m^{s} \geq\left(m^{s}+M^{s}\right) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) .
\end{aligned}
$$

Since $s<0$, it follows that (8.40) holds.
STEP 2: Assume $r<0=s$. Applying Theorem 8.10 to the operator convex function $f(t)=\frac{1}{r} \log t$ (note that $\frac{1}{r}<0$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$ we have

$$
\begin{aligned}
& \frac{1}{r} \log \left(\left(m^{r}+M^{r}\right) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(\frac{1}{r} \log \left(\left(m^{r}+M^{r}\right) I_{H}-A_{i}^{r}\right)\right) \\
& \leq \frac{M^{r} I_{K}-S_{r}}{M^{r}-m^{r}} \log M+\frac{S_{r}-m^{r} I_{K}}{M^{r}-m^{r}} \log m \leq(\log m M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\log \left(A_{i}\right)\right)
\end{aligned}
$$

which gives (8.40) for $s=0$.
(iii) Assume $r<0<s$. The desired inequality (8.41) follows set $s=0$ in (ii) and $r=0$ in (i).

Remark 8.2 If we define by $\widetilde{M}_{r}(B)=\left(m^{r} 1+M^{r} 1-B^{r}\right)^{\frac{1}{r}}$ (Mercer's mean for positive invertible operator $B$ with $S p(B) \subset[m, M], 0<m<M)$ and by $\widetilde{M}_{r}(\mathbf{A})=\left(\widetilde{M}_{r}\left(A_{1}\right), \ldots, \widetilde{M}_{r}\left(A_{n}\right)\right)$ (for $n-$ tuple $\mathbf{A}$ of positive invertible operators), we can write:

$$
\begin{gathered}
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi})=\widetilde{M}_{r}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right) \\
R(r, s, \mathbf{A}, \boldsymbol{\Phi})=M_{s}\left(\widetilde{M}_{r}(\mathbf{A}), \boldsymbol{\Phi}\right),
\end{gathered}
$$

so we can describe inequalities in Theorem 8.17 as mixed mean inequalities. One can also ask the question: What is the complete set of inequalities among mixed means $M_{r}\left(\widetilde{M}_{s}(\mathbf{A}), \boldsymbol{\Phi}\right)$, $\widetilde{M}_{s}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right), \widetilde{M}_{r}\left(M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right)$ and $M_{s}\left(\widetilde{M}_{r}(\mathbf{A}), \boldsymbol{\Phi}\right)$ under the chaotic order? One part of the answer is in Theorem 8.16 and Theorem 8.17.

### 8.5 Refinements

In this section, we give a refinement of Mercer's inequality for operator convex functions. We use that result to refine monotonicity properties of power means of Mercer's type for operators. Finally, we consider related quasi-arithmetic means for operators.
Theorem 8.18 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of self-adjoint operators in $B(H)$ with spectra in $[m, M]$ for some scalars $0<m<M$, and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n-$ tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$. If $f \in C([m, M])$ is operator convex, then we have the following series of inequalities

$$
\begin{align*}
& f\left(m I_{K}+M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(m I_{H}+M I_{H}-A_{i}\right)\right) \\
& \leq \frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot f(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot f(m)  \tag{8.42}\\
& \leq f(m) I_{K}+f(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)
\end{align*}
$$

If a function $f$ is operator concave, then the inequalities (8.42) are reversed.
Proof. The proof of this theorem is quite similar to the proof of Theorem 8.6. We omit the details.

We give applications to the ordering among Mercer's power operator means defined by (8.18).

Let $R(r, s, \mathbf{A}, \boldsymbol{\Phi})$ and $S(r, s, \mathbf{A}, \boldsymbol{\Phi})$ are defined by (8.38) and (8.23), respectively. To simplify notations, in what follows we will write $\widetilde{M}_{r}, R(r, s), S(r, s)$ instead of $\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi})$, $R(r, s, \mathbf{A}, \boldsymbol{\Phi}), S(r, s, \mathbf{A}, \boldsymbol{\Phi})$, respectively.

Figure 8.1 illustrates regions $(i)-(v i i)$ which determine the seven cases occurring in Theorem 8.19.

Theorem 8.19 Let $r, s \in \mathbb{R}, r<s$.
(i) If $1 \leq r$, then

$$
\begin{equation*}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq R(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq \tilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{8.43}
\end{equation*}
$$

(ii) If $s \leq-1$, then

$$
\begin{equation*}
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq R(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq \widetilde{M}(\mathbf{A}, \boldsymbol{\Phi})_{s} . \tag{8.44}
\end{equation*}
$$

(iii) If $r \leq-1, s \geq 1$, then

$$
\begin{align*}
& \tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq R(r,-1, \mathbf{A}, \boldsymbol{\Phi}) \leq S(r,-1, \mathbf{A}, \boldsymbol{\Phi}) \\
\leq & \widetilde{M}_{-1}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(1,-1, \mathbf{A}, \boldsymbol{\Phi}) \leq R(1,-1, \mathbf{A}, \boldsymbol{\Phi}) \\
\leq & \widetilde{M}_{1}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(s, 1, \mathbf{A}, \boldsymbol{\Phi}) \leq R(s, 1, \mathbf{A}, \boldsymbol{\Phi})  \tag{8.45}\\
\leq & \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
\end{align*}
$$



Figure 8.1: Regions $(i)-(v i i)$
(iv) If $\frac{1}{2}<r<1<s$, then

$$
\begin{align*}
& \widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq R(r, 1, \mathbf{A}, \boldsymbol{\Phi}) \leq S(r, 1, \mathbf{A}, \boldsymbol{\Phi}) \\
\leq & \widetilde{M}_{1}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(s, 1, \mathbf{A}, \boldsymbol{\Phi}) \leq R(s, 1, \mathbf{A}, \boldsymbol{\Phi})  \tag{8.46}\\
\leq & \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) .
\end{align*}
$$

(v) If $r<-1<s<-\frac{1}{2}$, then

$$
\begin{align*}
& \widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq R(r,-1, \mathbf{A}, \boldsymbol{\Phi}) \leq S(r,-1, \mathbf{A}, \boldsymbol{\Phi}) \\
\leq & \widetilde{M}_{-1}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(s,-1, \mathbf{A}, \boldsymbol{\Phi}) \leq R(s,-1, \mathbf{A}, \boldsymbol{\Phi})  \tag{8.47}\\
\leq & \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
\end{align*}
$$

(vi) If $-1<r \leq \frac{1}{2}, s \geq 1$; or $-s \leq r<s \leq 1$, then

$$
\begin{align*}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) & \leq C(m, M, r) S(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq C(m, M, r)^{2} R(s, r, \mathbf{A}, \boldsymbol{\Phi}) \\
& \leq C(m, M, r)^{3} \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) . \tag{8.48}
\end{align*}
$$

(vii) If $r \leq-1,-\frac{1}{2} \leq s<1$; or $-1 \leq r<s \leq-r$, then

$$
\begin{align*}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) & \leq C(m, M, s) R(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq C(m, M, s)^{2} S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \\
& \leq C(m, M, s)^{3} \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi}) . \tag{8.49}
\end{align*}
$$

Proof. To simplify notations, in this proof we will write $\widetilde{M}_{r}, R(r, s), S(r, s)$ instead of $\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}), R(r, s, \mathbf{A}, \boldsymbol{\Phi}), S(r, s, \mathbf{A}, \boldsymbol{\Phi})$, respectively.
(i) Suppose that $1 \leq r<s$.

Applying inequalities (8.42) to the operator concave function $f(t)=t^{\frac{r}{s}}$ (note that $0<$ $\frac{r}{s} \leq 1$ here) and replacing $A_{i}, m$ and $M$ with $A_{i}^{s}, m^{s}$ and $M^{s}$, respectively, we have

$$
\begin{equation*}
\left[\widetilde{M}_{s}\right]^{r} \geq[R(s, r)]^{r} \geq[S(s, r)]^{r} \geq\left[\widetilde{M}_{r}\right]^{r} \tag{8.50}
\end{equation*}
$$

Raising these inequalities to the power $\frac{1}{r}$, by the Löwner-Heinz theorem it follows that (8.43) holds.
(ii) Suppose that $r<s \leq-1$.

Applying inequalities (8.43) to $\mathbf{A}^{-1}=\left(A_{1}^{-1}, \ldots, A_{n}^{-1}\right)$ and observing that $\widetilde{M}_{-r}\left(\mathbf{A}^{-1}, \boldsymbol{\Phi}\right)$ $=\left[\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi})\right]^{-1}, \widetilde{M}_{-s}\left(\mathbf{A}^{-1}, \boldsymbol{\Phi}\right)=\left[\widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})\right]^{-1}, S\left(-r,-s, \mathbf{A}^{-1}, \boldsymbol{\Phi}\right)=[S(r, s, \mathbf{A}, \boldsymbol{\Phi})]^{-1}$, $R\left(-r,-s, \mathbf{A}^{-1}, \boldsymbol{\Phi}\right)=[R(r, s, \mathbf{A}, \boldsymbol{\Phi})]^{-1}$, we have

$$
\left[\widetilde{M}_{s}\right]^{-1} \leq[S(r, s)]^{-1} \leq[R(r, s)]^{-1} \leq\left[\widetilde{M}_{r}\right]^{-1}
$$

Hence, (8.44) holds.
(iii) Suppose that $r \leq-1$ and $s \geq 1$.

Applying inequalities (8.42) to the operator convex function $f(t)=t^{-1}$ we have

$$
\left[\widetilde{M}_{1}\right]^{-1} \leq[R(1,-1)]^{-1} \leq[S(1,-1)]^{-1} \leq\left[\widetilde{M}_{-1}\right]^{-1}
$$

Hence,

$$
\widetilde{M}_{-1} \leq S(1,-1) \leq R(1,-1) \leq \widetilde{M}_{1}
$$

If we let $r=1$ in (8.43) and $s=-1$ in (8.43) then it follows that $\widetilde{M}_{1} \leq S(s, 1) \leq R(s, 1) \leq \widetilde{M}_{s}$ and $\quad \widetilde{M}_{r} \leq R(r,-1) \leq S(r,-1) \leq \widetilde{M}_{-1}$ holds. Hence, (8.45) holds.
(iv) Suppose that $\frac{1}{2}<r<1<s$.

Applying inequalities (8.42) to the operator convex function $f(t)=t^{\frac{1}{r}}$ and replacing $A_{i}, m$ and $M$ with $A_{i}^{r}, m^{r}$ and $M^{r}$, respectively, we have

$$
\widetilde{M}_{r} \leq R(r, 1) \leq S(r, 1) \leq \widetilde{M}_{1}
$$

If we let $r=1$ in (8.43) then it follows that (8.46) holds.
(v) Suppose that $r<-1<s<-\frac{1}{2}$.

Applying inequalities (8.46) to $\mathbf{A}^{-1}=\left(A_{1}^{-1}, \ldots, A_{n}^{-1}\right)$ and following analogous arguing as in (ii), we obtain (8.47).
(vi)

STEP 1: Suppose that $0<r \leq \frac{1}{2}, 1 \leq s$.
In the same way as in $(i)$ we obtain that (8.50) holds in this case. Raising (8.50) to the power $\frac{1}{r}$, by Theorem 4.3 (i) it follows that (8.48) holds.

STEP 2: Suppose that $-1<r<0,1 \leq s$.
Applying inequalities (8.42) to the operator convex function $f(t)=t^{\frac{r}{s}}$ and replacing $A_{i}, m$ and $M$ with $A_{i}^{s}, m^{s}$ and $M^{s}$, respectively, we have

$$
\left[\widetilde{M}_{s}\right]^{r} \leq[R(s, r)]^{r} \leq[S(s, r)]^{r} \leq\left[\widetilde{M}_{r}\right]^{r}
$$

Raising these inequalities to the power $\frac{1}{r}$, by Theorem 4.3 (ii) it follows that (8.48) holds (since $K(M, m, p)=K(m, M, p)$ by [124, p. 77]).

STEP 3: Suppose that $0<r<s \leq 1$ and $-1 \leq-s \leq r<0$.
In the same way as in STEP 1 and STEP 2, we have (8.48).
Step 4: Suppose that $0=r<s$.
Applying inequalities (8.42) to the operator concave function $f(t)=\frac{1}{s} \log t$ and replac$\operatorname{ing} A_{i}, m$ and $M$ with $A_{i}^{s}, m^{s}$ and $M^{s}$, respectively, we obtain

$$
\log \widetilde{M}_{s} \geq \log R(s, 0) \geq \log S(s, 0) \geq \log \widetilde{M}_{0}
$$

By using Theorem 4.7, it follows that (8.48) holds for $r=0$.
(vii) Suppose that $r \leq-1,-\frac{1}{2} \leq s<1$; or $-1 \leq r<s \leq-r$.

Applying inequalities (8.48) to $\mathbf{A}^{-1}=\left(A_{1}^{-1}, \ldots, A_{n}^{-1}\right)$ and following analogous arguing as in (ii), we obtain (8.49).

Remark 8.3 Besides these results in Theorem 8.19, one can prove in the same way that for $r<s<2 r, s>1$

$$
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq R(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq S(r, s, \mathbf{A}, \boldsymbol{\Phi}) \leq \tilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

and for $r<s<\frac{1}{2} r, r<-1$

$$
\widetilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq S(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq R(s, r, \mathbf{A}, \boldsymbol{\Phi}) \leq \widetilde{M}_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

also hold, but to include these cases in the figure we should compare sequences of inequalities in common regions (see Remark 8.4).

Remark 8.4 If we define by $M_{r}(\mathbf{A}, \boldsymbol{\Phi})=\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{\frac{1}{r}}$ (the weighted power mean), by $\widetilde{M}_{r}(B)=\left(m^{r} 1+M^{r} 1-B^{r}\right)^{\frac{1}{r}}$ (Mercer's mean for positive invertible operator $B$ with $\operatorname{Sp}(B) \subset[m, M], 0<m<M)$ and by $\widetilde{M}_{r}(\mathbf{A})=\left(\widetilde{M}_{r}\left(A_{1}\right), \ldots, \widetilde{M}_{r}\left(A_{n}\right)\right)$ (for an $n-$ tuple $\mathbf{A}$ of positive invertible operators), we can write:

$$
\begin{aligned}
\tilde{M}_{r}(\mathbf{A}, \boldsymbol{\Phi}) & =\widetilde{M}_{r}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right) \\
R(r, s, \mathbf{A}, \boldsymbol{\Phi}) & =M_{s}\left(\widetilde{M}_{r}(\mathbf{A}), \boldsymbol{\Phi}\right)
\end{aligned}
$$

so one can describe inequalities in Theorem 8.19 as mixed mean inequalities. We can also state the following open problem: What is the complete set of inequalities among mixed means $M_{r}\left(\widetilde{M}_{s}(\mathbf{A}), \boldsymbol{\Phi}\right), \widetilde{M}_{s}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right), \widetilde{M}_{r}\left(M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right)$ and $M_{s}\left(\widetilde{M}_{r}(\mathbf{A}), \boldsymbol{\Phi}\right)$ ? Some special cases are given in Theorem 8.19 and Remark 8.3. Also, it is easy to see that

$$
\widetilde{M}_{r}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right) \leq \widetilde{M}_{s}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right)
$$

reduces to monotonicity property of Mercer's means, and that in some cases,

$$
\widetilde{M}_{s}\left(M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right) \leq \widetilde{M}_{s}\left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right)
$$

reduces to inequalities between $\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{s / r}$ and $\sum_{i=1}^{n} \Phi\left(A_{i}^{s}\right)$.

Finally, we consider quasi-arithmetic means of Mercer's type defined by (8.29).

Theorem 8.20 Let $\mathbf{A}$ and $\boldsymbol{\Phi}$ be as in the previous context and $m<M$. Let $\varphi, \psi \in$ $C([m, M])$ be strictly monotonic functions on an interval $[m, M]$.
(i) If either $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is operator monotone, or $\psi \circ \varphi^{-1}$ is operator concave and $-\psi^{-1}$ is operator monotone, then

$$
\begin{aligned}
& \widetilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \\
& \leq \psi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\left(\psi \circ \varphi^{-1}\right)\left(\varphi(m) I_{H}+\varphi(M) I_{H}-\varphi\left(A_{i}\right)\right)\right)\right) \\
& \leq \psi^{-1}\left(\frac{\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)}{\varphi(M)-\varphi(m)} \cdot \psi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)-\varphi(m) I_{K}}{\varphi(M)-\varphi(m)} \cdot \psi(m)\right) \\
& \leq \widetilde{M}_{\psi}(\mathbf{A}, \boldsymbol{\Phi}) .
\end{aligned}
$$

(ii) If either $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is operator monotone, or $\psi \circ \varphi^{-1}$ is operator convex and $-\psi^{-1}$ is operator monotone, then the reverse inequalities (8.51) hold.

Proof. The proof is quite similar to the proof of Theorem 8.8 and we omit the details.

Theorem 8.21 Under the hypotheses of Theorem 8.20, we have
(i) if either $\varphi$ is operator concave and $\varphi^{-1}$ is operator monotone or $\varphi$ is operator convex and $-\varphi^{-1}$ is operator monotone, and either $\psi$ is operator convex and $\psi^{-1}$ is operator monotone or $\psi$ is operator concave and $-\psi^{-1}$ is operator monotone,
then

$$
\begin{align*}
& \tilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \\
& \leq \varphi^{-1}\left(\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot \varphi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot \varphi(m)\right) \\
& \leq \varphi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(m I_{H}+M I_{H}-A_{i}\right)\right)\right) \\
& \leq \widetilde{M}_{1}(\mathbf{A}, \boldsymbol{\Phi})  \tag{8.52}\\
& \leq \psi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\psi\left(m I_{H}+M I_{H}-A_{i}\right)\right)\right) \\
& \leq \psi^{-1}\left(\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot \psi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot \psi(m)\right) \\
& \leq \widetilde{M}_{\psi}(\mathbf{A}, \boldsymbol{\Phi}) .
\end{align*}
$$

(ii) if either $\varphi$ is operator convex and $\varphi^{-1}$ is operator monotone or $\varphi$ is operator concave and $-\varphi^{-1}$ is operator monotone, and either $\psi$ is operator concave and $\psi^{-1}$ is operator monotone or $\psi$ is operator convex and $-\psi^{-1}$ is operator monotone, then the reverse inequalities (8.52) hold.

Proof. Suppose that $\varphi$ is operator concave and $\varphi^{-1}$ is operator monotone, and $\psi$ is operator convex and $\psi^{-1}$ is operator monotone. By Theorem 8.18, we have

$$
\begin{aligned}
& \varphi\left(m I_{K}+M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \\
& \geq \sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(m I_{H}+M I_{H}-A_{i}\right)\right) \\
& \geq \frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot \varphi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot \varphi(m) \\
& \geq \varphi(m) I_{K}+\varphi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)
\end{aligned}
$$

Since $\varphi^{-1}$ is operator monotone, it follows that

$$
\begin{aligned}
& \tilde{M}_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}) \\
& \leq \varphi^{-1}\left(\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot \varphi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot \varphi(m)\right) \\
& \leq \varphi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(m I_{H}+M I_{H}-A_{i}\right)\right)\right) \\
& \leq \widetilde{M}_{1}(\mathbf{A}, \boldsymbol{\Phi}) .
\end{aligned}
$$

Also, by Theorem 8.18, we have

$$
\begin{aligned}
& \psi\left(m I_{K}+M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \\
& \leq \sum_{i=1}^{n} \Phi_{i}\left(\psi\left(m I_{H}+M I_{H}-A_{i}\right)\right) \\
& \leq \frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot \psi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot \psi(m) \\
& \leq \psi(m) I_{K}+\psi(M) I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(\psi\left(A_{i}\right)\right)
\end{aligned}
$$

Since $\psi^{-1}$ is operator monotone, it follows that

$$
\begin{aligned}
& \tilde{M}_{1}(\mathbf{A}, \boldsymbol{\Phi}) \\
& \leq \psi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\psi\left(m I_{H}+M I_{H}-A_{i}\right)\right)\right) \\
& \leq \psi^{-1}\left(\frac{M I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M-m} \cdot \psi(M)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}}{M-m} \cdot \psi(m)\right) \\
& \leq \widetilde{M}_{\psi}(\mathbf{A}, \boldsymbol{\Phi})
\end{aligned}
$$

Hence, we have inequalities (8.52). In remaining cases the proof is analogous.
Remark 8.5 Results given in this chapter we can generalize for continuous fields of operators, similarly to how it was done for Jensen's inequality in Chapter 9.

### 8.6 Notes

For our exposition we have used Mercer [183, 184, 185], Matković-Pečarić [176, 177] and Matković-Pečarić-I. Perić [178, 179].

## Chapter

## Jensen's Operator Inequality

In this chapter, we give a general formulation of Jensen's operator inequality for some non-unital fields of positive linear mappings, and we consider different types of converse inequalities. We discuss the ordering among power functions in a general setting. As an application we get the order among power means and some comparison theorems for quasiarithmetic means. We also give a refined calculation of bounds in converses of Jensen's operator inequality.

### 9.1 Continuous fields of operators

Let $T$ be a locally compact Hausdorff space, and let $\mathscr{A}$ be a $C^{*}$-algebra of operators on a Hilbert space $H$. We say that a field $\left(x_{t}\right)_{t \in T}$ of operators in $\mathscr{A}$ is continuous if the function $t \mapsto x_{t}$ is norm continuous on $T$. If in addition $\mu$ is a bounded Radon measure on $T$ and the function $t \mapsto\left\|x_{t}\right\|$ is integrable, then we can form the Bochner integral $\int_{T} x_{t} d \mu(t)$, which is the unique element in $\mathscr{A}$ such that

$$
\varphi\left(\int_{T} x_{t} \mathrm{~d} \mu(t)\right)=\int_{T} \varphi\left(x_{t}\right) \mathrm{d} \mu(t)
$$

for every linear functional $\varphi$ in the norm dual $\mathscr{A}^{*}$, cf. [137, Section 4.1].
Assume furthermore that there is a field $\left(\Phi_{t}\right)_{t \in T}$ of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow$ $\mathscr{B}$ from $\mathscr{A}$ to another $C^{*}$-algebra $\mathscr{B}$ of operators on a Hilbert space $K$. We say that such
a field is continuous if the function $t \mapsto \Phi_{t}(x)$ is continuous for every $x \in \mathscr{A}$. If the $C^{*}-$ algebras are unital and the field $t \rightarrow \Phi_{t}(\mathbf{1})$ is integrable with integral equals $\mathbf{1}$, we say that $\left(\Phi_{t}\right)_{t \in T}$ is unital.

Theorem 9.1 Let $f: J \rightarrow \mathbb{R}$ be an operator convex function defined on an interval $J$, and let $\mathscr{A}$ and $\mathscr{B}$ be unital $C^{*}$-algebras. If $\left(\Phi_{t}\right)_{t \in T}$ is a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ defined on a locally compact Hausdorff space $T$ with a bounded Radon measure $\mu$, then the inequality

$$
\begin{equation*}
f\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \tag{9.1}
\end{equation*}
$$

holds for every bounded continuous field $\left(x_{t}\right)_{t \in T}$ of self-adjoint elements in $\mathscr{A}$ with spectra contained in $J$.

Proof. We first note that the function $t \mapsto \Phi_{t}\left(x_{t}\right) \in \mathscr{B}$ is continuous and bounded, hence integrable with respect to the bounded Radon measure $\mu$. We may organize the set $C B(T, \mathscr{A})$ of bounded continuous functions on $T$ with values in $\mathscr{A}$ as a normed involutive algebra by applying the point-wise operations and setting

$$
\left\|\left(y_{t}\right)_{t \in T}\right\|=\sup _{t \in T}\left\|y_{t}\right\| \quad\left(y_{t}\right)_{t \in T} \in C B(T, \mathscr{A})
$$

and it is not difficult to verify that the norm is already complete and satisfy the $C^{*}$-identity. In fact, this is a standard construction in $C^{*}$-algebra theory. It follows that $f\left(\left(x_{t}\right)_{t \in T}\right)=$ $\left(f\left(x_{t}\right)\right)_{t \in T}$. We then consider the mapping

$$
\pi: C B(T, \mathscr{A}) \rightarrow M(\mathscr{B}) \subseteq B(K)
$$

defined by setting

$$
\pi\left(\left(x_{t}\right)_{t \in T}\right)=\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)
$$

and note that it is a unital positive linear mapping. Setting $x=\left(x_{t}\right)_{t \in T} \in C B(T, \mathscr{A})$, we use the Davis-Choi-Jensen inequality to obtain

$$
f\left(\pi\left(\left(x_{t}\right)_{t \in T}\right)\right)=f(\pi(x)) \leq \pi(f(x))=\pi\left(f\left(\left(x_{t}\right)_{t \in T}\right)\right)=\pi\left(\left(f\left(x_{t}\right)\right)_{t \in T}\right)
$$

but this is just the statement of the theorem.
In the following theorem we give a converse of Jensen's inequality (9.1). For a function $f:[m, M] \rightarrow \mathbb{R}$ we use the standard notation:

$$
\begin{equation*}
\alpha_{f}=\frac{f(M)-f(m)}{M-m}, \quad \beta_{f}=\frac{M f(m)-m f(M)}{M-m} \tag{9.2}
\end{equation*}
$$

Theorem 9.2 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $f, g:[m, M] \rightarrow \mathbb{R}$
and $F: U \times V \rightarrow \mathbb{R}$ be functions such that $f([m, M]) \subset U, g([m, M]) \subset V$ and $F$ is bounded. If $F$ is operator monotone in the first variable and $f$ is convex in the interval $[m, M]$, then

$$
\begin{equation*}
F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \leq \sup _{m \leq z \leq M} F\left[\alpha_{f} z+\beta_{f}, g(z)\right] \mathbf{1} \tag{9.3}
\end{equation*}
$$

In the dual case (when $f$ is concave) the opposite inequality holds in (9.3) with inf instead of sup.

Proof. For convex $f$ the inequality $f(z) \leq \alpha_{f} z+\beta_{f}$ holds for every $z \in[m, M]$. Thus, by using functional calculus, $f\left(x_{t}\right) \leq \alpha_{f} x_{t}+\beta_{f} \mathbf{1}$ for every $t \in T$. Applying the positive linear mappings $\Phi_{t}$ and integrating, we obtain

$$
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq \alpha_{f} \int_{T} \Phi\left(x_{t}\right) \mathrm{d} \mu(t)+\beta_{f} \mathbf{1}
$$

Now, using operator monotonicity of $F(\cdot, v)$, we obtain

$$
\begin{aligned}
& F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq F\left[\alpha_{f} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+\beta_{f} \mathbf{1}, g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq \sup _{m \leq z \leq M} F\left[\alpha_{f} z+\beta_{f}, g(z)\right] \mathbf{1}
\end{aligned}
$$

Numerous applications of the previous theorem can be given. For example, we give generalizations of some results from [281].

Theorem 9.3 Let $\left(A_{t}\right)_{t \in T}$ be a continuous field of positive operators on a Hilbert space $H$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. We assume the spectra are in $[m, M]$ for some $0<m<M$. Let furthermore $\left(x_{t}\right)_{t \in T}$ be a continuous field of vectors in $H$ such that $\int_{T}\left\|x_{t}\right\|^{2} \mathrm{~d} \mu(t)=1$. Then for any $\lambda \geq 0, p \geq 1$ and $q \geq 1$ we have

$$
\begin{equation*}
\left(\int_{T}\left\langle A_{t}^{p} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / q}-\lambda \int_{T}\left\langle A_{t} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t) \leq C(\lambda, m, M, p, q) \tag{9.4}
\end{equation*}
$$

where the constant

$$
C(\lambda, m, M, p, q)= \begin{cases}M\left(M^{\frac{p}{q}-1}-\lambda\right), & 0<\lambda \leq \frac{\alpha_{p}}{q} M^{p\left(\frac{1}{q}-1\right)} \\ \frac{q-1}{q}\left(\frac{q}{\alpha_{p}} \lambda\right)^{\frac{1}{1-q}}+\frac{\beta_{p}}{\alpha_{p}} \lambda, & \frac{\alpha_{p}}{q} M^{p\left(\frac{1}{q}-1\right)} \leq \lambda \leq \frac{\alpha_{p}}{q} m^{p\left(\frac{1}{q}-1\right)} \\ m\left(m^{\frac{p}{q}-1}-\lambda\right), & \frac{\alpha_{p}}{q} m^{p\left(\frac{1}{q}-1\right)} \leq \lambda\end{cases}
$$

and $\alpha_{p}$ and $\beta_{p}$ are the constants $\alpha_{f}$ and $\beta_{f}$ associated with the function $f(z)=z^{p}$.

Proof. Applying Theorem 9.2 for the functions

$$
f(z)=z^{p}, \quad F(u, v)=u^{1 / q}-\lambda v
$$

and unital fields of positive linear mappings $\Phi_{t}: B(H) \rightarrow \mathbb{C}$ defined by setting $\Phi_{t}\left(A_{t}\right)=$ $\left\langle A_{t} x_{t}, x_{t}\right\rangle$ for $t \in T$, the problem is reduced to determine $\sup _{m \leq z \leq M} H(z)$ where $H(z)=$ $\left(\alpha_{p} z+\beta_{p}\right)^{1 / q}-\lambda z$.

Applying Theorem 9.3 we obtain the following result with the $r$-geometric mean $A \#_{r} B$.

Corollary 9.1 Let $\left(A_{t}\right)_{t \in T}$ and $\left(B_{t}\right)_{t \in T}$ be continuous fields of positive invertible operators on a Hilbert space $H$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$ such that

$$
m_{1} I_{H} \leq A_{t} \leq M_{1} I_{H} \quad \text { and } \quad m_{2} I_{H} \leq B_{t} \leq M_{2} I_{H}
$$

for all $t \in T$ for some $0<m_{1}<M_{1}$ and $0<m_{2}<M_{2}$. Then for any $\lambda \geq 0, s \geq 1, p \geq 1$ and any continuous field $\left(x_{t}\right)_{t \in T}$ of vectors in $H$ such that $\int_{T}\left\|x_{t}\right\|^{2} \mathrm{~d} \mu(t)=1$ we have

$$
\begin{align*}
\left(\int_{T}\left\langle A_{t}^{p} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / p} & \left(\int_{T}\left\langle B_{t}^{q} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / q}-\lambda \int_{T}\left\langle B_{t}^{q} \#_{1 / s} A_{t}^{p} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t) \\
& \leq C\left(\lambda, \frac{m_{1}^{p / s}}{M_{2}^{q / s}}, \frac{M_{1}^{p / s}}{m_{2}^{q / s}}, s, p\right) M_{2}^{q} \tag{9.5}
\end{align*}
$$

where the constant $C$ is defined in Theorem 9.3 and $1 / p+1 / q=1$.
Proof. By using Theorem 9.3 we obtain for any $\lambda \geq 0$, for any continuous field $\left(C_{t}\right)_{t \in T}$ of positive operators with $m I_{H} \leq C_{t} \leq M I_{H}$ and a square integrable continuous field $\left(y_{t}\right)_{t \in T}$ of vectors in $H$ the inequality

$$
\begin{gather*}
\left(\int_{T}\left\langle C_{t}^{s} y_{t}, y_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / p}\left(\int_{T}\left\langle y_{t}, y_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / q}-\lambda \int_{T}\left\langle C_{t} y_{t}, y_{t}\right\rangle \mathrm{d} \mu(t)  \tag{9.6}\\
\leq C(\lambda, m, M, s, p) \int_{T}\left\langle y_{t}, y_{t}\right\rangle \mathrm{d} \mu(t) .
\end{gather*}
$$

Set now $C_{t}=\left(B_{t}^{-q / 2} A_{t}^{p} B_{t}^{-q / 2}\right)^{1 / s}$ and $y_{t}=B_{t}^{q / 2} x_{t}$ for $t \in T$ in (9.6) and observe that

$$
\frac{m_{1}^{p / s}}{M_{2}^{q / s}} I_{H} \leq\left(B_{t}^{-q / 2} A_{t}^{p} B_{t}^{-q / 2}\right)^{1 / s} \leq \frac{M_{1}^{p / s}}{m_{2}^{q / s}} I_{H}
$$

By using the definition of the $1 / s$-geometric mean and rearranging (9.6) we obtain

$$
\begin{aligned}
& \left(\int_{T}\left\langle A_{t}^{p} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / p}\left(\int_{T}\left\langle B_{t}^{q} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right)^{1 / q}-\lambda \int_{T}\left\langle B_{t}^{q} \#_{1 / s} A_{t}^{p} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t) \\
& \leq C\left(\lambda, \frac{m_{1}^{p / s}}{M_{2}^{q / s}}, \frac{M_{1}^{p / s}}{m_{2}^{q / s}}, s, p\right) \int_{T}\left\langle B_{t}^{q} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t) \leq C\left(\lambda, \frac{m_{1}^{p / s}}{M_{2}^{q / s}}, \frac{M_{1}^{p / s}}{m_{2}^{q / s}}, s, p\right) M_{2}^{q},
\end{aligned}
$$

which gives (9.5).

In the present context we may obtain results of the Li-Mathias type by using Theorem 9.2 and the following result which is a simple consequence of Theorem 9.1.

Theorem 9.4 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. We assume the spectra are in $[m, M]$. Let furthermore $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $f, g:[m, M] \rightarrow \mathbb{R}$ and $F: U \times V \rightarrow \mathbb{R}$ be functions such that $f([m, M]) \subset$ $U, g([m, M]) \subset V$ and $F$ is bounded. If $F$ is operator monotone in the first variable and $f$ is operator convex in the interval $[m, M]$, then

$$
\begin{equation*}
F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \geq \inf _{m \leq z \leq M} F[f(z), g(z)] \mathbf{1} \tag{9.7}
\end{equation*}
$$

In the dual case (when $f$ is operator concave) the opposite inequality holds in (9.7) with sup instead of inf.

We also give generalizations of some results from [46].
Theorem 9.5 Let $f$ be a convex function on $[0, \infty)$ and let $\|\cdot\|$ be a normalized unitarily invariant norm on $B(H)$ for some finite dimensional Hilbert space $H$. Let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: B(H) \rightarrow B(K)$, where $K$ is a Hilbert space, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. Then for every continuous field of positive operators $\left(A_{t}\right)_{t \in T}$ we have

$$
\int_{T} \Phi_{t}\left(f\left(A_{t}\right)\right) \mathrm{d} \mu(t) \leq f(0) I_{K}+\int_{T} \frac{f\left(\left\|A_{t}\right\|\right)-f(0)}{\left\|A_{t}\right\|} \Phi_{t}\left(A_{t}\right) \mathrm{d} \mu(t) .
$$

Especially, for $f(0) \leq 0$, the inequality

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(A_{t}\right)\right) \mathrm{d} \mu(t) \leq \int_{T} \frac{f\left(\left\|A_{t}\right\|\right)}{\left\|A_{t}\right\|} \Phi_{t}\left(A_{t}\right) \mathrm{d} \mu(t) . \tag{9.8}
\end{equation*}
$$

is valid.
Proof. Since $f$ is a convex function, $f(x) \leq \frac{M-x}{M-m} f(m)+\frac{x-m}{M-m} f(M)$ for every $x \in$ $[m, M], m \leq M$. Since $\|\cdot\|$ is normalized and unitarily invariant, we have $0<A_{t} \leq\left\|A_{t}\right\| I_{H}$ and thus

$$
f\left(A_{t}\right) \leq \frac{\left\|A_{t}\right\| I_{H}-A_{t}}{\left\|A_{t}\right\|} f(0)+\frac{A_{t}}{\left\|A_{t}\right\|} f\left(\left\|A_{t}\right\|\right)
$$

for every $t \in T$. Applying positive linear mappings and integrating we obtain

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(A_{t}\right)\right) \mathrm{d} \mu(t) \leq f(0)\left[I_{K}-\int_{T} \frac{\Phi_{t}\left(A_{t}\right)}{\left\|A_{t}\right\|} \mathrm{d} \mu(t)\right]+\int_{T} \frac{f\left(\left\|A_{t}\right\|\right)}{\left\|A_{t}\right\|} \Phi_{t}\left(A_{t}\right) \mathrm{d} \mu(t) \tag{9.9}
\end{equation*}
$$

or

$$
\int_{T} \Phi_{t}\left(f\left(A_{t}\right)\right) \mathrm{d} \mu(t) \leq f(0) I_{H}+\int_{T} \frac{f\left(\left\|A_{t}\right\|\right)-f(0)}{\left\|A_{t}\right\|} \Phi_{t}\left(A_{t}\right) \mathrm{d} \mu(t) .
$$

Note that since $\int_{T} \frac{\Phi_{t}\left(A_{t}\right)}{\left\|A_{t}\right\|} \mathrm{d} \mu(t) \leq \int_{T} \frac{\left\|A_{t}\right\| \Phi_{t}\left(I_{H}\right)}{\left\|A_{t}\right\|} \mathrm{d} \mu(t)=I_{K}$, we obtain, for $f(0) \leq 0$, inequality (9.8) from (9.9).

Remark 9.1 Setting $T=\{1\}$ the inequality (9.8) gives

$$
\Phi(f(A)) \leq \frac{f(\|A\|)}{\|A\|} \Phi(A)
$$

Furthermore, setting that $\Phi$ is the identical mapping, we get the inequality $f(\|A\|) \geq$ $\|f(A)\|$ obtained in [46] under the assumption that $f$ is a non-negative convex function with $f(0)=0$.

Related inequalities may be obtained by using subdifferentials. If $f: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function and $[m, M]$ is a closed bounded real interval, then a subdifferential function of $f$ on $[m, M]$ is any function $l:[m, M] \rightarrow \mathbb{R}$ such that

$$
l(x) \in\left[f_{-}^{\prime}(x), f_{+}^{\prime}(x)\right], \quad x \in(m, M)
$$

where $f_{-}^{\prime}$ and $f_{+}^{\prime}$ are the one-sides derivatives of $f$ and $l(m)=f_{+}^{\prime}(m)$ and $l(M)=f_{-}^{\prime}(M)$. Since this functions are Borel measurable, we may use the Borel functional calculus. Subdifferential function for concave functions is defined in analogous way.

Theorem 9.6 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. If $f:[m, M] \rightarrow \mathbb{R}$ is a convex function then

$$
\begin{align*}
& f(y) \mathbf{1}+l(y)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)-y \mathbf{1}\right) \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)  \tag{9.10}\\
& \quad \leq f(x) \mathbf{1}-x \int_{T} \Phi_{t}\left(l\left(x_{t}\right)\right) \mathrm{d} \mu(t)+\int_{T} \Phi_{t}\left(l\left(x_{t}\right) x_{t}\right) \mathrm{d} \mu(t)
\end{align*}
$$

for every $x, y \in[m, M]$, where $l$ is the subdifferential of $f$ on $[m, M]$. In the dual case ( $f$ is concave) the opposite inequality holds in (9.10).

Proof. Since $f$ is convex we have $f(x) \geq f(y)+l(y)(x-y)$ for every $x, y \in[m, M]$. By using the functional calculus it then follows that $f\left(x_{t}\right) \geq f(y) \mathbf{1}+l(y)\left(x_{t}-y \mathbf{1}\right)$ for $t \in T$. Applying the positive linear mappings $\Phi_{t}$ and integrating, LHS of (9.10) follows. The RHS of (9.10) follows similarly by using the functional calculus in the variable $y$.

Numerous inequalities can be obtained from (9.10). For example, LHS of (9.10) may be used to obtain an estimation from below in the sense of Theorem 9.2. Namely, the following theorem holds.

Theorem 9.7 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $f, g:[m, M] \rightarrow \mathbb{R}$ and $F: U \times V \rightarrow \mathbb{R}$ be functions such that $f([m, M]) \subset U, g([m, M]) \subset V, F$ is bounded, $f$
is convex and $f(y)+l(y)(t-y) \in U$ for every $y, t \in[m, M]$ where $l$ is the subdifferential of $f$ on $[m, M]$. If $F$ is operator monotone in the first variable, then

$$
\begin{equation*}
F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \geq \inf _{m \leq z \leq M} F[f(y)+l(y)(z-y), g(z)] \mathbf{1} \tag{9.11}
\end{equation*}
$$

for every $y \in[m, M]$. In the dual case (when $f$ is concave) the opposite inequality holds in (9.11) with sup instead of inf.

Using LHS of (9.10) we can give generalizations of some dual results from [46].
Theorem 9.8 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive elements in a unital $C^{*}$-algebra $\mathscr{A}$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$ acting on a finite dimensional Hilbert space K. Let $\|\cdot\|$ be unitarily invariant norm on $B(K)$ and let $f:[0, \infty) \rightarrow \mathbb{R}$ be an increasing function.
(1) If $\|\mathbf{1}\|=1$ and $f$ is convex with $f(0) \leq 0$ then

$$
\begin{equation*}
f\left(\left\|\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right\|\right) \leq\left\|\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right\| \tag{9.12}
\end{equation*}
$$

(2) If $\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) \leq\left\|\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right\| \mathbf{1}$ and $f$ is concave then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq f\left(\left\|\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right\|\right) \mathbf{1} \tag{9.13}
\end{equation*}
$$

Proof. Since $f(0) \leq 0$ and $f$ is increasing we have $l(y) y-f(y) \geq 0$ and $l(y) \geq 0$. From (9.10) and the triangle inequality we have

$$
l(y)\left\|\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right\| \leq\left\|\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right)\right\|+(l(y) y-f(y)) .
$$

Now (9.12) follows by setting $y=\left\|\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right\|$. Inequality (9.13) follows immediately from the assumptions and from the dual case of LHS in (9.10) by setting $y=$ $\left\|\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right\|$.

Finally, to illustrate how RHS of (9.10) works, we set

$$
x=\frac{\left\|\int_{T} \Phi_{t}\left(l\left(x_{t}\right) x_{t}\right) \mathrm{d} \mu(t)\right\|}{\left\|\int_{T} \Phi_{t}\left(l\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right\|}
$$

and obtain a Slater type inequality

$$
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq f\left(\frac{\left\|\int_{T} \Phi_{t}\left(l\left(x_{t}\right) x_{t}\right) \mathrm{d} \mu(t)\right\|}{\left\|\int_{T} \Phi_{t}\left(l\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right\|}\right) \mathbf{1}
$$

under the condition

$$
\frac{\int_{T} \Phi_{t}\left(l\left(x_{t}\right) x_{t}\right) \mathrm{d} \mu(t)}{\left\|\int_{T} \Phi_{t}\left(l\left(x_{t}\right) x_{t}\right) \mathrm{d} \mu(t)\right\|} \leq \frac{\int_{T} \Phi_{t}\left(l\left(x_{t}\right)\right) \mathrm{d} \mu(t)}{\left\|\int_{T} \Phi_{t}\left(l\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right\|}
$$

### 9.2 Non-unital fields of positive linear mappings

In this section we observe one type of non-unital fields of positive linear mappings, which is a generalization of the results obtained in previous section.

Let $T$ be a locally compact Hausdorff space with a bounded Radon measure $\mu$. For convenience, we use the abbreviation $P_{k}[\mathscr{A}, \mathscr{B}]$ for the set of all fields $\left(\Phi_{t}\right)_{t \in T}$ of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from a unital $C^{*}$-algebra $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$, such that the field $t \rightarrow \Phi_{t}(\mathbf{1})$ is integrable with $\int_{T} \Phi_{t}(\mathbf{1}) \mathrm{d} \mu(t)=k \mathbf{1}$ for some positive scalar $k$.

Let $\Phi$ be a normalized positive linear mapping on $B(H)$ and $f$ an operator convex function on an interval $J$. We recall that Jensen's inequality asserts that $f(\Phi(A)) \leq \Phi(f(A))$ holds for every self-adjoint operator $A$ on a Hilbert space $H$ whose the spectrum is contained in $J$. But if $\Phi(\mathbf{1})=k \mathbf{1}$, for some positive scalar $k$, then $f(\Phi(A)) \not \leq \Phi(f(A))$. Really, let $\Phi: \mathbf{M}_{2}\left(\mathbf{M}_{2}(\mathbb{C})\right) \rightarrow \mathbf{M}_{2}\left(\mathbf{M}_{2}(\mathbb{C})\right)$ be a positive linear mapping defined by

$$
\Phi\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)=\left(\begin{array}{cc}
A+B & 0 \\
0 & A+B
\end{array}\right)
$$

for $A, B \in \mathbf{M}_{2}(\mathbb{C})$. Then $\Phi(I)=2 I$. Let $f(t)=t^{2}$. Then $f$ is the operator convex function. Put

$$
A=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{cc}
2 & 0 \\
0 & 1
\end{array}\right)
$$

We have

$$
\begin{aligned}
& f\left(\Phi\left(\begin{array}{ccc}
A & 0 \\
0 & B
\end{array}\right)\right)-\Phi\left(f\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right)\right) \\
= & \left(\begin{array}{ccccc}
10 & 5 & 0 & 0 \\
5 & 5 & 0 & 0 \\
0 & 0 & 10 & 5 \\
0 & 0 & 5 & 5
\end{array}\right)-\left(\begin{array}{llll}
6 & 2 & 0 & 0 \\
2 & 3 & 0 & 0 \\
0 & 0 & 6 & 2 \\
0 & 0 & 2 & 3
\end{array}\right)=\left(\begin{array}{llll}
4 & 3 & 0 & 0 \\
3 & 2 & 0 & 0 \\
0 & 0 & 4 & 3 \\
0 & 0 & 3 & 2
\end{array}\right) \nsupseteq 0 .
\end{aligned}
$$

But, the following theorem is equivalent to Theorem 9.1.
Theorem 9.9 Let $f: J \rightarrow \mathbb{R}$ be an operator convex function defined on an interval $J$, and let $\mathscr{A}$ and $\mathscr{B}$ be unital $C^{*}$-algebras. Let $T$ be a locally compact Hausdorff space with a bounded Radon measure $\mu$. If a field $\left(\Phi_{t}\right)_{t \in T} \in P_{k}[\mathscr{A}, \mathscr{B}]$, then the inequality

$$
\begin{equation*}
f\left(\frac{1}{k} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq \frac{1}{k} \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \tag{9.14}
\end{equation*}
$$

holds for every bounded continuous field $\left(x_{t}\right)_{t \in T}$ of self-adjoint elements in $\mathscr{A}$ with spectra contained in J. In the dual case (when $f$ is operator concave) the opposite inequality holds in (9.14).

In the present context we may obtain results of the Li-Mathias type, which is a generalization of Theorem 9.2.

Theorem 9.10 Let $\mathscr{A}$ and $\mathscr{B}$ be unital $C^{*}$-algebras. Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in $\mathscr{A}$ with spectra in $[m, M]$ defined on a locally compact Hausdorff space T equipped with a bounded Radon measure $\mu$. Furthermore, let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$ and $f:[m, M] \rightarrow \mathbb{R}, g:[k m, k M] \rightarrow \mathbb{R}$ and $F: U \times V \rightarrow \mathbb{R}$ be functions such that $(k f)([m, M]) \subset U, g([k m, k M]) \subset V$ and $F$ is bounded. Let $\{$ conx. $\}$ (resp. \{conc.\}) denotes the set of operator convex (resp. operator concave) functions defined on $[m, M]$. If $F$ is operator monotone in the first variable, then

$$
\begin{align*}
\inf _{k m \leq z \leq k M} F\left[k \cdot h_{1}\left(\frac{1}{k} z\right), g(z)\right] \mathbf{1} & \leq F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq \sup _{k m \leq z \leq k M} F\left[k \cdot h_{2}\left(\frac{1}{k} z\right), g(z)\right] \mathbf{1} \tag{9.15}
\end{align*}
$$

holds for every $h_{1} \in\{$ conx. $\}, h_{1} \leq f$ and $h_{2} \in\{$ conc. $\}, h_{2} \geq f$.
Proof. We prove only RHS of (9.15). Let $h_{2}$ be operator concave function on $[m, M]$ such that $f(z) \leq h_{2}(z)$ for every $z \in[m, M]$. Thus, by using the functional calculus, $f\left(x_{t}\right) \leq$ $h_{2}\left(x_{t}\right)$ for every $t \in T$. Applying the positive linear mappings $\Phi_{t}$ and integrating, we obtain

$$
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq \int_{T} \Phi_{t}\left(h_{2}\left(x_{t}\right)\right) \mathrm{d} \mu(t)
$$

Furthermore, by using Theorem 9.9, we have

$$
\int_{T} \Phi_{t}\left(h_{2}\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq k \cdot h_{2}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)
$$

and it follows that $\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq k \cdot h_{2}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)$. Since $m \Phi_{t}(\mathbf{1}) \leq \Phi_{t}\left(x_{t}\right)$ $\leq M \Phi_{t}(\mathbf{1})$, it follows that $k m \mathbf{1} \leq \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) \leq k M \mathbf{1}$. Using operator monotonicity of $F(\cdot, v)$, we obtain

$$
\begin{aligned}
& F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq F\left[k \cdot h_{2}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq \sup _{k m \leq z \leq k M} F\left[k \cdot h_{2}\left(\frac{1}{k} z\right), g(z)\right] \mathbf{1} .
\end{aligned}
$$

Remark 9.2 Putting $F(u, v)=u-v$ and $F(u, v)=u^{-1 / 2} v u^{-1 / 2}$ in Theorem 9.10, we obtain that

$$
\begin{gathered}
\inf _{k m \leq z \leq k M}\left\{k \cdot h_{1}\left(\frac{1}{k} z\right)-g(z)\right\} \mathbf{1} \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \\
\leq \sup _{k m \leq z \leq k M}\left\{k \cdot h_{2}\left(\frac{1}{k} z\right)-g(z)\right\} \mathbf{1}
\end{gathered}
$$

holds and if in addition $g(t)>0$ for all $t \in[m, M]$ then

$$
\begin{gathered}
\inf _{k m \leq z \leq k M} \frac{k \cdot h_{1}\left(\frac{1}{k} z\right)}{g(z)} g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \\
\leq \sup _{k m \leq z \leq k M} \frac{k \cdot h_{2}\left(\frac{1}{k} z\right)}{g(z)} g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)
\end{gathered}
$$

holds for every $h_{1} \in\{$ conx. $\}, h_{1} \leq f$ and $h_{2} \in\{$ conc. $\}, h_{2} \geq f$.
Applying RHS of (9.15) for a convex function $f$ (or LHS of (9.15) for a concave function $f$ ) we obtain the following theorem (compare with Theorem 9.2).

Theorem 9.11 Let $\left(x_{t}\right)_{t \in T}$ and $\left(\Phi_{t}\right)_{t \in T}$ be as in Theorem 9.10. Let $f:[m, M] \rightarrow \mathbb{R}, g$ : $[k m, k M] \rightarrow \mathbb{R}$ and $F: U \times V \rightarrow \mathbb{R}$ be functions such that $(k f)([m, M]) \subset U, g([k m, k M]) \subset$ $V$ and $F$ is bounded. If $F$ is operator monotone in the first variable and $f$ is convex in the interval $[m, M]$, then

$$
\begin{equation*}
F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \leq \sup _{k m \leq z \leq k M} F\left[\alpha_{f} z+\beta_{f} k, g(z)\right] \mathbf{1} \tag{9.16}
\end{equation*}
$$

In the dual case (when $f$ is concave) the opposite inequality holds in (9.16) with inf instead of sup.

Proof. We prove only the convex case. For convex $f$ the inequality $f(z) \leq \alpha_{f} z+\beta_{f}$ holds for every $z \in[m, M]$. Thus, by putting $h_{2}(z)=\alpha_{f} z+\beta_{f}$ in RHS of (9.15) we obtain (9.16).

Numerous applications of the previous theorem can be given. Namely, applying Theorem 9.11 for the function $F(u, v)=u-\lambda v$, we obtain the following result.

Corollary 9.2 Let $\left(x_{t}\right)_{t \in T}$ and $\left(\Phi_{t}\right)_{t \in T}$ be as in Theorem 9.10. If $f:[m, M] \rightarrow \mathbb{R}$ is convex in the interval $[m, M]$ and $g:[k m, k M] \rightarrow \mathbb{R}$, then for any $\lambda \in \mathbb{R}$

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq \lambda g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)+C \mathbf{1}, \tag{9.17}
\end{equation*}
$$

where

$$
C=\sup _{k m \leq z \leq k M}\left\{\alpha_{f} z+\beta_{f} k-\lambda g(z)\right\}
$$

If furthermore $\lambda g$ is strictly convex differentiable, then the constant $C \equiv C(m, M, f, g, k, \lambda)$ can be written more precisely as

$$
C=\alpha_{f} z_{0}+\beta_{f} k-\lambda g\left(z_{0}\right)
$$

where

$$
z_{0}= \begin{cases}g^{\prime-1}\left(\alpha_{f} / \lambda\right) & \text { if } \lambda g^{\prime}(k m) \leq \alpha_{f} \leq \lambda g^{\prime}(k M) \\ k m & \text { if } \lambda g^{\prime}(k m) \geq \alpha_{f} \\ k M & \text { if } \lambda g^{\prime}(k M) \leq \alpha_{f}\end{cases}
$$

In the dual case (when $f$ is concave and $\lambda g$ is strictly concave differentiable) the opposite inequality holds in (9.17) with $\min$ instead of max with the opposite condition while determining $z_{0}$.

Remark 9.3 We assume that $\left(x_{t}\right)_{t \in T}$ and $\left(\Phi_{t}\right)_{t \in T}$ are as in Theorem 9.10. If $f:[m, M] \rightarrow$ $\mathbb{R}$ is convex and $\lambda g:[k m, k M] \rightarrow \mathbb{R}$ is strictly concave differentiable, then the constant $C \equiv C(m, M, f, g, k, \lambda)$ in (9.17) can be written more precisely as

$$
C= \begin{cases}\alpha_{f} k M+\beta_{f} k-\lambda g(k M) & \text { if } \alpha_{f}-\lambda \alpha_{g, k} \geq 0 \\ \alpha_{f} k m+\beta_{f} k-\lambda g(k m) & \text { if } \alpha_{f}-\lambda \alpha_{g, k} \leq 0\end{cases}
$$

where

$$
\alpha_{g, k}=\frac{g(k M)-g(k m)}{k M-k m} .
$$

Setting $\Phi_{t}\left(A_{t}\right)=\left\langle A_{t} x_{t}, x_{t}\right\rangle$ for $x_{t} \in H$ and $t \in T$ in Corollary 9.2 and Remark 9.3 give a generalization of all results from [96, Section 2.4]. For example, we obtain the following two corollaries.

Corollary 9.3 Let $\left(A_{t}\right)_{t \in T}$ be a continuous field of positive operators on a Hilbert space $H$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. We assume the spectra are in $[m, M]$ for some $0<m<M$. Let furthermore $\left(x_{t}\right)_{t \in T}$ be a continuous field of vectors in $H$ such that $\int_{T}\left\|x_{t}\right\|^{2} \mathrm{~d} \mu(t)=k$ for some scalar $k>0$. Then for any real $\lambda, q, p$

$$
\begin{equation*}
\int_{T}\left\langle A_{t}^{p} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)-\lambda\left(\int_{T}\left\langle A_{t} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right)^{q} \leq C \tag{9.18}
\end{equation*}
$$

where the constant $C \equiv C(\lambda, m, M, p, q, k)$ is

$$
C= \begin{cases}(q-1) \lambda\left(\frac{\alpha_{p}}{\lambda q}\right)^{q /(q-1)}+\beta_{p} k & \text { if } \lambda q m^{q-1} \leq \frac{\alpha_{p}}{k^{q-1}} \leq \lambda q M^{q-1}  \tag{9.19}\\ k M^{p}-\lambda(k M)^{q} & \text { if } \frac{\alpha_{p}}{k^{q-1}} \geq \lambda q M^{q-1} \\ k m^{p}-\lambda(k m)^{q} & \text { if } \frac{\alpha_{p}}{k^{q-1}} \leq \lambda q m^{q-1}\end{cases}
$$

in the case $\lambda q(q-1)>0$ and $p \in \mathbb{R} \backslash(0,1)$
or

$$
C= \begin{cases}k M^{p}-\lambda(k M)^{q} & \text { if } \alpha_{p}-\lambda k^{q-1} \alpha_{q} \geq 0  \tag{9.20}\\ k m^{p}-\lambda(k m)^{q} & \text { if } \alpha_{p}-\lambda k^{q-1} \alpha_{q} \leq 0\end{cases}
$$

in the case $\lambda q(q-1)<0$ and $p \in \mathbb{R} \backslash(0,1)$. In the dual case: $\lambda q(q-1)<0$ and $p \in(0,1)$ the opposite inequality holds in (9.18) with the opposite condition while determining the constant $C$ in (9.19). But in the dual case: $\lambda q(q-1)>0$ and $p \in(0,1)$ the opposite inequality holds in (9.18) with the opposite condition while determining the constant $C$ in (9.20).

Constants $\alpha_{p}$ and $\beta_{p}$ in the terms above are the constants $\alpha_{f}$ and $\beta_{f}$ associated with the function $f(z)=z^{p}$.

Corollary 9.4 Let $\left(A_{t}\right)_{t \in T}$ and $\left(x_{t}\right)_{t \in T}$ be as in Corollary 9.3. Then for any real number $r \neq 0$ we have

$$
\begin{gather*}
\int_{T}\left\langle\exp \left(r A_{t}\right) x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)-\exp \left(r \int_{T}\left\langle A_{t} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right) \leq C_{1},  \tag{9.21}\\
\int_{T}\left\langle\exp \left(r A_{t}\right) x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t) \leq C_{2} \exp \left(r \int_{T}\left\langle A_{t} x_{t}, x_{t}\right\rangle \mathrm{d} \mu(t)\right), \tag{9.22}
\end{gather*}
$$

where constants $C_{1} \equiv C_{1}(r, m, M, k)$ and $C_{2} \equiv C_{2}(r, m, M, k)$ are

$$
\begin{aligned}
& C_{1}= \begin{cases}\frac{\alpha}{r} \log \left(\frac{\alpha}{r \mathrm{e}}\right)+k \beta & \text { if } r \mathrm{e}^{r k m} \leq \alpha \leq r \mathrm{e}^{r k M}, \\
k M \alpha+k \beta-\mathrm{e}^{r k M} & \text { if } r \mathrm{e}^{r k M} \leq \alpha \\
k m \alpha+k \beta-\mathrm{e}^{r k m} & \text { if } r \mathrm{e}^{r k m} \geq \alpha\end{cases} \\
& C_{2}= \begin{cases}\frac{\alpha}{r \mathrm{e}} \mathrm{e}^{k r \beta / \alpha} & \text { if } k r \mathrm{e}^{r m} \leq \alpha \leq k r \mathrm{e}^{r M} \\
k \mathrm{e}^{(1-k) r m} & \text { if } k r \mathrm{e}^{r m} \geq \alpha \\
k \mathrm{e}^{(1-k) r M} & \text { if } k r \mathrm{e}^{r M} \leq \alpha\end{cases}
\end{aligned}
$$

Constants $\alpha$ and $\beta$ in the terms above are the constants $\alpha_{f}$ and $\beta_{f}$ associated with the function $f(z)=\mathrm{e}^{r z}$.

By using subdifferentials we can give an estimation from below in the sense of Theorem 9.11 (compare with Theorem 9.6). It follows from Theorem 9.10 applying LHS of (9.15) for a convex function $f$ (or RHS of (9.15) for a concave function $f$ ).

Theorem 9.12 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. Let $\left(\Phi_{t}\right)_{t \in T} \in P_{k}[\mathscr{A}, \mathscr{B}]$. Furthermore, let $f:[m, M] \rightarrow \mathbb{R}, g:[k m, k M] \rightarrow \mathbb{R}$ and $F: U \times V \rightarrow \mathbb{R}$ be functions such that $(k f)([m, M]) \subset$ $U, g([k m, k M]) \subset V, F$ is bounded and $f(y)+l(y)(t-y) \in U$ for every $y, t \in[m, M]$ where $l$ is the subdifferential of $f$. If $F$ is operator monotone in the first variable and $f$ is convex on $[m, M]$, then

$$
\begin{align*}
& F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right]  \tag{9.23}\\
& \geq \inf _{k m \leq z \leq k M} F[f(y) k+l(y)(z-y k), g(z)] \mathbf{1}
\end{align*}
$$

holds for every $y \in[m, M]$. In the dual case (when $f$ is concave) the opposite inequality holds in (9.23) with sup instead of inf.

Proof. We prove only the convex case. Since $f$ is convex we have $f(z) \geq f(y)+$ $l(y)(z-y)$ for every $z, y \in[m, M]$. Thus, by putting $h_{1}(z)=f(y)+l(y)(z-y)$ in LHS of (9.15) we obtain (9.23).

Though $f(z)=\log z$ is operator concave, Jensen's inequality $\Phi(f(x)) \leq f(\Phi(x))$ does not hold in the case of non-unital $\Phi$. However, as applications of Corollary 9.2 and Theorem 9.12, we obtain the following corollary.

Corollary 9.5 Let $\left(x_{t}\right)_{t \in T}$ and $\left(\Phi_{t}\right)_{t \in T}$ be as in Theorem 9.12 for $0<m<M$. Then

$$
\begin{equation*}
C_{1} \mathbf{1} \leq \int_{T} \Phi_{t}\left(\log \left(x_{t}\right)\right) \mathrm{d} \mu(t)-\log \left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq C_{2} \mathbf{1} \tag{9.24}
\end{equation*}
$$

where constants $C_{1} \equiv C_{1}(m, M, k)$ and $C_{2} \equiv C_{2}(m, M, k)$ are

$$
\begin{aligned}
& C_{1}= \begin{cases}k \beta+\log (\mathrm{e} / L(m, M)) & \text { if } k m \leq L(m, M) \leq k M, \\
\log \left(M^{k-1} / k\right) & \text { if } k M \leq L(m, M), \\
\log \left(m^{k-1} / k\right) & \text { if } k m \geq L(m, M),\end{cases} \\
& C_{2}= \begin{cases}\log \left(\frac{L(m, M)^{k} k^{k-1}}{\mathrm{e}^{k} m}\right)+\frac{m}{L(m, M)} & \text { if } m \leq k L(m, M) \leq M \\
\log \left(M^{k-1} / k\right) & \text { if } k L(m, M) \geq M, \\
\log \left(m^{k-1} / k\right) & \text { if } k L(m, M) \leq m,\end{cases}
\end{aligned}
$$

and the logarithmic mean $L(m, M), \beta$ is the constant $\beta_{f}$ associated with the function $f(z)=$ $\log z$.

Proof. We set $f(z) \equiv g(z)=\log z$ in Corollary 9.2. Then we obtain the lower bound $C_{1}$ when we determine $\min _{k m \leq z \leq k M}(\alpha z+k \beta-\log z)$.

Next, we shall obtain the upper bound $C_{2}$. We set $F(u, v)=u-v$ and $f(z) \equiv g(z)=\log z$ in Theorem 9.12. We obtain

$$
\begin{aligned}
& \int_{T} \Phi_{t}\left(\log \left(x_{t}\right)\right) \mathrm{d} \mu(t)-\log \left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \\
& \leq \max \left\{\log \left(\frac{y^{k}}{\mathrm{e}^{k} k m}\right)+\frac{k m}{y}, \log \left(\frac{y^{k}}{\mathrm{e}^{k} k M}\right)+\frac{k M}{y}\right\} \mathbf{1}
\end{aligned}
$$

for every $y \in[m, M]$, since $h(z)=k \log y+\frac{1}{y}(z-k y)-\log z$ is a convex function and it implies that

$$
\max _{k m \leq z \leq k M} h(z)=\max \{h(k m), h(k M)\} .
$$

Now, if $m \leq k L(m, M) \leq M$, then we choose $y=k L(m, M)$. In this case we have $h(k m)=h(k M)$. But, if $m \geq k L(m, M)$, then it follows $0<k \leq 1$, which implies that $\max \{h(k m), h(k M)\}=h(k m)$ for every $y \in[m, M]$. In this case we choose $y=m$, since $h(y)=\log \left(\frac{y^{k}}{\mathrm{e}^{k} k m}\right)+\frac{k m}{y}$ is an increasing function in $[m, M]$. If $M \leq k L(m, M)$, then the proof is similar to above.

By using subdifferentials, we also give generalizations of Theorem 9.6.
Theorem 9.13 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in P_{k}[\mathscr{A}, \mathscr{B}]$. If the field $t \rightarrow$ $\Phi_{t}(\mathbf{1})$ is integrable with $\int_{T} \Phi_{t}(\mathbf{1}) \mathrm{d} \mu(t)=k \mathbf{1}$ for some positive scalar $k$ and $f:[m, M] \rightarrow \mathbb{R}$ is a convex function then

$$
\begin{gather*}
f(y) k \mathbf{1}+l(y)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)-y k \mathbf{1}\right) \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)  \tag{9.25}\\
\leq f(x) k \mathbf{1}-x \int_{T} \Phi_{t}\left(l\left(x_{t}\right)\right) \mathrm{d} \mu(t)+\int_{T} \Phi_{t}\left(l\left(x_{t}\right) x_{t}\right) \mathrm{d} \mu(t)
\end{gather*}
$$

for every $x, y \in[m, M]$, where $l$ is the subdifferential of $f$. In the dual case ( $f$ is concave) the reverse inequality is valid in (9.25).
Remark 9.4 In the case $\left(\Phi_{t}\right)_{t \in T} \in P_{k}[\mathscr{A}, \mathscr{B}]$ we may obtain analogues results as in Theorems 9.5 and 9.8. The interested reader may be read the details in [202].

### 9.3 Ratio type inequalities with power functions

In this section we consider the ratio type ordering among the following power functions of operators:

$$
\begin{equation*}
F_{r}(\mathbf{x}, \boldsymbol{\Phi}):=\left(\int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)\right)^{1 / r}, \quad r \in \mathbb{R} \backslash\{0\} \tag{9.26}
\end{equation*}
$$

under these conditions: $\left(x_{t}\right)_{t \in T}$ is a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$

As an application, we consider a generalization of the weighted power means of operators:

$$
\begin{equation*}
M_{r}(\mathbf{x}, \boldsymbol{\Phi}):=\left(\int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)\right)^{1 / r}, \quad r \in \mathbb{R} \backslash\{0\} \tag{9.27}
\end{equation*}
$$

under the same conditions as above.
We need some previous results given in the following three lemmas.

Lemma 9.1 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$.

If $0<p \leq 1$, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq k^{1-p}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \tag{9.28}
\end{equation*}
$$

If $-1 \leq p<0$ or $1 \leq p \leq 2$, then the reverse inequality is valid in (9.28).
Proof. We obtain this lemma by applying Theorem 9.9 for the function $f(z)=z^{p}$ and using the proposition that it is an operator concave function for $0<p \leq 1$ and an operator convex one for $-1 \leq p<0$ and $1 \leq p \leq 2$.

Lemma 9.2 Assume that the conditions of Lemma 9.1 hold.
If $0<p \leq 1$, then

$$
k^{1-p} K(m, M, p)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq k^{1-p}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)_{(9,29}^{p}
$$

if $-1 \leq p<0$ or $1 \leq p \leq 2$, then

$$
\begin{equation*}
k^{1-p}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq k^{1-p} K(m, M, p)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)_{(9.30}^{p} \tag{9.30}
\end{equation*}
$$

if $p<-1$ or $p>2$, then

$$
\begin{align*}
k^{1-p} K(m, M, p)^{-1}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} & \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \\
& \leq k^{1-p} K(m, M, p)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \tag{9.31}
\end{align*}
$$

where $K(m, M, p)$ is the generalized Kantorovich constant by (2.29).
Proof. We obtain this lemma by applying Corollary 9.2 for the function $f(z) \equiv g(z)=$ $z^{p}$ and choosing $\lambda$ such that $C=0$.

We shall need some properties of the generalized Specht ratio $\Delta(h, r, s)$ (see (8.35) and Figure 9.1).

Lemma 9.3 Let $M>m>0, r \in \mathbb{R}$ and

$$
\Delta(h, r, 1)=\frac{r\left(h-h^{r}\right)}{(1-r)\left(h^{r}-1\right)}\left(\frac{h^{r}-h}{(r-1)(h-1)}\right)^{-1 / r}, \quad h=\frac{M}{m} .
$$

(i) A function $\Delta(r) \equiv \Delta(h, r, 1)$ is strictly decreasing for all $r \in \mathbb{R}$,


Figure 9.1: Function $\Delta(r) \equiv \Delta(h, r, 1)$
(ii) $\lim _{r \rightarrow 1} \Delta(h, r, 1)=1 \quad$ and $\quad \lim _{r \rightarrow 0} \Delta(h, r, 1)=S(h)$, where the Specht ratio $S(h)$ is defined by (2.35).
(iii) $\lim _{r \rightarrow \infty} \Delta(h, r, 1)=1 / h \quad$ and $\quad \lim _{r \rightarrow-\infty} \Delta(h, r, 1)=h$.

Proof.
(i) We write $\Delta(r)=\Delta_{1}(r) \cdot \Delta_{2}(r)$, where

$$
\begin{equation*}
\Delta_{1}(r)=\frac{r\left(h^{r}-h\right)}{(r-1)\left(h^{r}-1\right)}, \quad \Delta_{2}(r)=\left(\frac{h^{r}-h}{(r-1)(h-1)}\right)^{-1 / r} \tag{9.32}
\end{equation*}
$$

By using differential calculus we shall prove that a function $\Delta_{1}$ is strictly decreasing for all $r \neq 0,1$. We have

$$
\begin{gather*}
\frac{d}{d r} \Delta_{1}(r)=\frac{-1}{(r-1)^{2}\left(h^{r}-1\right)^{2}}\left(\left(h^{r}-1\right)\left(h^{r}-h\right)-(r-1) r h^{r}(h-1) \log h\right) \\
=-\frac{h^{r}(h-1) \log h}{(r-1)^{2}\left(h^{r}-1\right)^{2}} f(r) \tag{9.33}
\end{gather*}
$$

where $f(r)=\frac{\left(h^{r}-1\right)\left(h^{r}-h\right)}{h^{r}(h-1) \log h}-(r-1) r$. Stationary points of the function $f$ are $0,0.5$, 1 and it is a strictly decreasing function on $(-\infty, 0) \cup(0.5,1)$ and strictly increasing on $(0,0.5) \cup(1, \infty)$. Also, $f(0)=f(1)=0$. So, $f(r)>0$ for all $r \neq 0$, (More exactly, $f^{\prime \prime \prime}(r)=\frac{\log ^{2} h}{h-1}\left(h^{r}-h^{1-r}\right)$ imply that the function $f^{\prime \prime}$ is strictly increasing on $(0.5, \infty)$ and strictly decreasing on $(-\infty, 0.5)$. It follows that $f^{\prime}(r)<0$ for $r \in$ $(-\infty, 0) \cup(0.5,1)$ and $f^{\prime}(r)>0$ for $r \in(0,0.5) \cup(1, \infty)$.) Now, using (9.33) we have that $\frac{d}{d r} \Delta_{1}(r)<0$ for all $r \neq 0,1$ and it follows that $\Delta_{1}$ is strictly decreasing function. Further, in the case of a function $\Delta_{2}$ in (9.32), we obtain

$$
\begin{gathered}
\frac{d}{d r} \Delta_{2}(r)=\frac{-1}{(r-1) r^{2}\left(h^{r}-h\right)}\left(\frac{h^{r}-h}{(r-1)(h-1)}\right)^{-1 / r} \\
\times\left[r(r-1) h^{r} \log h-r\left(h^{r}-h\right)+(r-1)\left(h^{r}-h\right) \log \left(\frac{(r-1)(h-1)}{h^{r}-h}\right)\right] .
\end{gathered}
$$

By using differential calculus we can prove that a function

$$
r \mapsto r(r-1) h^{r} \log h-r\left(h^{r}-h\right)+(r-1)\left(h^{r}-h\right) \log \left(\frac{(r-1)(h-1)}{h^{r}-h}\right)
$$

is positive for all $r \neq 0,1$. So $\frac{d}{d r} \Delta_{2}(r)<0$ for all $r \neq 0,1$ and it follows that $\Delta_{2}$ is strictly decreasing function.
(ii) Using the definition of the generalized Specht ratio (8.35), we have $\Delta(h, r, 1)=$ $K\left(h^{r}, 1 / r\right)$ if $r \neq 0$. Now, we have $K(h, 1)=1$ by using Theorem 2.12 and $\lim _{r \rightarrow 0} K\left(h^{r}, 1 / r\right)=S(h)$ by using Theorem 2.17.
(iii) We have by L'Hospital's theorem

$$
\lim _{r \rightarrow \infty} \frac{\log \left((r-1)(h-1) /\left(h^{r}-h\right)\right)}{r}=\lim _{r \rightarrow \infty}\left(\frac{1}{r-1}-\frac{h^{r} \log h}{h^{r}-h}\right)=-\log h .
$$

So

$$
\lim _{r \rightarrow \infty} \Delta(h, r, 1)=\lim _{r \rightarrow \infty} \frac{r}{r-1} \cdot \frac{h^{r}-h}{h^{r}-1} \cdot\left(\frac{(r-1)(h-1)}{h^{r}-h}\right)^{1 / r}=\mathrm{e}^{-\log h}=1 / h
$$

Similarly, we obtain $\lim _{r \rightarrow-\infty} \Delta(h, r, 1)=h$.

Now, we give the ratio type ordering among power functions.
Theorem 9.14 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$. Let regions $(\mathrm{i})-(\mathrm{v})_{1}$ be as in Figure 9.2.
If $(r, s)$ in (i), then

$$
k^{\frac{s-r}{r s}} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{s-r}{r s}} F_{s}(\mathbf{x}, \boldsymbol{\Phi})
$$

if $(r, s)$ in (ii) or (iii), then

$$
k^{\frac{s-r}{r s}} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{s-r}{r s}} \Delta(h, r, s) F_{s}(\mathbf{x}, \boldsymbol{\Phi}),
$$

if $(r, s)$ in (iv), then

$$
\begin{aligned}
& k^{\frac{s-r}{r s}} \Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \\
& \leq k^{\frac{s-r}{r s}} \min \{\Delta(h, r, 1), \Delta(h, s, 1) \Delta(h, r, s)\} F_{s}(\mathbf{x}, \boldsymbol{\Phi}),
\end{aligned}
$$

if $(r, s)$ in (v) or (iv) $)_{1}$ or $(\mathrm{v})_{1}$, then

$$
k^{\frac{s-r}{r s}} \Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{s-r}{r s}} \Delta(h, s, 1) F_{s}(\mathbf{x}, \boldsymbol{\Phi}),
$$

where $\Delta(h, r, s), r s \neq 0$ is defined by (8.35).


|  | $r \leq s, s \notin(-1,1), r \notin(-1,1)$ <br> (i) <br>  <br> or $1 / 2 \leq r \leq 1 \leq s$ <br> or <br> $r \leq-1 \leq s \leq-1 / 2$, |
| :--- | :--- |
| (ii) | $s \geq 1,-1<r<1 / 2, r \neq 0$, |
| (iii) | $r \leq-1,-1 / 2<s<1, s \neq 0$, |
| (iv) | $-s \leq r<s / 2, r \neq 0,0<s \leq 1$, |
| (iv) | $r \leq s \leq 2 r, 0<s \leq 1$, |
| (v) | $r / 2<s \leq-r, s \neq 0,-1 \leq r<0$, |
| (v) | $2 s \leq r \leq s,-1 \leq r<0$. |

Figure 9.2: Regions in the $(r, s)$-plain

Proof. This theorem follows from Lemma 9.2 by putting $p=s / r$ or $p=r / s$ and then using the Löwner-Heinz theorem, Theorem 4.3 and Lemma 9.3. We give the proof for the sake of completeness.

We put $p=s / r$ in Lemma 9.2 and replace $x_{t}$ by $x_{t}^{r}$. Applying the Löwner-Heinz inequality if $s \geq 1$ or $s \leq-1$ and using that $K\left(m^{r}, M^{r}, s / r\right)^{1 / s}=K\left(M^{r}, m^{r}, s / r\right)^{1 / s}=$ $\Delta(h, r, s)$, we obtain:
(a) If $r \leq s \leq-1$ or $1 \leq s \leq-r$ or $0<r \leq s \leq 2 r, s \geq 1$, then

$$
\begin{equation*}
k^{\frac{r-s}{s r}} F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{r-s}{s r}} \Delta(h, r, s) F_{r}(\mathbf{x}, \boldsymbol{\Phi}) . \tag{9.34}
\end{equation*}
$$

(b) If $0<-r<s, s \geq 1$ or $0<2 r<s, s \geq 1$, then

$$
\begin{equation*}
k^{\frac{r-s}{s r}} \Delta(h, r, s)^{-1} F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{r-s}{s r}} \Delta(h, r, s) F_{r}(\mathbf{x}, \boldsymbol{\Phi}) . \tag{9.35}
\end{equation*}
$$

Applying Theorem 4.3 if $-1 \leq s \leq 1$ and using that $K\left(\mathrm{~km}^{s}, k M^{s}, 1 / s\right)=K\left(m^{s}, M^{s}, 1 / s\right)$ $=\Delta(h, s, 1)$, we obtain:
(c) If $r \leq s,-1 \leq s<0$ or $s \leq-r, 0<s \leq 1$ or $0<r \leq s \leq 2 r, s \leq 1$, then

$$
\begin{equation*}
k^{\frac{r-s}{s r}} \Delta(h, s, 1)^{-1} F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{r-s}{s r}} \Delta(h, s, 1) \Delta(h, r, s) F_{r}(\mathbf{x}, \boldsymbol{\Phi}) . \tag{9.36}
\end{equation*}
$$

(d) If $0<-r<s \leq 1$ or $0<2 r<s \leq 1$, then

$$
\begin{gather*}
k^{\frac{r-s}{s r}} \Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1} F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \\
\leq k^{\frac{r-s}{s r}} \Delta(h, s, 1) \Delta(h, r, s) F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \tag{9.37}
\end{gather*}
$$

Similarly, putting $p=r / s$ in Lemma 9.2 and replace $x_{t}$ by $x_{t}^{s}$, we obtain: $\left(a_{1}\right)$ If $1 \leq r \leq s$ or $-s \leq r \leq-1$ or $2 s \leq r \leq s<0, r \leq-1$, then

$$
\begin{equation*}
k^{\frac{s-r}{s r}} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{s-r}{s r}} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) . \tag{9.38}
\end{equation*}
$$

$\left(b_{1}\right)$ If $r<-s<0, r \leq-1$ or $r<2 s<0, r \leq-1$, then

$$
\begin{equation*}
k^{\frac{s-r}{s r}} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{s-r}{s r}} \Delta(h, r, s) F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \tag{9.39}
\end{equation*}
$$

( $c_{1}$ ) If $r \leq s, 0<r \leq 1$ or $-s \leq r,-1 \leq r<0$ or $2 s \leq r \leq s<0, r \geq-1$, then

$$
\begin{equation*}
k^{\frac{s-r}{s r}} \Delta(h, r, 1)^{-1} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{s-r}{s r}} \Delta(h, r, 1) F_{s}(\mathbf{x}, \boldsymbol{\Phi}) . \tag{9.40}
\end{equation*}
$$

$\left(d_{1}\right)$ If $-1 \leq r<-s<0$ or $-1 \leq r<2 s<0$, then

$$
\begin{align*}
& k^{\frac{s-r}{s r} \Delta(h, r, 1)^{-1} \Delta(h, r, s)^{-1} F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{r}(\mathbf{x}, \boldsymbol{\Phi})}  \tag{9.41}\\
& \leq k^{\frac{s-r}{s r}} \Delta(h, r, 1) \Delta(h, r, s) F_{s}(\mathbf{x}, \boldsymbol{\Phi})
\end{align*}
$$

Now, we have that in cases $(a)$ and $\left(a_{1}\right)$ the inequality (9.34) holds and in cases $(b)$ and $\left(b_{1}\right)$ the inequality (9.35) holds. If we put $r=1$ in RHS of (9.38) for $1 \leq r \leq s$ then we obtain

$$
\int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) \leq\left(\int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}^{s}\right) \mathrm{d} \mu(t)\right)^{1 / s}, \quad \text { if } s \geq 1
$$

Next, applying LHS of (9.34) for $s=1$ and $0<r \leq s \leq 2 r$, we have

$$
\left(\int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)\right)^{1 / r} \leq \int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)
$$

The assumption $s \geq 1$ implies

$$
\begin{equation*}
\left(\int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)\right)^{1 / r} \leq \int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) \leq\left(\int_{T} \frac{1}{k} \Phi_{t}\left(x_{t}^{S}\right) \mathrm{d} \mu(t)\right)^{1 / s} \tag{9.42}
\end{equation*}
$$

for $1 / 2 \leq r \leq 1 \leq s$. Similarly, putting $s=-1$ in LHS of (9.34) for $r \leq s \leq-1$ and $r=-1$ in RHS of (9.38) for $2 s \leq r \leq s<0$, we can obtain that (9.42) holds for $r \leq-1 \leq s \leq-1 / 2$. Consequently, we obtain that (9.34) holds in the region (i) and (9.35) holds in the regions (ii) and (iii).

In remainder cases we can choose better bounds. In the region (iv) inequalities (9.37) and (9.40) hold. Now, by Lemma 9.3 we have

$$
\begin{equation*}
\Delta(h, r, 1) \geq \Delta(h, s, 1) \quad \text { if } r \leq s \tag{9.43}
\end{equation*}
$$

and we get

$$
\Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1} \geq \Delta(h, r, 1)^{-1} \Delta(h, r, s)^{-1}
$$

It follows that $k^{\frac{s-r}{s r}} \Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1}$ is a better lower bound. The upper bound is equal

$$
k^{\frac{s-r}{s r}} \cdot \min \{\Delta(h, r, 1), \Delta(h, s, 1) \Delta(h, r, s)\} .
$$

In the region (v) inequalities (9.36) and (9.41) hold. We have that $k^{\frac{s-r}{s r}} \Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1}$ is a better lower bound, since (9.43) holds. The upper bound is equal

$$
k^{\frac{s-r}{s r}} \cdot \min \{\Delta(h, s, 1), \Delta(h, r, 1) \Delta(h, r, s)\}=k^{\frac{s-r}{s r}} \cdot \Delta(h, s, 1)
$$

since (9.43) holds and $\Delta(h, r, s) \geq 1$ by (2.32).

In the regions $(i v)_{1}$ and $(v)_{1}$ inequalities (9.36) and (9.40) hold. Analogously to the case above we obtain that the bounds in the inequality (9.36) are better.

Finally, we give the ratio type ordering among means (9.27).
Corollary 9.6 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$. Let regions $(\mathrm{i})-(\mathrm{v})_{1}$ be as in Figure 9.2.
If $(r, s)$ in (i), then

$$
\Delta(h, r, s)^{-1} M_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq M_{s}(\mathbf{x}, \boldsymbol{\Phi}),
$$

if $(r, s)$ in (ii) or (iii), then

$$
\Delta(h, r, s)^{-1} M_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \Delta(h, r, s) M_{s}(\mathbf{x}, \boldsymbol{\Phi})
$$

if $(r, s)$ in (iv), then

$$
\begin{aligned}
& \Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1} M_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \\
& \leq \min \{\Delta(h, r, 1), \Delta(h, s, 1) \Delta(h, r, s)\} M_{s}(\mathbf{x}, \boldsymbol{\Phi}),
\end{aligned}
$$

if $(r, s)$ in (v) or (iv) $)_{1}$ or $(\mathrm{v})_{1}$, then

$$
\Delta(h, s, 1)^{-1} \Delta(h, r, s)^{-1} M_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \Delta(h, s, 1) M_{s}(\mathbf{x}, \boldsymbol{\Phi}),
$$

where $\Delta(h, r, s), r s \neq 0$, is defined by (8.35).
Proof. It is sufficient to multiply each inequality in Theorem 9.14 by $k^{-1 / r}$.

### 9.4 Difference type inequalities with power functions

In this section we consider the difference type ordering among the power functions (9.26). As an application, we consider the weighted power means (9.27).

We need some previous results given in the following two lemmas.
Lemma 9.4 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$.
If $0<p \leq 1$, then

$$
\begin{equation*}
\alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k \beta_{p} \mathbf{1} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq k^{1-p}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \tag{9.44}
\end{equation*}
$$

if $-1 \leq p<0$ or $1 \leq p \leq 2$, then

$$
\begin{equation*}
k^{1-p}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq \alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k \beta_{p} \mathbf{1} \tag{9.45}
\end{equation*}
$$

if $p<-1$ or $p>2$, then

$$
\begin{equation*}
p y^{p-1} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k(1-p) y^{p} \mathbf{1} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq \alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k \beta_{p} \mathbf{1} \tag{9.46}
\end{equation*}
$$

for every $y \in[m, M]$. Constants $\alpha_{p}$ and $\beta_{p}$ are the constants $\alpha_{f}$ and $\beta_{f}$ associated with the function $f(z)=z^{p}$.

Proof. RHS of (9.44) and LHS of (9.45) are proven in Lemma 9.1. LHS of (9.44) and RHS of (9.45) and (9.46) follow from Corollary 9.2 for $f(z)=z^{p}, g(z)=z$ and $\lambda=\alpha_{p}$. LHS of (9.46) follows from LHS of (9.25) in Theorem 9.13 putting $f(y)=y^{p}$ and $l(y)=$ $p y^{p-1}$.

Remark 9.5 Setting $y=\left(\alpha_{p} / p\right)^{1 /(p-1)} \in[m, M]$ the inequality (9.46) gives

$$
\begin{aligned}
\alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) & +k(1-p)\left(\alpha_{p} / p\right)^{p /(p-1)} \mathbf{1} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \\
\leq & \alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k \beta_{p} \mathbf{1}
\end{aligned}
$$

for $p<-1$ or $p>2$.
Furthermore, setting $y=m$ or $y=M$ gives

$$
\begin{gather*}
p m^{p-1} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k(1-p) m^{p} \mathbf{1} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \\
\leq \alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k \beta_{p} \mathbf{1} \tag{9.47}
\end{gather*}
$$

or

$$
\begin{gather*}
p M^{p-1} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k(1-p) M^{p} \mathbf{1} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \\
\leq \alpha_{p} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k \beta_{p} \mathbf{1} \tag{9.48}
\end{gather*}
$$

We remark that the operator in LHS of (9.47) is positive for $p>2$, since

$$
\begin{gather*}
0<k m^{p} \mathbf{1} \leq p m^{p-1} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k(1-p) m^{p} \mathbf{1} \\
\leq k\left(p m^{p-1} M+(1-p) m^{p}\right) \mathbf{1}<k M^{p} \mathbf{1} \tag{9.49}
\end{gather*}
$$

and the operator in LHS of (9.48) is positive for $p<-1$, since

$$
\begin{gather*}
0<k M^{p} \mathbf{1} \leq p M^{p-1} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)+k(1-p) M^{p} \mathbf{1} \\
\leq k\left(p M^{p-1} m+(1-p) M^{p}\right) \mathbf{1}<k m^{p} \mathbf{1} \tag{9.50}
\end{gather*}
$$

(We have the inequality $p m^{p-1} M+(1-p) m^{p}<M^{p}$ in RHS of (9.49) and $p M^{p-1} m+$ $(1-p) M^{p}<m^{p}$ in RHS of (9.50) by using Bernoulli's inequality.)


Figure 9.3: Function $C(r) \equiv C\left(m^{r}, M^{r}, 1 / r\right)$

We shall need some properties of the Kantorovich constant for the difference $C(m, M, p)$ (see (2.38) and Figure 9.3).
Lemma 9.5 Let $M>m>0, r \in \mathbb{R}$ and

$$
C\left(m^{r}, M^{r}, 1 / r\right):=\frac{1-r}{r}\left(r \frac{M-m}{M^{r}-m^{r}}\right)^{1 /(1-r)}+\frac{M^{r} m-m^{r} M}{M^{r}-m^{r}}
$$

(i) A function $C(r) \equiv C\left(m^{r}, M^{r}, 1 / r\right)$ is strictly decreasing for all $r \in \mathbb{R}$,
(ii) $\lim _{r \rightarrow 1} C\left(m^{r}, M^{r}, 1 / r\right)=0 \quad$ and $\quad \lim _{r \rightarrow 0} C\left(m^{r}, M^{r}, 1 / r\right)=L(m, M) \log S(M / m)$,
where $L(m, M)$ is the logarithmic mean and the Specht ratio $S(h)$ is defined by (2.35).
(iii) $\lim _{r \rightarrow \infty} C\left(m^{r}, M^{r}, 1 / r\right)=m-M$ and $\quad \lim _{r \rightarrow-\infty} C\left(m^{r}, M^{r}, 1 / r\right)=M-m$.

Proof.
(i) We have by a differential calculation

$$
\begin{aligned}
& \frac{d}{d r} C(r) \\
= & \left(r \frac{M-m}{M^{r}-m^{r}}\right)^{1 /(1-r)}\left(\frac{m^{r} \log m-M^{r} \log M}{r\left(M^{r}-m^{r}\right)}+\frac{1}{r(1-r)} \log \frac{r(M-m)}{M^{r}-m^{r}}\right) \\
+ & \frac{M^{r} m^{r}(M-m) \log (m / M)}{\left(M^{r}-m^{r}\right)^{2}} .
\end{aligned}
$$

Both of functions

$$
r \mapsto \frac{m^{r} \log m-M^{r} \log M}{r\left(M^{r}-m^{r}\right)}+\frac{1}{r(r-1)} \log \frac{M^{r}-m^{r}}{r(M-m)}
$$

and

$$
r \mapsto \frac{M^{r} m^{r}(M-m) \log (m / M)}{\left(M^{r}-m^{r}\right)^{2}}
$$

are negative for all $r \neq 0,1$. So $\frac{d}{d r} C(r)<0$ and the function $C$ is strictly decreasing.
(ii) We have by L'Hospital's theorem

$$
\lim _{r \rightarrow 1} \frac{\log \left(r(M-m) /\left(M^{r}-m^{r}\right)\right)}{1-r}=-1+\frac{M \log M-m \log m}{M-m}
$$

so

$$
\lim _{r \rightarrow 1} \frac{1-r}{r}\left(r \frac{M-m}{M^{r}-m^{r}}\right)^{1 /(1-r)}=0 \cdot \mathrm{e}^{-1+(M \log M-m \log m) /(M-m)}=0
$$

Also,

$$
\lim _{r \rightarrow 1} \frac{M^{r} m-m^{r} M}{M^{r}-m^{r}}=\lim _{r \rightarrow 1} m \frac{h^{r}-h}{h^{r}-1}=0, \quad h=\frac{M}{m}>1 .
$$

Then, $\lim _{r \rightarrow 1} C\left(m^{r}, M^{r}, 1 / r\right)=0$. Using Theorem 2.24, we have

$$
\lim _{r \rightarrow 0} C\left(m^{r}, M^{r}, p / r\right)=L\left(m^{p}, M^{p}\right) \log S\left(h^{p}\right) \quad \text { for all } p \in \mathbb{R} \text { and } h=M / m
$$

so we obtain $\lim _{r \rightarrow 0} C\left(m^{r}, M^{r}, 1 / r\right)=L(m, M) \log S(M / m)$.
(iii) We have by L'Hospital's theorem

$$
\lim _{r \rightarrow \infty} \frac{\log \left(r(M-m) /\left(M^{r}-m^{r}\right)\right)}{1-r}=\lim _{r \rightarrow \infty} \frac{M^{r} m-m^{r} M}{M^{r}-m^{r}}=\log M,
$$

so

$$
\lim _{r \rightarrow \infty} \frac{1-r}{r}\left(r \frac{M-m}{M^{r}-m^{r}}\right)^{1 /(1-r)}=-1 \cdot \mathrm{e}^{\log M}=-M
$$

Also,

$$
\lim _{r \rightarrow \infty} \frac{M^{r} m-m^{r} M}{M^{r}-m^{r}}=\lim _{r \rightarrow \infty} m \frac{h^{r}-h}{h^{r}-1}=m, \quad h=\frac{M}{m}>1
$$

Then, $\lim _{r \rightarrow \infty} C\left(m^{r}, M^{r}, 1 / r\right)=m-M$.
Similarly, we obtain $\lim _{r \rightarrow-\infty} C\left(m^{r}, M^{r}, 1 / r\right)=M-m$.

Also, we need the following function order of positive operators.
Theorem 9.15 Let $A, B$ be positive operators in $\mathscr{B}(H)$.
If $A \geq B>0$ and the spectrum $\operatorname{Sp}(B) \subseteq[m, M]$ for some scalars $0<m<M$, then

$$
A^{p}+C(m, M, p) \mathbf{1} \geq B^{p} \quad \text { for all } \quad p \geq 1
$$

But, if $A \geq B>0$ and the spectrum $\operatorname{Sp}(A) \subseteq[m, M], 0<m<M$, then

$$
B^{p}+C(m, M, p) \mathbf{1} \geq A^{p} \quad \text { for all } \quad p \leq-1
$$

where the Kantorovich constant for the difference $C(m, M, p)$ is defined by (2.38).

Proof. Refer to [191, Corollary 1] for the proof.
Now, we give the the difference type ordering among power functions.
Theorem 9.16 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$. Let regions $(\mathrm{i})_{1}-(\mathrm{v})_{1}$ be as in Figure 9.2.

Then

$$
\begin{equation*}
C_{2} \mathbf{1} \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq C_{1} \mathbf{1} \tag{9.51}
\end{equation*}
$$

where constants $C_{1} \equiv C_{1}(m, M, s, r, k)$ and $C_{2} \equiv C_{2}(m, M, s, r, k)$ are

$$
\begin{gathered}
C_{1}= \begin{cases}\widetilde{\Delta}_{k} & \text { if }(r, s) \text { in }(\mathrm{i})_{1} \text { or }(\mathrm{ii})_{1} \text { or }(\mathrm{iii})_{1} ; \\
\widetilde{\Delta}_{k}+\min \left\{C_{k}(s), C_{k}(r)\right\} & \text { if }(r, s) \text { in }(\mathrm{iv}) \text { or }(\mathrm{v}) \text { or }(\mathrm{iv})_{1} \text { or }(\mathrm{v})_{1} ;\end{cases} \\
C_{2}= \begin{cases}\left(k^{1 / s}-k^{1 / r}\right) m, & \text { if }(r, s) \text { in }(\mathrm{i})_{1} ; \\
\widetilde{D}_{k}, & \text { if }(r, s) \text { in }(\mathrm{ii})_{1} ; \\
\bar{D}_{k}, & \text { if }(r, s) \text { in }(\mathrm{iii})_{1} ; \\
\max \left\{\widetilde{D}_{k}-C_{k}(s),\left(k^{1 / s}-k^{1 / r}\right) m-C_{k}(r)\right\}, & \text { if }(r, s) \text { in (iv); } \\
\max \left\{\bar{D}_{k}-C_{k}(r),\left(k^{1 / s}-k^{1 / r}\right) m-C_{k}(s)\right\}, & \text { if }(r, s) \text { in }(\mathrm{v}) ; \\
\left(k^{1 / s}-k^{1 / r}\right) m-\min \left\{C_{k}(r), C_{k}(s)\right\}, & \text { if }(r, s) \text { in }(\mathrm{iv})_{1} \text { or }(\mathrm{v})_{1} .\end{cases}
\end{gathered}
$$

A constant $\widetilde{\Delta}_{k} \equiv \widetilde{\Delta}_{k}(m, M, r, s)$ is

$$
\widetilde{\Delta}_{k}=\max _{\theta \in[0,1]}\left\{k^{1 / s}\left[\theta M^{s}+(1-\theta) m^{s}\right]^{1 / s}-k^{1 / r}\left[\theta M^{r}+(1-\theta) m^{r}\right]^{1 / r}\right\}
$$

a constant $\widetilde{D}_{k} \equiv \widetilde{D}_{k}(m, M, r, s)$ is

$$
\widetilde{D}_{k}=\min \left\{\left(k^{\frac{1}{s}}-k^{\frac{1}{r}}\right) m, k^{\frac{1}{s}} m\left(s \frac{M^{r}-m^{r}}{r m^{r}}+1\right)^{\frac{1}{s}}-k^{\frac{1}{r}} M\right\},
$$

$\bar{D}_{k} \equiv \bar{D}_{k}(m, M, r, s)=-\widetilde{D}_{k}(M, m, s, r)$ and the Kantorovich constant for the difference $C_{k}(p) \equiv C_{k}(m, M, p)$ is defined by (2.38).

Proof. This theorem follows from Lemma 9.4 by putting $p=s / r$ or $p=r / s$ and then using the Löwner-Heinz theorem, Theorem 9.15 and Lemma 9.5. We give the proof for the sake of completeness.

By Lemma 9.4 by putting $p=s / r$ or $p=r / s$ and then using the Löwner-Heinz inequality and Theorem 9.15 we have the following inequalities.
(a) If $r \leq s \leq-1$ or $1 \leq s \leq-r$ or $0<r \leq s \leq 2 r, s \geq 1$, then

$$
\begin{gather*}
\left(k^{1 / s}-k^{1 / r}\right) m \mathbf{1} \leq\left(k^{\frac{r-s}{r s}}-1\right) F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \\
\leq\left(\widetilde{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \widetilde{\boldsymbol{\beta}} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \widetilde{\Delta}_{k} \mathbf{1} . \tag{9.52}
\end{gather*}
$$

(b) If $0<-r<s, s \geq 1$ or $0<2 r<s, s \geq 1$, then

$$
\begin{gather*}
m\left(\frac{s}{r} m^{-r} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \frac{r-s}{r} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \\
\leq\left(\widetilde{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \widetilde{\beta} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \widetilde{\Delta}_{k} \mathbf{1} \tag{9.53}
\end{gather*}
$$

(c) If $r \leq s,-1 \leq s<0$ or $s \leq-r, 0<s \leq 1$ or $0<r \leq s \leq 2 r, s \leq 1$, then

$$
\begin{gather*}
\left(\left(k^{1 / s}-k^{1 / r}\right) m-C_{k}(s)\right) \mathbf{1} \leq\left(k^{\frac{r-s}{r s}}-1\right) F_{r}(\mathbf{x}, \boldsymbol{\Phi})-C_{k}(s) \mathbf{1} \\
\leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi})  \tag{9.54}\\
\leq\left(\widetilde{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \widetilde{\beta} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi})+C_{k}(s) \mathbf{1} \leq\left(\widetilde{\Delta}_{k}+C_{k}(s)\right) \mathbf{1}
\end{gather*}
$$

(d) If $0<-r<s \leq 1$ or $0<2 r<s \leq 1$, then

$$
\begin{gather*}
m\left(\frac{s}{r} m^{-r} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \frac{r-s}{r} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi})-C_{k}(s) \mathbf{1} \\
\leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi})  \tag{9.55}\\
\leq\left(\widetilde{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \widetilde{\beta} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi})+C_{k}(s) \mathbf{1} \leq\left(\widetilde{\Delta}_{k}+C_{k}(s)\right) \mathbf{1}
\end{gather*}
$$

Moreover, we can obtain the following inequalities:
( $a_{1}$ ) If $1 \leq r \leq s$ or $-s \leq r \leq-1$ or $2 s \leq r \leq s<0, r \leq-1$, then

$$
\begin{gather*}
\widetilde{\Delta}_{k} \mathbf{1} \geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-\left(\bar{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{S}\right) \mathrm{d} \mu(t)+k \bar{\beta} \mathbf{1}\right)^{1 / r} \geq F_{S}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi})  \tag{9.56}\\
\geq\left(1-k^{\frac{s-r}{r s}}\right) F_{s}(\mathbf{x}, \boldsymbol{\Phi}) \geq\left(k^{1 / s}-k^{1 / r}\right) m \mathbf{1}
\end{gather*}
$$

$\left(b_{1}\right)$ If $r<-s<0, r \leq-1$ or $r<2 s<0, r \leq-1$, then

$$
\begin{gather*}
\widetilde{\Delta}_{k} \mathbf{1} \geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-\left(\bar{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{s}\right) \mathrm{d} \mu(t)+k \bar{\beta} \mathbf{1}\right)^{1 / r} \geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi})  \tag{9.57}\\
\geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-M\left(\frac{r}{s} M^{-s} \int_{T} \Phi_{t}\left(x_{t}^{s}\right) \mathrm{d} \mu(t)+k \frac{s-r}{s} \mathbf{1}\right)^{1 / r}
\end{gather*}
$$

( $c_{1}$ ) If $r \leq s, 0<r \leq 1$ or $-s \leq r,-1 \leq r<0$ or $2 s \leq r \leq s<0, r \geq-1$, then

$$
\begin{gather*}
\left(\widetilde{\Delta}_{k}+C_{k}(r)\right) \mathbf{1} \geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-\left(\bar{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{s}\right) \mathrm{d} \mu(t)+k \overline{\boldsymbol{\beta}} \mathbf{1}\right)^{1 / r}+C_{k}(r) \mathbf{1}  \tag{9.58}\\
\geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \\
\geq\left(1-k^{\frac{s-r}{r s}}\right) F_{s}(\mathbf{x}, \boldsymbol{\Phi})-C_{k}(r) \mathbf{1} \geq\left(\left(k^{1 / s}-k^{1 / r}\right) m-C_{k}(r)\right) \mathbf{1}
\end{gather*}
$$

( $d_{1}$ ) If $-1 \leq r<-s<0$ or $-1 \leq r<2 s<0$, then

$$
\begin{gathered}
\left(\widetilde{\Delta}_{k}+C_{k}(r)\right) \mathbf{1} \geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-\left(\bar{\alpha} \int_{T} \Phi_{t}\left(x_{t}^{s}\right) \mathrm{d} \mu(t)+k \bar{\beta} \mathbf{1}\right)^{1 / r}+C_{k}(r) \mathbf{1} \\
\geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \\
\geq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-M\left(\frac{r}{s} M^{-s} \int_{T} \Phi_{t}\left(x_{t}^{s}\right) \mathrm{d} \mu(t)+k \frac{s-r}{s} \mathbf{1}\right)^{1 / r}-C_{k}(r) \mathbf{1}
\end{gathered}
$$

where we denote

$$
\begin{gathered}
\widetilde{\alpha}=\frac{M^{s}-m^{s}}{M^{r}-m^{r}}, \quad \widetilde{\beta}=\frac{M^{r} m^{s}-M^{s} m^{r}}{M^{r}-m^{r}}, \quad \bar{\alpha}=\frac{M^{r}-m^{r}}{M^{s}-m^{s}}, \quad \bar{\beta}=\frac{M^{s} m^{r}-M^{r} m^{s}}{M^{s}-m^{s}}, \\
C\left(k m^{s}, k M^{s}, 1 / s\right)=k^{1 / s} C\left(m^{s}, M^{s}, 1 / s\right)=C_{k}(s), \\
\widetilde{\Delta}_{k}=\max _{z \in \bar{T}_{1}}\left\{k^{1 / s}(\widetilde{\alpha} z+\widetilde{\beta})^{1 / s}-k^{1 / r} z^{1 / r}\right\}=\max _{z \in \bar{T}_{2}}\left\{k^{1 / s} z^{1 / s}-k^{1 / r}(\bar{\alpha} z+\bar{\beta})^{1 / r}\right\},
\end{gathered}
$$

and $\bar{T}_{1}$ and $\bar{T}_{2}$ denote the closed intervals joining $m^{r}$ to $M^{r}$ and $m^{s}$ to $M^{s}$, respectively.
We will determine lower bounds in LHS of $(b)$ and $(d)$, in RHS of $\left(b_{1}\right)$ and $\left(d_{1}\right)$.
For LHS of (9.53) we can obtain

$$
\begin{gather*}
m\left(\frac{s}{r} m^{-r} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \frac{r-s}{r} \mathbf{1}\right)^{1 / s}-F_{r}(\mathbf{x}, \boldsymbol{\Phi})  \tag{9.59}\\
\geq \min _{z \in \overline{T_{1}}}\left\{k^{1 / s} m\left(\frac{s}{r} m^{-r} z+1-\frac{s}{r}\right)^{1 / s}-k^{1 / r} z^{1 / r}\right\} \mathbf{1}=\widetilde{D}_{k} \mathbf{1} .
\end{gather*}
$$

Really, using substitution $z=r m^{r}\left(x-\frac{1}{s}\right)$, finding the minimum of the function $h(z)=$ $k^{1 / s} m\left(\frac{s}{r} m^{-r} z+\frac{r-s}{r}\right)^{1 / s}-k^{1 / r} z^{1 / r}$ on $\bar{T}_{1}$ is equivalent to finding the minimum of $h_{1}(x)=$ $k^{1 / s} m\left(s\left(x-\frac{1}{r}\right)\right)^{1 / s}-k^{1 / r} m\left(r\left(x-\frac{1}{s}\right)\right)^{1 / r}$ on $\bar{T}=\left[\frac{1}{s}+\frac{1}{r}, \frac{1}{s}+\frac{1}{r} \frac{M^{r}}{m^{r}}\right]$. The domain of $h_{1}$ is $\mathrm{S}=\left[\frac{1}{r}, \infty\right)$ for $r>0$ or $\mathrm{S}=\left[\frac{1}{r}, \frac{1}{s}\right)$ for $r<0$. We have $h_{1}^{\prime \prime}(x)=k^{1 / s} m(1-s)\left(s\left(x-\frac{1}{r}\right)\right)^{1 / s-2}-$ $k^{1 / r} m(1-r)\left(r\left(x-\frac{1}{s}\right)\right)^{1 / r-2}$. If $r<1$ and $s \geq 1$ then $h_{1}^{\prime \prime}(x)<0$, since $k^{1 / s} m(1-s)\left(s\left(x-\frac{1}{r}\right)\right)^{1 / s-2}$ $\leq 0<k^{1 / r_{m}}(1-r)\left(r\left(x-\frac{1}{s}\right)\right)^{1 / r-2}$. It follows that $h_{1}$ is concave on S for $r<1$ and $s \geq 1$. In this case we obtain

$$
\begin{equation*}
\min _{z \in \bar{T}_{1}} h(z)=\min _{x \in \bar{T}} h_{1}(x)=\min \left\{h_{1}\left(\frac{1}{s}+\frac{1}{r}\right), h_{1}\left(\frac{1}{s}+\frac{1}{r} \frac{M^{r}}{m^{r}}\right)\right\}=\widetilde{D}_{k} . \tag{9.60}
\end{equation*}
$$

If $1<r<s$, then we have $\lim _{x \rightarrow \frac{1}{r}} h_{1}(x)=-k^{1 / r} m\left(\frac{s-r}{s}\right)^{\frac{1}{r}}<0, \lim _{x \rightarrow \infty} h_{1}(x)=-\infty$. If $x_{0}>\frac{1}{r}$ is the stationary point of the function $h_{1}$, then $h_{1}\left(x_{0}\right)$ is the maximum value, since $h_{1}^{\prime \prime}\left(x_{0}\right)=k^{\frac{1}{s}} m\left(s\left(x_{0}-\frac{1}{r}\right)\right)^{1 / s-2}\left(r\left(x_{0}-\frac{1}{s}\right)\right)^{-1}(r-s)\left(x_{0}+1-\frac{r+s}{r s}\right)<0$. It follows that (9.60) is also true in this case.

So in the case (b) we obtain:

$$
\begin{equation*}
\widetilde{D}_{k} \mathbf{1} \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \widetilde{\Delta}_{k} \mathbf{1} \tag{9.61}
\end{equation*}
$$

and in the case $(d)$ we obtain:

$$
\begin{equation*}
\left(\widetilde{D}_{k}-C_{k}(s)\right) \mathbf{1} \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq\left(\widetilde{\Delta}_{k}+C_{k}(s)\right) \mathbf{1} \tag{9.62}
\end{equation*}
$$

Similarly, for the RHS of (9.57) we obtain

$$
\begin{aligned}
& F_{s}(\mathbf{x}, \boldsymbol{\Phi})-M\left(\frac{r}{s} M^{-s} \int_{T} \Phi_{t}\left(x_{t}^{r}\right) \mathrm{d} \mu(t)+k \frac{s-r}{s} \mathbf{1}\right)^{1 / r} \\
& \geq \min _{z \in T_{2}}\left\{k^{1 / s} z^{1 / s}-k^{1 / r} M\left(\frac{r}{s} M^{-s} z+1-\frac{r}{s}\right)^{1 / r}\right\} \mathbf{1} \\
& =\min \left\{k^{1 / s} m-k^{1 / r} M\left(\frac{r}{s} \frac{m^{s}}{M^{s}}+1-\frac{r}{s}\right)^{1 / r},\left(k^{1 / s}-k^{1 / r}\right) M\right\} \mathbf{1} \\
& =\bar{D}_{k} \mathbf{1} .
\end{aligned}
$$

So in the case $\left(b_{1}\right)$ we obtain:

$$
\begin{equation*}
\bar{D}_{k} \mathbf{1} \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \widetilde{\Delta}_{k} \mathbf{1} \tag{9.63}
\end{equation*}
$$

and in the case $\left(d_{1}\right)$ we obtain:

$$
\begin{equation*}
\left(\bar{D}_{k}-C_{k}(r)\right) \mathbf{1} \leq F_{s}(\mathbf{x}, \boldsymbol{\Phi})-F_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq\left(\widetilde{\Delta}_{k}+C_{k}(r)\right) \mathbf{1} \tag{9.64}
\end{equation*}
$$

Finally, we can obtain desired bounds $C_{1}$ and $C_{2}$ in (9.51), taking into account that (9.52) holds in the region (i) ${ }_{1}$, (9.61) holds in (ii) $)_{1}$, (9.63) holds in (iii) $)_{1}$, (9.62) and (9.58) hold in (iv), (9.54) and (9.64) hold in (v), (9.54) and (9.58) hold in (iv) $)_{1}$ and (v) $)_{1}$.

Finally, we give the difference type ordering among means (9.27).
Corollary 9.7 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of positive operators in a unital $C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $0<m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T} \in$ $P_{k}[\mathscr{A}, \mathscr{B}]$. Let regions (i) - (v) $)_{1}$ be as in Figure 9.2.
If $(r, s)$ in (i), then

$$
0 \leq M_{s}(\mathbf{x}, \boldsymbol{\Phi})-M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \tilde{\Delta} \mathbf{1}
$$

if $(r, s)$ in (ii), then

$$
\left(m\left(\frac{s}{r} \frac{M^{r}}{m^{r}}+1-\frac{s}{r}\right)^{1 / s}-M\right) \mathbf{1} \leq M_{s}(\mathbf{x}, \boldsymbol{\Phi})-M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \tilde{\Delta} \mathbf{1}
$$

if $(r, s)$ in (iii), then

$$
\left(m-M\left(\frac{r}{s} \frac{m^{s}}{M^{s}}+1-\frac{r}{s}\right)^{1 / r}\right) \mathbf{1} \leq M_{s}(\mathbf{x}, \boldsymbol{\Phi})-M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq \tilde{\Delta} \mathbf{1}
$$

if $(r, s)$ in (iv), then

$$
\begin{gathered}
\max \left\{m\left(\frac{s}{r} \frac{M^{r}}{m^{r}}+\frac{r-s}{r}\right)^{1 / s}-M-C\left(m^{s}, M^{s}, 1 / s\right),-C\left(m^{r}, M^{r}, 1 / r\right)\right\} \mathbf{1} \\
\leq M_{s}(\mathbf{x}, \boldsymbol{\Phi})-M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq\left(\tilde{\Delta}+C\left(m^{s}, M^{s}, 1 / s\right)\right) \mathbf{1}
\end{gathered}
$$

if $(r, s)$ in $(\mathrm{v})$ or $(\mathrm{iv})_{1}$ or $(\mathrm{v})_{1}$, then

$$
-C\left(m^{s}, M^{s}, 1 / s\right) \mathbf{1} \leq M_{s}(\mathbf{x}, \boldsymbol{\Phi})-M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq\left(\tilde{\Delta}+C\left(m^{s}, M^{s}, 1 / s\right)\right) \mathbf{1},
$$

where a constant $\tilde{\Delta} \equiv \tilde{\Delta}(m, M, r, s)$ is

$$
\tilde{\Delta}=\max _{\theta \in[0,1]}\left\{\left[\theta M^{s}+(1-\theta) m^{s}\right]^{1 / s}-\left[\theta M^{r}+(1-\theta) m^{r}\right]^{1 / r}\right\}
$$

and the Kantorovich constant for the difference $C(n, N, p)$ is defined by (2.38).
Proof. This corollary follows from Theorem 9.16 putting $k=1$, and then replacing $\Phi_{t}$ by $\frac{1}{k} \Phi_{t}, t \in T$. Finally we choose a better bounds using that $C\left(m^{r}, M^{r}, 1 / r\right) \geq$ $C\left(m^{s}, M^{s}, 1 / s\right)$ holds for $r \leq s$ by (9.43) and $\widetilde{D}_{k}=\widetilde{D}_{1}=m\left(s \frac{M^{r}-m^{r}}{r m^{r}}+1\right)^{\frac{1}{s}}-M$, since $1-\frac{M}{m}<1-\left(\frac{s}{r} \frac{M^{r}}{m^{r}}+\left(1-\frac{s}{r}\right)\right)^{\frac{1}{s}}$ holds by (9.49) and (9.50).

### 9.5 Quasi-arithmetic means

In this section we give the order among the following generalized quasi-arithmetic operator means

$$
\begin{equation*}
M_{\varphi}(\mathbf{x}, \boldsymbol{\Phi})=\varphi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right) \tag{9.65}
\end{equation*}
$$

under these conditions $\left(x_{t}\right)_{t \in T}$ is a bounded continuous field of positive operators in a uni$\operatorname{tal} C^{*}$-algebra $\mathscr{A}$ with spectra in $[m, M]$ for some scalars $m<M,\left(\Phi_{t}\right)_{t \in T} \in P_{k}[\mathscr{A}, \mathscr{B}]$ and $\varphi \in \mathscr{C}[m, M]$ is a strictly monotone function.

We denote $M_{\varphi}(\mathbf{x}, \boldsymbol{\Phi})$ shortly with $M_{\varphi}$. It is easy to see that the mean $M_{\varphi}$ is well defined.
As a special case of (9.65), we may consider the power operator mean (9.27), which is studied in Sections 9.3 and 9.4.

First, we study the monotonicity of quasi-arithmetic means.
Theorem 9.17 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65). Let $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions.

If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is operator concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
\begin{equation*}
M_{\varphi} \leq M_{\psi} \tag{9.66}
\end{equation*}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is operator convex and $-\psi^{-1}$ is operator monotone
is satisfied, then the reverse inequality is valid in (9.66).
Proof. We prove only the case (i). If we put $f=\psi \circ \varphi^{-1}$ in Theorem 9.9 and replace $x_{t}$ with $\varphi\left(x_{t}\right)$, then we obtain

$$
\begin{equation*}
\psi \circ \varphi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right) \leq \int_{T} \frac{1}{k} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t) . \tag{9.67}
\end{equation*}
$$

Since $\psi^{-1}$ is operator monotone, it follows that

$$
\varphi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right) \leq \psi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right)
$$

which is the desired inequality (9.66).
We can give the following generalization of the previous theorem.
Corollary 9.8 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65). Let $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions and $F:[m, M] \times[m, M] \rightarrow \mathbb{R}$ be a bounded and operator monotone function in its first variable, such that $F(z, z)=C$ for all $z \in[m, M]$.
If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is operator concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
\begin{equation*}
F\left[M_{\psi}, M_{\varphi}\right] \geq C \mathbf{1} \tag{9.68}
\end{equation*}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is operator convex and $-\psi^{-1}$ is operator monotone,
is satisfied, then the reverse inequality is valid in (9.68).

Proof. Suppose (i) or (i'). Then by Theorem 9.17 we have $M_{\varphi} \leq M_{\psi}$. Using assumptions about function $F$, it follows

$$
F\left[M_{\psi}, M_{\varphi}\right] \geq F\left[M_{\varphi}, M_{\varphi}\right] \geq \inf _{m \leq z \leq M} F(z, z) \mathbf{1}=C \mathbf{1}
$$

In the remaining cases the proof is essentially the same as in previous cases.
Theorem 9.18 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions.
(i) If $\varphi^{-1}$ is operator convex and $\psi^{-1}$ is operator concave, then

$$
\begin{equation*}
M_{\varphi} \leq M_{1} \leq M_{\psi} . \tag{9.69}
\end{equation*}
$$

(ii) If $\varphi^{-1}$ is operator concave and $\psi^{-1}$ is operator convex then the reverse inequality is valid in (9.69).

Proof. We prove only the case (i): Using Theorem 9.9 for a operator convex function $\varphi^{-1}$ on $\left[\varphi_{m}, \varphi_{M}\right]$, we have

$$
M_{\varphi}=\varphi^{-1}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right) \leq \frac{1}{k} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)=M_{1}
$$

which gives LHS of (9.69). Similarly, since $\psi^{-1}$ is operator concave on $J=\left[\psi_{m}, \psi_{M}\right]$, we have

$$
M_{1}=\frac{1}{k} \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) \leq \psi^{-1}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right)=M_{\psi}
$$

which gives RHS of (9.69).
Theorem 9.19 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions. Then

$$
M_{\varphi}=M_{\psi} \quad \text { for all }\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}
$$

if and only if

$$
\varphi=A \psi+B \quad \text { for some real numbers } A \neq 0 \text { and } B
$$

Proof. The case $\varphi=A \psi+B \Rightarrow M_{\varphi}=M_{\psi}$ is obvious.

$$
M_{\varphi}=M_{\psi} \Rightarrow \varphi=A \psi+B: \quad \text { Let }
$$

$$
\varphi^{-1}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right)=\psi^{-1}\left(\frac{1}{k} \int_{T} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right)
$$

for all $\left(x_{t}\right)_{t \in T}$ and $\left(\Phi_{t}\right)_{t \in T}$. Setting $y_{t}=\varphi\left(x_{t}\right) \in B(H), \varphi_{m} \mathbf{1} \leq y_{t} \leq \varphi_{M} \mathbf{1}$, we obtain

$$
\psi \circ \varphi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(y_{t}\right) \mathrm{d} \mu(t)\right)=\int_{T} \frac{1}{k} \Phi_{t}\left(\psi \circ \varphi^{-1}\left(y_{t}\right)\right) \mathrm{d} \mu(t)
$$

for all $\left(y_{t}\right)_{t \in T}$ and $\left(\Phi_{t}\right)_{t \in T}$. M. D. Choi showed in [35, Theorem 2.5] that if $\Phi: \mathscr{A} \rightarrow \mathscr{B}$ is a positive linear mapping, $f$ is a non-affine operator convex function on $(-a, a)$, and $f(\Phi(x))=\Phi(f(x))$ for all Hermitian $x$ in $C^{*}$-algebra $\mathscr{A}$ with spectra in $(-a, a)$, then $\Phi$ is a $C^{*}$-homomorphism. Similarly as above, in our case we can obtain that $\psi \circ \varphi^{-1}$ is affine, i.e. $\psi \circ \varphi^{-1}(u)=A u+B$ for some real numbers $A \neq 0$ and $B$, which gives the desired connection: $\psi(v)=A \varphi(v)+B$.

Using properties of operator monotone or operator convex functions we can obtain some corollaries of Theorems 9.17 and 9.18. E.g. we have the following corollary.

Corollary 9.9 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $0 \leq m<M$. Let $\varphi$ and $\psi$ be continuous strictly monotone functions from $[0, \infty)$ into itself.
If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ and $\psi^{-1}$ are operator monotone,
(ii) $\varphi \circ \psi^{-1}$ is operator convex, $\varphi \circ \psi^{-1}(0)=0$ and $\psi^{-1}$ is operator monotone
is satisfied, then

$$
M_{\psi} \leq M_{1} \leq M_{\varphi}
$$

Specially, if one of the following conditions
(ii) $\psi^{-1}$ is operator monotone,
(ii') $\psi^{-1}$ is operator convex and $\varphi(0)=0$,
is satisfied, then

$$
M_{1} \leq M_{\psi} .
$$

Proof. This theorem follows directly from Theorem 9.17.
We prove only the case (i). We use the statement: a bounded below function $f \in$ $C([\alpha, \infty))$ is operator monotone iff $f$ is operator concave and we apply Theorem 9.17-(ii).

Example 9.1 If we put $\varphi(t)=t^{r}, \psi(t)=t^{s}$ or $\varphi(t)=t^{s}, \psi(t)=t^{r}$ in Theorem 9.17 and Theorem 9.18, then we obtain (cf. Corollary 9.6)

$$
M_{r}(\mathbf{x}, \boldsymbol{\Phi}) \leq M_{s}(\mathbf{x}, \boldsymbol{\Phi})
$$

for either $r \leq s, r \notin(-1,1), s \notin(-1,1)$ or $1 / 2 \leq r \leq 1 \leq s$ or $r \leq-1 \leq s \leq-1 / 2$.
Next, we study the difference and ratio type inequalities among quasi-arithmetic means. With that in mind, we shall prove the following general result.

Theorem 9.20 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65). Let $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions and let $F:[m, M] \times[m, M] \rightarrow \mathbb{R}$ be a bounded and operator monotone function in its first variable.
If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
\begin{equation*}
F\left[M_{\psi}, M_{\varphi}\right] \leq \sup _{0 \leq \theta \leq 1} F\left[\psi^{-1}\left(\theta \psi(m)+(1-\theta) \psi(M), \varphi^{-1}(\theta \varphi(m)+(1-\theta) \varphi(M))\right)\right] \mathbf{1} . \tag{9.70}
\end{equation*}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone
is satisfied, then the opposite inequality is valid in (9.70) with inf instead of sup.
Proof. We prove only the case (i). Since $f \in \mathscr{C}[m, M]$ is convex then

$$
f(z) \leq \frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M)
$$

holds for any $z \in[m, M]$. Replacing $f$ by $\psi \circ \varphi^{-1}$, and $z$ by $\varphi(z)$ and introducing the notation $\varphi_{m}=\min \{\varphi(m), \varphi(M)\}, \varphi_{M}=\max \{\varphi(m), \varphi(M)\}$, we have

$$
\psi(z) \leq \frac{\varphi_{M}-\varphi(z)}{\varphi_{M}-\varphi_{m}} \psi \circ \varphi^{-1}\left(\varphi_{m}\right)+\frac{\varphi(z)-\varphi_{m}}{\varphi_{M}-\varphi_{m}} \psi \circ \varphi^{-1}\left(\varphi_{M}\right), \quad \text { for any } z \in[m, M] .
$$

Thus, replacing $z$ by $x_{t}$ for $t \in T$, applying the positive linear mappings $\frac{1}{k} \Phi_{t}$ and integrating, we obtain that

$$
\begin{align*}
\int_{T} \frac{1}{k} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t) & \leq \frac{\varphi_{M} \mathbf{1}-\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)}{\varphi_{M}-\varphi_{m}} \psi \circ \varphi^{-1}\left(\varphi_{m}\right)  \tag{9.71}\\
& +\frac{\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)-\varphi_{m} \mathbf{1}}{\varphi_{M}-\varphi_{m}} \psi \circ \varphi^{-1}\left(\varphi_{M}\right)
\end{align*}
$$

holds, since $\int_{T} \frac{1}{k} \Phi_{t}(\mathbf{1}) \mathrm{d} \mu(t)=\mathbf{1}$. We denote briefly

$$
\begin{equation*}
B=\frac{\varphi(M) \mathbf{1}-\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)}{\varphi(M)-\varphi(m)} \tag{9.72}
\end{equation*}
$$

Since $0 \leq \varphi(M) \mathbf{1}-\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq(\varphi(M)-\varphi(m)) \mathbf{1}$ holds for a increasing function $\varphi$ or $(\varphi(M)-\varphi(m)) \mathbf{1} \leq \varphi(M) \mathbf{1}-\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq 0$ holds for a decreasing function $\varphi$, then $0 \leq B \leq \mathbf{1}$ holds for any monotone function $\varphi$. It is easy to check that the inequality (9.71) becomes

$$
\int_{T} \frac{1}{k} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq B \psi(m)+(\mathbf{1}-B) \psi(M)
$$

Next, applying an operator monotone function $\psi^{-1}$ to the above inequality, we obtain

$$
M_{\psi}=\psi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(\psi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right) \leq \psi^{-1}(B \psi(m)+(\mathbf{1}-B) \psi(M))
$$

Also, using (9.72), we can write

$$
M_{\varphi}=\varphi^{-1}\left(\int_{T} \frac{1}{k} \Phi_{t}\left(\varphi\left(x_{t}\right)\right) \mathrm{d} \mu(t)\right)=\varphi^{-1}(B \varphi(m)+(\mathbf{1}-B) \varphi(M))
$$

Finally using operator monotonicity of $F(\cdot, v)$, we have

$$
\begin{aligned}
& F\left[M_{\psi}, M_{\varphi}\right] \\
& \leq F\left[\psi^{-1}(B \psi(m)+(\mathbf{1}-B) \psi(M)), \varphi^{-1}(B \varphi(m)+(\mathbf{1}-B) \varphi(M))\right] \\
& \leq \sup _{0 \leq \theta \leq 1} F\left[\psi^{-1}\left(\theta \psi(m)+(1-\theta) \psi(M), \varphi^{-1}(\theta \varphi(m)+(1-\theta) \varphi(M))\right)\right] \mathbf{1},
\end{aligned}
$$

which is the desired inequality (9.70).
Remark 9.6 We can obtain similar inequalities as in Theorem 9.20 when $F:[m, M] \times$ $[m, M] \rightarrow \mathbb{R}$ is a bounded and operator monotone function in its second variable.

If the function $F$ in Theorem 9.20 has the form $F(u, v)=u-v$ and $F(u, v)=v^{-1 / 2} u v^{-1 / 2}$ $(v>0)$, we obtain the difference and ratio type inequalities.

Corollary 9.10 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and let $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions.

If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(ii) $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
M_{\psi} \leq M_{\varphi}+\max _{0 \leq \theta \leq 1}\left\{\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))-\varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))\right\} .
$$

If in addition $\varphi>0$ on $[m, M]$, then

$$
M_{\psi} \leq \max _{0 \leq \theta \leq 1}\left\{\frac{\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))}{\varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))}\right\} M_{\varphi}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone
is satisfied, then the opposite inequalities are valid with min instead of max.

We will give a complementary result to (i) or (i') of Theorem 9.17 under the assumption that $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is not operator monotone. In the following theorem we give a general result.

Theorem 9.21 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65). Let $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions and $F:[m, M] \times[m, M] \rightarrow \mathbb{R}$ be a bounded and operator monotone function in its first variable.
If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is increasing convex,
(i') $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is decreasing convex,
is satisfied, then

$$
\begin{equation*}
F\left[M_{\varphi}, M_{\psi}\right] \leq \sup _{0 \leq \theta \leq 1} F\left[\theta M+(1-\theta) m, \psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right] \mathbf{1} \tag{9.73}
\end{equation*}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is decreasing concave,
(ii') $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is increasing concave,
is satisfied, then the opposite inequality is valid in (9.73) with inf instead of sup.
Proof. We prove only the case (i): If we put $f=\psi \circ \varphi^{-1}$ in Theorem 9.9 and replace $x_{t}$ with $\varphi\left(x_{t}\right)$, then we obtain (see (9.67))

$$
\begin{equation*}
\psi\left(M_{\varphi}\right) \leq \psi\left(M_{\psi}\right) \tag{9.74}
\end{equation*}
$$

Since $\psi^{-1}$ is increasing, then $\psi(m) \mathbf{1} \leq \psi\left(M_{\varphi}\right) \leq \psi(M) \mathbf{1}$, and also since $\psi^{-1}$ is convex we have

$$
\begin{aligned}
M_{\varphi} & =\psi^{-1}\left(\psi\left(M_{\varphi}\right)\right) \\
& \leq \frac{M-m}{\psi(M)-\psi(m)}\left(\psi\left(M_{\varphi}\right)-\psi(m) \mathbf{1}\right)+m \mathbf{1} \quad \text { by convexity of } \psi^{-1} \\
& \leq \frac{M-m}{\psi(M)-\psi(m)}\left(\psi\left(M_{\psi}\right)-\psi(m) \mathbf{1}\right)+m \mathbf{1} \quad \text { by increase of } \psi \text { and }(9.74) .
\end{aligned}
$$

Now, operator monotonicity of $F(\cdot, v)$ give

$$
\begin{aligned}
F\left[M_{\varphi}, M_{\psi}\right] & \leq F\left[\frac{M-m}{\psi(M)-\psi(m)}\left(\psi\left(M_{\psi}\right)-\psi(m) \mathbf{1}\right)+m \mathbf{1}, \psi^{-1}\left(\psi\left(M_{\psi}\right)\right)\right] \\
& \leq \sup _{\psi(m) \leq z \leq \psi(M)} F\left[\frac{M-m}{\psi(M)-\psi(m)}(z-\psi(m))+m, \psi^{-1}(z)\right] \mathbf{1} \\
& =\sup _{0 \leq \theta \leq 1} F\left[\theta M+(1-\theta) m, \psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right] \mathbf{1}
\end{aligned}
$$

which is the desired inequality (9.73).

Remark 9.7 Similar to Corollary 9.10, by using Theorem 9.21 we have the following results.
Let one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is increasing convex,
(i') $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is decreasing convex
be satisfied. Then

$$
M_{\varphi} \leq M_{\psi}+\max _{0 \leq \theta \leq 1}\left\{\theta M+(1-\theta) m-\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right\} \mathbf{1}
$$

and if, additionally, $\psi>0$ on $[m, M]$, then

$$
M_{\varphi} \leq \max _{0 \leq \theta \leq 1}\left\{\frac{\theta M+(1-\theta) m}{\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))}\right\} M_{\psi}
$$

Let one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is decreasing concave,
(ii') $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is increasing concave
be satisfied. Then the opposite inequalities are valid with min instead of max.
In the following theorem we give the complementary result to the one given in the above remark.

Theorem 9.22 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions.
(i) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is decreasing convex,
(i') $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is increasing convex
be satisfied. Then

$$
\begin{equation*}
M_{\psi} \leq M_{\varphi}+\max _{0 \leq \theta \leq 1}\left\{\theta M+(1-\theta) m-\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right\} \mathbf{1} \tag{9.75}
\end{equation*}
$$

and if, additionally, $\psi>0$ on $[m, M]$, then

$$
\begin{equation*}
M_{\psi} \leq \max _{0 \leq \theta \leq 1}\left\{\frac{\theta M+(1-\theta) m}{\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))}\right\} M_{\varphi} \tag{9.76}
\end{equation*}
$$

Let one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is increasing concave,
(ii') $\psi \circ \varphi^{-1}$ is operator concave and $\psi^{-1}$ is decreasing concave
be satisfied. Then the opposite inequality is valid in (9.75) with min instead of max.
If, additionally, $\psi>0$ on $[m, M]$, then the opposite inequality is valid in (9.76) with min instead of max.

Proof. We prove only the case (i): Since $\psi \circ \varphi^{-1}$ is operator convex, then $\psi\left(M_{\varphi}\right) \leq$ $\psi\left(M_{\psi}\right)$ holds. Next, for every unit vector $x \in H$ we have

$$
\begin{aligned}
& \left\langle M_{\varphi} x, x\right\rangle \\
& =\left\langle\psi^{-1} \circ \psi\left(M_{\varphi}\right) x, x\right\rangle \\
& \geq \psi^{-1}\left\langle\psi\left(M_{\varphi}\right) x, x\right\rangle \quad \text { by convexity of } \psi^{-1} \\
& \geq \psi^{-1}\left\langle\psi\left(M_{\psi}\right) x, x\right\rangle \quad \text { by decrease of } \psi^{-1} \text { and operator convexity } \psi \circ \varphi^{-1} \\
& \geq\left\langle M_{\psi} x, x\right\rangle-\max _{\psi(M) \leq z \leq \psi(m)}\left\{\frac{m-M}{\psi^{-1}(m)-\psi^{-1}(M)}(z-m)+\psi^{-1}(m)-\psi^{-1}(z)\right\}
\end{aligned}
$$

by convexity of $\psi^{-1}$ and using the Mond-Pečarić method

$$
=\left\langle M_{\psi} x, x\right\rangle-\max _{0 \leq \theta \leq 1}\left\{\theta M+(1-\theta) m-\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right\}
$$

and hence we have the desired inequality (9.75).
Similarly, we can check that ( 9.76 ) holds.
We will give a complementary result to Theorem 9.18. In the following theorem we give a general result.

Theorem 9.23 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions and $F:[m, M] \times[m, M] \rightarrow \mathbb{R}$ be a bounded and operator monotone function in its first variable.
(i) If $\varphi^{-1}$ is operator convex and $\psi^{-1}$ is concave, then

$$
\begin{equation*}
F\left[M_{\varphi}, M_{\psi}\right] \leq \sup _{0 \leq \theta \leq 1} F\left[\theta M+(1-\theta) m, \psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right] \tag{9.77}
\end{equation*}
$$

(ii) If $\varphi^{-1}$ is convex and $\psi^{-1}$ is operator concave, then

$$
\begin{equation*}
F\left[M_{\psi}, M_{\varphi}\right] \geq \inf _{0 \leq \theta \leq 1} F\left[\theta M+(1-\theta) m, \varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))\right] \tag{9.78}
\end{equation*}
$$

Proof. We prove only the case (i): Using LHS of (9.69) for an operator convex function $\varphi^{-1}$ and then operator monotonicity of $F(\cdot, v)$ we have

$$
F\left[M_{\varphi}, M_{\psi}\right] \leq F\left[M_{1}, M_{\psi}\right] .
$$

If we put $\psi=\imath$ the identity function and replace $\varphi$ by $\psi$ in (9.70), we obtain

$$
F\left[M_{1}, M_{\psi}\right] \leq \sup _{0 \leq \theta \leq 1} F\left[\theta M+(1-\theta) m, \psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right] \mathbf{1} .
$$

Combining two above inequalities we have the desired inequality.

Corollary 9.11 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions. If $\varphi^{-1}$ is convex and $\psi^{-1}$ is concave, then

$$
\begin{align*}
M_{\varphi} & \leq M_{\psi}  \tag{9.79}\\
& +\max _{0 \leq \theta \leq 1}\left\{\theta M+(1-\theta) m-\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right\} \mathbf{1} \\
& +\max _{0 \leq \theta \leq 1}\left\{\varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))-\theta M-(1-\theta) m\right\} \mathbf{1},
\end{align*}
$$

and if, additionally, $\varphi>$ and $\psi>0$ on $[m, M]$, then

$$
\begin{align*}
M_{\varphi} & \leq \max _{0 \leq \theta \leq 1}\left\{\frac{\theta M+(1-\theta) m}{\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))}\right\}  \tag{9.80}\\
& \times \max _{0 \leq \theta \leq 1}\left\{\frac{\varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))}{\theta M+(1-\theta) m}\right\} M_{\psi}
\end{align*}
$$

Proof. If we put $F(u, v)=u-v$ and $\varphi=\imath$ in (9.77), then for any concave function $\psi^{-1}$ we have

$$
M_{1}-M_{\psi} \leq \max _{0 \leq \theta \leq 1}\left\{\theta M+(1-\theta) m-\psi^{-1}(\theta \psi(M)+(1-\theta) \psi(m))\right\} \mathbf{1}
$$

Similarly, if we put $\psi=\imath$ in (9.78), then for any convex function $\varphi^{-1}$ we have

$$
M_{1}-M_{\varphi} \geq \min _{0 \leq \theta \leq 1}\left\{\theta M+(1-\theta) m-\varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))\right\} \mathbf{1} .
$$

Combining two above inequalities we have the inequality (9.79).
We have (9.80) by a similar method.
If we use conversions of Jensen's inequality (9.1), we obtain the following two corollaries.

Corollary 9.12 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions. Let $\psi \circ \varphi^{-1}$ be convex (resp. concave).
(i) If $\psi^{-1}$ is operator monotone and operator subadditive (resp. operator superadditive) on $\mathbb{R}$, then

$$
\begin{equation*}
M_{\psi} \leq M_{\varphi}+\psi^{-1}(\beta) \mathbf{1} \quad\left(\text { resp. } M_{\psi} \geq M_{\varphi}+\psi^{-1}(\beta) \mathbf{1}\right) \tag{9.81}
\end{equation*}
$$

(i') if $-\psi^{-1}$ is operator monotone and operator subadditive (resp. operator superadditive) on $\mathbb{R}$, then the reverse inequality is valid in (9.73),
(ii) if $\psi^{-1}$ is operator monotone and operator superadditive (resp. operator subadditive) on $\mathbb{R}$, then

$$
\begin{equation*}
M_{\psi} \leq M_{\varphi}-\varphi^{-1}(-\beta) \mathbf{1} \quad\left(\operatorname{resp} . M_{\psi} \geq M_{\varphi}-\varphi^{-1}(-\beta) \mathbf{1}\right) \tag{9.82}
\end{equation*}
$$

(ii') if $-\psi^{-1}$ is operator monotone and operator superadditive (resp. operator subadditive) on $\mathbb{R}$, then the reverse inequality is valid in (9.81),
where

$$
\begin{equation*}
\beta=\max _{0 \leq \theta \leq 1}\left\{\theta \psi(M)+(1-\theta) \psi(m)-\psi \circ \varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))\right\} \tag{9.83}
\end{equation*}
$$

(resp. $\left.\beta=\min _{0 \leq \theta \leq 1}\left\{\theta \psi(M)+(1-\theta) \psi(m)-\psi \circ \varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))\right\}.\right)$
Proof. We prove the case (i) only and when $\psi \circ \varphi^{-1}$ is convex: Putting $F(u, v)=u-v$ and $f=g=\psi \circ \varphi^{-1}$ in Theorem 9.11, we have:

$$
\begin{equation*}
\psi\left(M_{\psi}\right)=\int_{T} \frac{1}{k} \Phi_{t}\left(\psi \circ \varphi^{-1}\left(\varphi\left(x_{t}\right)\right)\right) \mathrm{d} \mu(t) \leq \psi \circ \varphi^{-1}\left(\varphi\left(M_{\varphi}\right)\right)+\beta \mathbf{1}, \tag{9.84}
\end{equation*}
$$

where

$$
\beta=\max _{\varphi_{m} \leq z \leq \varphi_{M}}\left\{\frac{\psi(M)-\psi(m)}{\varphi(M)-\varphi(m)}\left(z-\varphi_{m}\right)+\psi \circ \varphi^{-1}\left(\varphi_{m}\right)-\psi \circ \varphi^{-1}(z)\right\}
$$

which gives (9.83). Since $\psi^{-1}$ is operator monotone and subadditive on $\mathbb{R}$, then by using (9.84) we obtain

$$
M_{\psi} \leq \psi^{-1}\left(\psi\left(M_{\varphi}\right)+\beta \mathbf{1}\right) \leq M_{\varphi}+\psi^{-1}(\beta) \mathbf{1}
$$

Corollary 9.13 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ be as in the definition of the quasi-arithmetic mean (9.65) and $\psi, \varphi \in \mathscr{C}[m, M]$ be strictly monotone functions. Let $\psi \circ \varphi^{-1}$ be convex and $\psi>0($ resp. $\psi<0)$ on $[m, M]$.
(i) If $\psi^{-1}$ is operator monotone and operator submultiplicative on $\mathbb{R}$, then

$$
\begin{equation*}
M_{\psi} \leq \psi^{-1}(\alpha) M_{\varphi} \tag{9.85}
\end{equation*}
$$

(i') if $-\psi^{-1}$ is operator monotone and operator submultiplicative on $\mathbb{R}$, then the reverse inequality is valid in (9.85),
(ii) if $\psi^{-1}$ is operator monotone and operator supermultiplicative on $\mathbb{R}$, then

$$
\begin{equation*}
M_{\psi} \leq\left[\psi^{-1}\left(\alpha^{-1}\right)\right]^{-1} M_{\varphi} \tag{9.86}
\end{equation*}
$$

(ii') if $-\psi^{-1}$ is operator monotone and operator supermultiplicative on $\mathbb{R}$, then the reverse inequality is valid in (9.86),
where

$$
\begin{gather*}
\alpha=\max _{0 \leq \theta \leq 1}\left\{\frac{\theta \psi(M)+(1-\theta) \psi(m)}{\psi \circ \varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))}\right\}  \tag{9.87}\\
\left(\text { resp. } \quad \alpha=\min _{0 \leq \theta \leq 1}\left\{\frac{\theta \psi(M)+(1-\theta) \psi(m)}{\psi \circ \varphi^{-1}(\theta \varphi(M)+(1-\theta) \varphi(m))}\right\} .\right.
\end{gather*}
$$

Proof. The proof is essentially the same as that of Corollary 9.12 and we omit details.

Remark 9.8 We note that if $\psi \circ \varphi^{-1}$ is a concave function, we can obtain similar inequalities as in Corollary 9.13. We use the same way as we did in Corollary 9.12.
E.g. if $\psi>0($ resp. $\psi<0)$ on $[m, M]$ is operator monotone and operator supermultiplicative on $\mathbb{R}$, then

$$
M_{\psi} \geq \psi^{-1}(\alpha) M_{\varphi}
$$

with $\min$ instead of $\max$ in (9.87).
Example 9.2 If we put $\varphi(t)=t^{s}$ and $\psi(t)=t^{r}$ in inequalities involving the complementary order among quasi-arithmetic means, we can obtain the complementary order among power means.
E.g. using Corollary 9.10, we obtain that (compare with Theorem 9.14)

$$
M_{s}(\mathbf{x}, \boldsymbol{\Phi}) \leq k^{\frac{r-s}{r s}} \max _{0 \leq \theta \leq 1}\left\{\frac{\sqrt[r]{\left(\theta M^{r}+(1-\theta) m^{r}\right)}}{\sqrt[s]{\left(\theta M^{s}+(1-\theta) m^{s}\right)}}\right\} M_{r}(\mathbf{x}, \boldsymbol{\Phi})
$$

holds for $r \leq s, s \geq 1$ or $r \leq s \leq-1$, where

$$
\max _{0 \leq \theta \leq 1}\left\{\frac{\sqrt[r]{\left(\theta M^{r}+(1-\theta) m^{r}\right)}}{\sqrt[s]{\left(\theta M^{s}+(1-\theta) m^{s}\right)}}\right\}=\Delta(h, r, s)
$$

is the generalized Specht ratio defined by (9.3), i.e.

$$
\Delta(h, r, s)=\left\{\frac{r\left(h^{s}-h^{r}\right)}{(s-r)\left(h^{r}-1\right)}\right\}^{\frac{1}{s}}\left\{\frac{s\left(h^{r}-h^{s}\right)}{(r-s)\left(h^{s}-1\right)}\right\}^{-\frac{1}{r}}, \quad h=\frac{M}{m} .
$$

### 9.6 Some better bounds

In this section we study converses of a generalized Jensen's inequality for a continuous field of self-adjoint operators, a unital field of positive linear mappings and real values continuous convex functions. We obtain some better bounds than the ones calculated in Section 9.1 and a series of papers in which these inequalities are studied. As an application, we provide a refined calculation of bounds in the case of power functions.

In the following theorem we give a general form of converses of Jensen's inequality which give a better bound than the one in Theorem 9.2.

Theorem 9.24 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with the spectra in $[m, M], m<M$, defined on a locally compact Hausdorff space T equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of the self-adjoint element $x=\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)$ and $f:[a, b] \rightarrow \mathbb{R}, g:\left[m_{x}, M_{x}\right] \rightarrow \mathbb{R}, F: U \times V \rightarrow \mathbb{R}$, where $f([a, b]) \subseteq U, g\left(\left[m_{x}, M_{x}\right]\right) \subseteq V$ and $F$ be bounded.

If $f$ is convex and $F$ is operator monotone in the first variable, then

$$
\begin{equation*}
F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \leq C_{1} \mathbf{1}_{K} \leq C \mathbf{1}_{K} \tag{9.88}
\end{equation*}
$$

where constants $C_{1} \equiv C_{1}\left(F, f, g, m, M, m_{x}, M_{x}\right)$ and $C \equiv C(F, f, g, m, M)$ are

$$
\begin{aligned}
C_{1} & :=\sup _{m_{x} \leq z \leq M_{x}}\left\{F\left[\frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M), g(z)\right]\right\} \\
& =\sup _{\frac{M-M_{x}}{M-m} \leq p \leq \frac{M-m_{x}}{M-m}}\{F[p f(m)+(1-p) f(M), g(p m+(1-p) M)]\} \\
C & :=\sup _{m \leq z \leq M}\left\{F\left[\frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M), g(z)\right]\right\} \\
& =\sup _{0 \leq p \leq 1}\{F[p f(m)+(1-p) f(M), g(p m+(1-p) M)]\} .
\end{aligned}
$$

If $f$ is concave, then the opposite inequality holds in (9.88) with inf instead of sup in bounds $C_{1}$ and $C$.

Proof. We prove only the convex case. Since $m \Phi_{t}\left(\mathbf{1}_{H}\right) \leq \Phi_{t}\left(x_{t}\right) \leq M \Phi_{t}\left(\mathbf{1}_{H}\right)$ and $\int_{T} \Phi_{t}\left(\mathbf{1}_{H}\right) \mathrm{d} \mu(t)=\mathbf{1}_{K}$, then $m \mathbf{1}_{K} \leq \int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t) \leq M \mathbf{1}_{K}$. Next, since $m_{x}$ and $M_{x}$, are the bounds of the operator $\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)$ it follows that $\left[m_{x}, M_{x}\right] \subseteq[m, M]$.

By using convexity of $f$ and functional calculus, we obtain

$$
\begin{aligned}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) & \leq \int_{T} \Phi_{t}\left(\frac{M 1_{H}-x_{t}}{M-m} f(m)+\frac{x_{t}-m \mathbf{1}_{H}}{M-m} f(M)\right) \mathrm{d} \mu(t) \\
& =\frac{M 1_{K}-\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)}{M-m} f(m)+\frac{\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)-m 1_{K}}{M-m} f(M)
\end{aligned}
$$

Using operator monotonicity of $u \mapsto F(u, v)$ and boundedness of $F$, it follows

$$
\begin{aligned}
& F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq F\left[\frac{M \mathbf{1}_{K}-\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)}{M-m} f(m)+\frac{\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)-m \mathbf{1}_{K}}{M-m} f(M), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq \sup _{m_{x} \leq z \leq M_{x}}\left\{F\left[\frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M), g(z)\right]\right\} \mathbf{1}_{K} \\
& \leq \sup _{m \leq z \leq M}\left\{F\left[\frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M), g(z)\right]\right\} \mathbf{1}_{K} .
\end{aligned}
$$

Remark 9.9 We can obtain an inequality similar to the one in Theorem 9.24 in the case when $\left(\Phi_{t}\right)_{t \in T}$ is a non-unit field of positive linear mappings, i.e. when $\int_{T} \Phi_{t}(\mathbf{1}) \mathrm{d} \mu(t)=k \mathbf{1}$ for some positive scalar $k$. Then,

$$
\begin{aligned}
& F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)\right] \\
& \leq \sup _{k m_{x} \leq z \leq k M_{x}}\left\{F\left[\frac{k M-z}{M-m} f(m)+\frac{z-k m}{M-m} f(M), g(z)\right]\right\} \mathbf{1}_{K} \\
& \leq \sup _{k m \leq z \leq k M}\left\{F\left[\frac{k M-z}{M-m} f(m)+\frac{z-k m}{M-m} f(M), g(z)\right]\right\} \mathbf{1}_{K} .
\end{aligned}
$$

This means that we obtain a better upper bound than the one given in Theorem 9.11.
We recall that the following generalization of Jensen's inequality (9.1) holds. If $f$ is an operator convex function on $[m, M]$ and $\lambda g \leq f$ on $[m, M]$ for some function $g$ and real number $\lambda$, then

$$
0 \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-\lambda g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)
$$

In the following we consider the difference type converses of the above inequality.
We introduce some abbreviations. Let $f:[m, M] \rightarrow \mathbb{R}, m<M$, be a convex or a concave function. We denote a linear function through $(m, f(m))$ and $(M, f(M))$ by $f_{[m, M]}^{c h o}$, i.e.

$$
f_{[m, M]}^{c h o}(z)=\frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M), \quad z \in \mathbb{R}
$$

and the slope and the intercept by $\alpha_{f}$ and $\beta_{f}$ as in (9.2).
The following Theorem 9.25 and Corollary 9.14 are refinements of [124, Theorem 2.4].
Theorem 9.25 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with the spectra in $[m, M], m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of $x=\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)$ and $f:[m, M] \rightarrow \mathbb{R}, g$ : $\left[m_{x}, M_{x}\right] \rightarrow \mathbb{R}$ be continuous functions.

If $f$ is convex, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-\lambda g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq \max _{m_{x} \leq z \leq M_{x}}\left\{\alpha_{f} z+\beta_{f}-\lambda g(z)\right\} \mathbf{1}_{K} \tag{9.89}
\end{equation*}
$$

holds and the bound in RHS of (9.89) exists for any $m, M, m_{x}$ and $M_{x}$.
If $f$ is concave, then the reverse inequality with min instead of max is valid in (9.89). The bound in RHS of this inequality exists for any $m, M, m_{x}$ and $M_{x}$.

Proof. We put $F(u, v)=u-\lambda v, \lambda \in \mathbb{R}$ in Theorem 9.24. A function $z \mapsto \alpha_{f} z+\beta_{f}-$ $\lambda g(z)$ is continuous on $\left[m_{x}, M_{x}\right]$, so the global extremes exist.

In the following corollary we give a way of determining the bounds placed in Theorem 9.25.
Corollary 9.14 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}, A, f$ and $g$ be as in Theorem 9.25.
(i) Let $\lambda \leq 0$.

If $f$ is convex and $g$ is convex, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-\lambda g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq C_{\lambda} \mathbf{1}_{K} \tag{9.90}
\end{equation*}
$$

holds with

$$
\begin{equation*}
C_{\lambda}=\max \left\{f_{[m, M]}^{\text {cho }}\left(m_{x}\right)-\lambda g\left(m_{x}\right), f_{[m, M]}^{c h o}\left(M_{x}\right)-\lambda g\left(M_{x}\right)\right\} . \tag{9.91}
\end{equation*}
$$

But, if $f$ is convex and $g$ is concave, then the inequality (9.90) holds with

$$
C_{\lambda}=\left\{\begin{array}{l}
f_{[m, M]}^{\text {cho }}\left(m_{x}\right)-\lambda g\left(m_{x}\right) \quad \text { if } \lambda g_{-}^{\prime}(z) \geq \alpha_{f} \text { for every } z \in\left(m_{x}, M_{x}\right),  \tag{9.92}\\
f_{[m, M]}^{\text {cho }}\left(z_{0}\right)-\lambda g\left(z_{0}\right) \quad \text { if } \lambda g_{-}^{\prime}\left(z_{0}\right) \leq \alpha_{f} \leq \lambda g_{+}^{\prime}\left(z_{0}\right) \text { for some } z_{0} \in\left(m_{x}, M_{x}\right), \\
f_{[m, M]}^{\text {cho }}\left(M_{x}\right)-\lambda g\left(M_{x}\right) \quad \text { if } \lambda g_{+}^{\prime}(z) \leq \alpha_{f} \text { for every } z \in\left(m_{x}, M_{x}\right) .
\end{array}\right.
$$

If $f$ is concave and $g$ is convex, then

$$
\begin{equation*}
c_{\lambda} \mathbf{1}_{K} \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-\lambda g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \tag{9.93}
\end{equation*}
$$

holds with $c_{\lambda}$ which equals the right side in (9.92) with reverse inequality signs.
But, if $f$ is concave and $g$ is concave, then the inequality (9.93) holds with $c_{\lambda}$ which equals the right side in (9.91) with min instead of max.
(ii) Let $\lambda \geq 0$.

If $f$ is convex and $g$ is convex, then the inequality (9.90) holds with $C_{\lambda}$ defined by (9.92). But if $f$ is convex and $g$ is concave, then (9.90) holds with $C_{\lambda}$ defined by (9.91).

If $f$ is concave and $g$ is convex, then the inequality (9.93) holds with $c_{\lambda}$ which equals the right side in (9.91) with min instead of max. But, if $f$ is concave and $g$ is concave, then (9.93) holds with $c_{\lambda}$ which equals the right side in (9.92) with reverse inequality signs.

Proof. (i): We prove only the cases when $f$ is convex. If $g$ is convex (resp. concave) we apply Proposition 9.2 (resp. Proposition 9.1) on the convex (resp. concave) function $h_{\lambda}=f_{[m, M]}^{c h o}(z)-\lambda g(z)$, and get (9.91) (resp. (9.92)).

In the remaining cases the proof is essentially the same as in the above cases.
Corollary 9.14 applied on the functions $f(z)=z^{p}$ and $g(z)=z^{q}$ gives the following corollary, which is a refinement of [124, Corollary 2.6].

Corollary 9.15 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ and $x$ be as in Theorem 9.25, and additionally let operators $x_{t}$ be strictly positive with the spectra in $[m, M]$, where $0<m<M$.
(i) Let $\lambda \leq 0$.

If $p, q \in(-\infty, 0] \cup[1, \infty)$, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t)-\lambda\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{q} \leq C_{\lambda}^{\star} \mathbf{1}_{K} \tag{9.94}
\end{equation*}
$$

holds with

$$
\begin{equation*}
C_{\lambda}^{\star}=\max \left\{\alpha_{t} p m_{x}+\beta_{t} p-\lambda m_{x}^{q}, \alpha_{t p} M_{x}+\beta_{t} p-\lambda M_{x}^{q}\right\} . \tag{9.95}
\end{equation*}
$$

If $p \in(-\infty, 0)$ and $q \in(0,1)$, then the inequality (9.94) holds with

$$
C_{\lambda}^{\star}= \begin{cases}\alpha_{t p} m_{x}+\beta_{t p}-\lambda m_{x}^{q} & \text { if }\left(\lambda q / \alpha_{t p}\right)^{1 /(1-q)} \leq m_{x}  \tag{9.96}\\ \beta_{t p}+\lambda(q-1)\left(\lambda q / \alpha_{t p}\right)^{q /(1-q)} & \text { if } m_{x} \leq\left(\lambda q / \alpha_{t p}\right)^{1 /(1-q)} \leq M_{x} \\ \alpha_{t p} M_{x}+\beta_{t} p-\lambda M_{x}^{q} & \text { if }\left(\lambda q / \alpha_{t p}\right)^{1 /(1-q)} \geq M_{x}\end{cases}
$$

If $p \in(0,1)$ and $q \in(-\infty, 0)$, then

$$
\begin{equation*}
c_{\lambda}^{\star} \mathbf{1}_{K} \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t)-\lambda\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{q} \tag{9.97}
\end{equation*}
$$

holds with $c_{\lambda}^{\star}$ which equals the right side in (9.96).
If $p, q \in[0,1]$, then the inequality (9.97) holds with $c_{\lambda}^{\star}$ which equals the right side in (9.95) with min instead of max.
(ii) Let $\lambda \geq 0$.

If $p, q \in(-\infty, 0) \cup(1, \infty)$, then (9.94) holds with $C_{\lambda}^{\star}$ defined by (9.96). But, if $p \in$ $(-\infty, 0] \cup[1,+\infty)$ and $q \in[0,1]$, then (9.94) holds with $C_{\lambda}^{\star}$ defined by (9.95).
If $p \in[0,1]$ and $q \in(-\infty, 0] \cup[1, \infty)$, then (9.97) holds with $c_{\lambda}^{\star}$ which equals the right side in (9.95) with min instead of max. But, if $p \in(0,1)$ and $q \in(0,1)$, then (9.97) holds with $c_{\lambda}^{\star}$ which equals the right side in (9.96).

Using Theorem 9.25 and Corollary 9.14 with $g=f$ and $\lambda=1$ we have the following theorem.

Theorem 9.26 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with the spectra in $[m, M], m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of $x=\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)$ and $f:[m, M] \rightarrow \mathbb{R}$ be a continuous function.

If $f$ is convex, then

$$
\begin{equation*}
0 \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-f\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq \max _{m_{x} \leq z \leq M_{x}}\left\{f_{[m, M]}^{c h o}(z)-f(z)\right\} \mathbf{1}_{K} \tag{9.98}
\end{equation*}
$$

holds and the bound in RHS of (9.98) exists for any $m, M, m_{x}$ and $M_{x}$.
The value of the constant

$$
\bar{C} \equiv \bar{C}\left(f, m, M, m_{x}, M_{x}\right):=\max _{m_{x} \leq z \leq M_{x}}\left\{f_{[m, M]}^{c h o}(z)-f(z)\right\}
$$

can be determined as follows

$$
\bar{C}=\left\{\begin{array}{l}
f_{[m, M]}^{c h o}\left(m_{x}\right)-f\left(m_{x}\right) \quad \text { if } f_{-}^{\prime}(z) \geq \alpha_{f} \text { for every } z \in\left(m_{x}, M_{x}\right)  \tag{9.99}\\
f_{[m, M]}^{c h o}\left(z_{0}\right)-f\left(z_{0}\right) \quad \text { if } g_{-}^{\prime}\left(z_{0}\right) \leq \alpha_{f} \leq g_{+}^{\prime}\left(z_{0}\right) \text { for some } z_{0} \in\left(m_{x}, M_{x}\right), \\
f_{[m, M]}^{c h o}\left(M_{x}\right)-f\left(M_{x}\right) \quad \text { if } g_{+}^{\prime}(z) \leq \alpha_{f} \text { for every } z \in\left(m_{x}, M_{x}\right)
\end{array}\right.
$$

If $f$ is concave, then the reverse inequality with min instead of max is valid in (9.98). The bound in this inequality exists for any $m, M, m_{x}$ and $M_{x}$. The value of the constant

$$
\bar{c} \equiv \bar{c}\left(f, m, M, m_{x}, M_{x}\right):=\min _{m_{x} \leq z \leq M_{x}}\left\{f_{[m, M]}^{c h o}(z)-f(z)\right\}
$$

can be determined as in the right side in (9.99) with reverse inequality signs.
If $f$ is a strictly convex differentiable function on $\left[m_{x}, M_{x}\right.$ ], then we obtain the following corollary of Theorem 9.26. This is a refinement of [124, Corollary 2.16].

Corollary 9.16 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ and $x$ be as in Theorem 9.26. Let $f:[m, M] \rightarrow \mathbb{R}$ be a continuous function. If $f$ is strictly convex differentiable on $\left[m_{x}, M_{x}\right.$ ], then

$$
\begin{equation*}
0 \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t)-f\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \leq\left(\alpha_{f} z_{0}+\beta_{f}-f\left(z_{0}\right)\right) \mathbf{1}_{K} \tag{9.100}
\end{equation*}
$$

where

$$
z_{0}= \begin{cases}m_{x} & \text { if } f^{\prime}\left(m_{x}\right) \geq \alpha_{f}  \tag{9.101}\\ f^{\prime-1}\left(\alpha_{f}\right) & \text { if } f^{\prime}\left(m_{x}\right) \leq \alpha_{f} \leq f^{\prime}\left(M_{x}\right) \\ M_{x} & \text { if } f^{\prime}\left(M_{x}\right) \leq \alpha_{f}\end{cases}
$$

The global upper bound is $C(m, M, f)=\alpha_{f} \bar{z}_{0}+\beta_{f}-f\left(\bar{z}_{0}\right)$, where $\bar{z}_{0}=\left(f^{\prime}\right)^{-1}\left(\alpha_{f}\right) \in$ ( $m, M$ ). The upper bound in RHS of (9.100) is better than the global upper bound provided that either $f^{\prime}\left(m_{x}\right) \geq \alpha_{f}$ or $f^{\prime}\left(M_{x}\right) \leq \alpha_{f}$.

In the dual case, when $f$ is strictly concave differentiable on $\left[m_{x}, M_{x}\right]$, then the reverse inequality is valid in (9.100), with $z_{0}$ which equals the right side in $(9.101)$ with reverse inequality signs. The global lower bound is defined as the global upper bound in the convex case. The lower bound in the reverse inequality in (9.100) is better than the global lower bound provided that either $f^{\prime}\left(m_{x}\right) \leq \alpha_{f}$ or $f^{\prime}\left(M_{x}\right) \geq \alpha_{f}$.

Proof. We prove only the cases when $f$ is strictly convex differentiable on $\left[m_{x}, M_{x}\right]$. The inequality ( 9.100 ) follows from Theorem 9.26 by using the differential calculus. Since $h(z)=\alpha_{f} z+\beta_{f}-f(z)$ is a continuous strictly concave function on $[m, M]$, then there is exactly one point $z_{0} \in[m, M]$ which achieves the global maximum. If neither of these points is in the interval $\left[m_{x}, M_{x}\right.$ ], then the global maximum in $\left[m_{x}, M_{x}\right.$ ] is less than the global maximum in $[m, M]$.

Using Corollary 9.15 with $q=p, \lambda=1$ or applying Corollary 9.16 we have the following corollary, which is a refinement of [124, Corollary 2.18].

Corollary 9.17 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ and $x$ be as in Theorem 9.26, and additionally let operators $x_{t}$ be strictly positive with the spectra in $[m, M]$, where $0<m<M$. Then

$$
0 \leq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t)-\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \leq \bar{C}\left(m_{x}, M_{x}, m, M, p\right) \mathbf{1}_{K} \leq C(m, M, p) \mathbf{1}_{K}
$$

for $p \notin(0,1)$, and

$$
0 \geq \int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t)-\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \geq \bar{c}\left(m_{x}, M_{x}, m, M, p\right) \mathbf{1}_{K} \geq C(m, M, p) \mathbf{1}_{K}
$$

for $p \in(0,1)$, where

$$
\bar{C}\left(m_{x}, M_{x}, m, M, p\right)= \begin{cases}\alpha_{t} p m_{x}+\beta_{t} p-m_{x}^{p} & \text { if } p m_{x}^{p-1} \geq \alpha_{t p}  \tag{9.102}\\ C(m, M, p) & \text { if } p m_{x}^{p-1} \leq \alpha_{t} p \leq M_{x}^{p-1} \\ \alpha_{t p} M_{x}+\beta_{t p}-M_{x}^{p} & \text { if } p M_{x}^{p-1} \leq \alpha_{t p}\end{cases}
$$

and $\bar{c}\left(m_{x}, M_{x}, m, M, p\right)$ equals the right side in (9.102) with reverse inequality signs. The constant $C(m, M, p)$ is defined by (2.38).

In the same way in the following we consider the ratio type converses of Jensen's inequality. The following Theorem 9.27 and Corollary 9.18 are refinements of [124, Theorem 2.9].

Theorem 9.27 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with the spectra in $[m, M], m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of $x=\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)$ and $f:[m, M] \rightarrow \mathbb{R}$ be a continuous function and $g:\left[m_{x}, M_{x}\right] \rightarrow \mathbb{R}$ be a strictly positive continuous function.

If $f$ is convex, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq \max _{m_{x} \leq z \leq M_{x}}\left\{\frac{\alpha_{f} z+\beta_{f}}{g(z)}\right\} g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \tag{9.103}
\end{equation*}
$$

holds and the bound in RHS of (9.103) exists for any $m, M, m_{x}$ and $M_{x}$.
If $f$ is concave, then the reverse inequality with min instead of max is valid in (9.103). The bound in RHS of this inequality exists for any $m, M, m_{x}$ and $M_{x}$.

Proof. We put $F(u, v)=v^{-\frac{1}{2}} u v^{-\frac{1}{2}}$ in Theorem 9.24.
A function $z \mapsto \frac{\alpha_{f} z+\beta_{f}}{g(z)}$ is continuous on $\left[m_{x}, M_{x}\right]$, so the global extremes exist.
Remark 9.10 If $f$ is convex and $g$ is strictly negative on $\left[m_{x}, M_{x}\right]$, then the inequality with min instead of max is valid in (9.103). If $f$ is concave and $g$ is strictly negative on $\left[m_{x}, M_{x}\right]$, then the reverse inequality is valid in (9.103).

In the following corollary, we give a way of determining the bounds placed in Theorem 9.27.
Corollary 9.18 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}, A, f$ and $g$ be as in Theorem 9.27. Additionally, let $f_{[m, M]}^{c h o}$ and $g$ be strictly positive on $\left[m_{x}, M_{x}\right]$.

If $f$ is convex and $g$ is convex, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq C g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \tag{9.104}
\end{equation*}
$$

holds with

$$
C= \begin{cases}\frac{f_{[m, M]}^{c h o}\left(m_{x}\right)}{g\left(m_{x}\right)} & \text { if } g_{-}^{\prime}(z) \geq \frac{\alpha_{f} g(z)}{\alpha_{f} z+\beta_{f}} \text { for every } z \in\left(m_{x}, M_{x}\right)  \tag{9.105}\\ \frac{f_{[m, M]}^{c h o}\left(z_{0}\right)}{g\left(z_{0}\right)} & \text { if } g_{-}^{\prime}\left(z_{0}\right) \leq \frac{\alpha_{f} g\left(z_{0}\right)}{\alpha_{f} z_{0}+\beta_{f}} \leq g_{+}^{\prime}\left(z_{0}\right) \text { forsome } z_{0} \in\left(m_{x}, M_{x}\right) \\ \frac{f_{[m, M]}^{c h o}\left(M_{x}\right)}{g\left(M_{x}\right)} & \text { if } g_{+}^{\prime}(z) \leq \frac{\alpha_{f} g(z)}{\alpha_{f} z+\beta_{f}} \text { for every } z \in\left(m_{x}, M_{x}\right)\end{cases}
$$

If $f$ is convex and $g$ is concave, then the inequality (9.104) holds with

$$
\begin{equation*}
C=\max \left\{\frac{f_{[m, M]}^{c h o}\left(m_{x}\right)}{g\left(m_{x}\right)}, \frac{f_{[m, M]}^{c h o}\left(M_{x}\right)}{g\left(M_{x}\right)}\right\} . \tag{9.106}
\end{equation*}
$$

If $f$ is concave and $g$ is convex, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \geq c g\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \tag{9.107}
\end{equation*}
$$

holds with $c$ which equals the right side in (9.106) with min instead of max.
If $f$ is concave and $g$ is concave, then the inequality (9.107) holds with $c$ which equals the right side in $(9.105)$ with reverse inequality signs.

Proof. We prove only the cases when $f$ is convex. If $g$ is convex (resp. concave) we apply Proposition 9.3 (resp. Proposition 9.5) on the ratio function $h(z)=\frac{f_{[m, M}^{c h o}(z)}{g(z)}$ with the convex (resp. concave) denominator $g$, and so we get (9.105) (resp. (9.106)).

Corollary 9.18 applied on the functions $f(z)=z^{p}$ and $g(z)=z^{q}$ gives the following corollary, which is a refinement of [124, Corollary 2.11].

Corollary 9.19 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ and $x$ be as in Theorem 9.27, and additionally let operators $x_{t}$ be strictly positive with the spectra in $[m, M]$, where $0<m<M$.

If $p, q \in(-\infty, 0) \cup(1, \infty)$, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \leq C^{\star}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{q} \tag{9.108}
\end{equation*}
$$

holds with

$$
C^{\star}= \begin{cases}\frac{\alpha_{t p} m_{x}+\beta_{t p}}{m_{x}^{q}} & \text { if } \frac{q}{1-q} \frac{\beta_{t p}}{\alpha_{t p}} \leq m_{x},  \tag{9.109}\\ \frac{\beta_{t p}}{1-q}\left(\frac{1-q}{q} \frac{\alpha_{t p}}{\left.\beta_{t p}\right)^{q}}\right)^{q} & \text { if } m_{x} \leq \frac{q}{1-q} \frac{\beta_{t p}}{\alpha_{t p}} \leq M_{x}, \\ \frac{\alpha_{t p} M_{x}+\beta_{t^{p}}}{M_{x}^{q}} & \text { if } \frac{q}{1-q} \frac{\beta_{t p}}{\alpha_{t p}} \geq M_{x} .\end{cases}
$$

If $p \in(-\infty, 0] \cup[1, \infty)$ and $q \in[0,1]$, then the inequality (9.108) holds with

$$
\begin{equation*}
C^{\star}=\max \left\{\frac{\alpha_{t p} m_{x}+\beta_{t} p}{m_{x}^{q}}, \frac{\alpha_{t p} M_{x}+\beta_{t p}}{M_{x}^{q}}\right\} \tag{9.110}
\end{equation*}
$$

If $p \in[0,1]$ and $q \in(-\infty, 0] \cup[1, \infty)$, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) \geq c^{\star}\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{q} \tag{9.111}
\end{equation*}
$$

holds with $c_{\lambda}$ which equals the right side in (9.110) with min instead of max.
If $p, q \in(0,1)$, then the inequality (9.111) holds with $c^{\star}$ which equals the right side in (9.109).

Using Theorem 9.27, Proposition 9.4 and 9.6 with $g=f$ we have the following theorem.

Theorem 9.28 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ with the spectra in $[m, M], m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$, and let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of $x=\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)$. let $f:[m, M] \rightarrow \mathbb{R}$ be a continuous function and strictly positive on $\left[m_{x}, M_{x}\right]$.

If $f$ is convex, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq \max _{m_{x} \leq z \leq M_{x}}\left\{\frac{f_{[m, M]}^{c h o}(z)}{f(z)}\right\} f\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \tag{9.112}
\end{equation*}
$$

holds and the bound in RHS of (9.112) exists for any $m, M, m_{x}$ and $M_{x}$.
The value of the constant

$$
\bar{C} \equiv \bar{C}\left(f, m, M, m_{x}, M_{x}\right):=\max _{m_{x} \leq z \leq M_{x}}\left\{\frac{f_{[m, M]}^{c h o}(z)}{f(z)}\right\}
$$

can be determined as follows:

$$
\bar{C}=\left\{\begin{array}{l}
\frac{f_{[m, M]}^{c h o}\left(m_{x}\right)}{f\left(m_{x}\right)} \text { if } f_{-}^{\prime}(z) \geq \frac{\alpha_{f} f(z)}{\alpha_{f} z+\beta_{f}} \text { for every } z \in\left(m_{x}, M_{x}\right),  \tag{9.113}\\
\frac{f_{[m, M]}^{c h o}\left(z_{0}\right)}{f\left(z_{0}\right)} \text { if } f_{-}^{\prime}\left(z_{0}\right) \leq \frac{\alpha_{f} f\left(z_{0}\right)}{\alpha_{f} z_{0}+\beta_{f}} \leq f_{+}^{\prime}\left(z_{0}\right) \text { forsome } z_{0} \in\left(m_{x}, M_{x}\right), \\
\frac{f_{[m, M]}^{c h o}\left(M_{x}\right)}{f\left(M_{x}\right)} \text { if } f_{+}^{\prime}(z) \leq \frac{\alpha_{f} f(z)}{\alpha_{f} z+\beta_{f}} \text { for every } z \in\left(m_{x}, M_{x}\right)
\end{array}\right.
$$

If $f$ is concave, then the reverse inequality with $\min$ instead of $\max$ is valid in (9.112). The bound in this inequality exists for any $m, M, m_{x}$ and $M_{x}$. The value of the constant

$$
\bar{c} \equiv \bar{c}\left(f, m, M, m_{x}, M_{x}\right):=\min _{m_{x} \leq z \leq M_{x}}\left\{\frac{f_{[m, M]}^{c h o}(z)}{f(z)}\right\}
$$

can be determined as in the right side in (9.112) with reverse inequality signs.
Remark 9.11 If $f$ is convex and strictly negative on $\left[m_{x}, M_{x}\right]$, then the inequality with $\min$ instead of max is valid in (9.112). If $f$ is concave and strictly negative on $\left[m_{x}, M_{x}\right]$, then the reverse inequality is valid in (9.112).

If $f$ is a strictly convex differentiable function on $\left[m_{x}, M_{x}\right]$, then we obtain the following corollary of Theorem 9.28. This is a refinement of [124, Corollary 2.10].

Corollary 9.20 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ and $x$ be as in Theorem 9.28. Let $f:[m, M] \rightarrow \mathbb{R}$ be a continuous function and $f(m), f(M)>0$. If $f$ is strictly positive and strictly convex twice differentiable on $\left[m_{x}, M_{x}\right]$, then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) \mathrm{d} \mu(t) \leq\left(\frac{\alpha_{f} z_{0}+\beta_{f}}{f\left(z_{0}\right)}\right) f\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right) \tag{9.114}
\end{equation*}
$$

where $z_{0} \in\left(m_{x}, M_{x}\right)$ is defined as the unique solution of $\alpha_{f} f(z)=\left(\alpha_{f} z+\beta_{f}\right) f^{\prime}(z)$ provided $\left(\alpha_{f} m_{x}+\beta_{f}\right) f^{\prime}\left(m_{x}\right) / f\left(m_{x}\right) \leq \alpha_{f} \leq\left(\alpha_{f} M_{x}+\beta_{f}\right) f^{\prime}\left(M_{x}\right) / f\left(M_{x}\right)$, otherwise $z_{0}$ is defined as $m_{x}$ or $M_{x}$ provided $\alpha_{f} \leq\left(\alpha_{f} m_{x}+\beta_{f}\right) f^{\prime}\left(m_{x}\right) / f\left(m_{x}\right)$ or $\alpha_{f} \geq\left(\alpha_{f} M_{x}+\beta_{f}\right) f^{\prime}\left(M_{x}\right) / f\left(M_{x}\right)$, respectively.

The global upper bound is $C(m, M, f)=\left(\alpha_{f} \bar{z}_{0}+\beta_{f}\right) / f\left(\bar{z}_{0}\right)$, where $\bar{z}_{0} \in(m, M)$ is defined as the unique solution of $\alpha_{f} f(z)=\left(\alpha_{f} z+\beta_{f}\right) f^{\prime}(z)$. The upper bound in RHS of (9.114) is better than the global upper bound provided that either $\alpha_{f} \leq\left(\alpha_{f} m_{x}+\right.$ $\left.\beta_{f}\right) f^{\prime}\left(m_{x}\right) / f\left(m_{x}\right)$ or $\alpha_{f} \geq\left(\alpha_{f} M_{x}+\beta_{f}\right) f^{\prime}\left(M_{x}\right) / f\left(M_{x}\right)$.

In the dual case, when $f$ is positive and strictly concave differentiable on $\left[m_{x}, M_{x}\right]$, then the reverse inequality is valid in (9.114), with $z_{0}$ is defined as in (9.114) with reverse inequality signs. The global lower bound is defined as the global upper bound in the convex case. The lower bound in the reverse inequality in (9.114) is better than the global lower bound provided that either $\alpha_{f} \geq\left(\alpha_{f} m_{x}+\beta_{f}\right) f^{\prime}\left(m_{x}\right) / f\left(m_{x}\right)$ or $\alpha_{f} \leq$ $\left(\alpha_{f} M_{x}+\beta_{f}\right) f^{\prime}\left(M_{x}\right) / f\left(M_{x}\right)$.

Proof. We prove only the cases when $f$ is strictly convex differentiable on $\left[m_{x}, M_{x}\right]$. The inequality (9.114) follows from Theorem 9.28 by using the differential calculus.

Next, we put $h(z)=\left(\alpha_{f} z+\beta_{f}\right) / f(z)$. Then $h^{\prime}(z)=H(z) / f(z)^{2}$, where $H(z)=\alpha_{f} f(z)-$ $\left(\alpha_{f} z+\beta_{f}\right) f^{\prime}(z)$. Due to the strict convexity of $f$ on $\left[m_{x}, M_{x}\right]$ and since $f(m), f(M)>0$, it follows that $H^{\prime}(z)=-\left(\alpha_{f} z+\beta_{f}\right) f^{\prime \prime}(z)<0$. Hence $H(z)$ is decreasing on $\left[m_{x}, M_{x}\right]$. If $H\left(m_{x}\right) H\left(M_{x}\right) \leq 0$, then the minimum value of the function $h$ on $\left[m_{x}, M_{x}\right]$ is attained in $z_{0}$ which is the unique solution of the equation $H(z)=0$. Otherwise, if $H\left(m_{x}\right) H\left(M_{x}\right) \geq 0$, then this minimum value is attained in $m_{x}$ or $M_{x}$ according to $H\left(m_{x}\right) \leq 0$ or $H\left(M_{x}\right) \geq 0$.

Since $h(z)=\left(\alpha_{f} z+\beta_{f}\right) / f(z)$ is a continuous function on $[m, M]$, then the global maximum in $\left[m_{x}, M_{x}\right]$ is less than the global maximum in $[m, M]$.

Using Corollary 9.19 with $q=p$ or applying Corollary 9.20 we have the following corollary, which is a refinement of [124, Corollary 2.12].

Corollary 9.21 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}$ and $x$ be as in Theorem 9.28, and additionally let operators $x_{t}$ be strictly positive with the spectra in $[m, M]$, where $0<m<M$. Then

$$
\begin{aligned}
\int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) & \leq \bar{K}\left(m_{x}, M_{x}, m, M, p\right)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \\
& \leq K(m, M, p)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p}
\end{aligned}
$$

for $p \notin(0,1)$, and

$$
\begin{aligned}
\int_{T} \Phi_{t}\left(x_{t}^{p}\right) \mathrm{d} \mu(t) & \geq \bar{k}\left(m_{x}, M_{x}, m, M, p\right)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p} \\
& \geq K(m, M, p)\left(\int_{T} \Phi_{t}\left(x_{t}\right) \mathrm{d} \mu(t)\right)^{p}
\end{aligned}
$$

for $p \in(0,1)$, where

$$
\bar{K}\left(m_{x}, M_{x}, m, M, p\right)= \begin{cases}\frac{\alpha_{t p} m_{x}+\beta_{t p}}{m_{x}^{p}} \text { if } p \beta_{t p} / m_{x} \geq(1-p) \alpha_{t p}  \tag{9.115}\\ K(m, M, p) & \text { if } p \beta_{t p} / m_{x}<(1-p) \alpha_{t p}<p \beta_{t p} / M_{x} \\ \frac{\alpha_{t p} M_{x}+\beta_{t p} p}{M_{x}^{p}} \text { if } p \beta_{t p} / M_{x} \leq(1-p) \alpha_{t p}\end{cases}
$$

and $\bar{k}\left(m_{x}, M_{x}, m, M, p\right)$ equals the right side in (9.115) with reverse inequality signs. $K(m, M, p)$ is the Kantorovich constant defined by (2.29).

Remark 9.12 We can obtain similar inequalities to above in the case when $\left(\Phi_{t}\right)_{t \in T}$ is a field of positive linear mappings such that $\int_{T} \Phi_{t}(\mathbf{1}) \mathrm{d} \mu(t)=k \mathbf{1}$ for some positive scalar $k$. The details are left to the interested reader.

### 9.7 Appendix

In appendix of this section we give the calculation of extreme values of a difference or ratio function $y=h(z)$, of a linear function $y=k x+l$ and a continuous convex or concave function $y=g(x)$ on a closed interval. The basic facts about the convex and concave functions can be found e.g. in books [239, 249].

We first examine two cases for the difference.
Proposition 9.1 Let $g:[a, b] \rightarrow \mathbb{R}$ be a continuous function and let $h(z)=k z+l-g(z)$ be a difference function. If $g$ is convex, then

$$
\begin{equation*}
\min _{a \leq z \leq b} h(z)=\min \{h(a), h(b)\} \tag{9.116}
\end{equation*}
$$

and

$$
\max _{a \leq z \leq b} h(z)= \begin{cases}h(a) & \text { if } g_{-}^{\prime}(z) \geq k \text { for every } z \in(a, b)  \tag{9.117}\\ h\left(z_{0}\right) & \text { if } g_{-}^{\prime}\left(z_{0}\right) \leq k \leq g_{+}^{\prime}\left(z_{0}\right) \text { for some } z_{0} \in(a, b) \\ h(b) & \text { if } g_{+}^{\prime}(z) \leq k \text { for every } z \in(a, b)\end{cases}
$$

Additionally, if $g$ is strictly convex and $h$ is not monotone, then a unique number $z_{0} \in$ $(a, b)$ exists so that

$$
\begin{equation*}
h\left(z_{0}\right)=\max _{a \leq z \leq b} h(z) . \tag{9.118}
\end{equation*}
$$

Proof. A function $y=h(z)$ is continuously concave because it is the sum of two continuous concave functions $y=k z+l$ and $y=-g(z)$. Since a function $h$ is lower bounded by the chord line through endpoints $P_{a}(a, h(a))$ and $P_{b}(b, h(b))$, then (9.116) holds. Next, (9.117) follows from the global maximum property for concave functions. With additional assumptions the equality (9.118) follows from the strict concavity of $h$.

Proposition 9.2 Let $g:[a, b] \rightarrow \mathbb{R}$ be a continuous function and let $h(z)=k z+l-g(z)$ be a difference function. If $g$ is concave, then

$$
\max _{a \leq z \leq b} h(z)=\max \{h(a), h(b)\}
$$

and

$$
\min _{a \leq z \leq b} h(z)= \begin{cases}h(a) & \text { if } g_{-}^{\prime}(z) \leq k \text { for every } z \in(a, b), \\ h\left(z_{0}\right) & \text { if } g_{+}^{\prime}\left(z_{0}\right) \leq k \leq g_{-}^{\prime}\left(z_{0}\right) \text { for some } z_{0} \in(a, b), \\ h(b) & \text { if } g_{+}^{\prime}(z) \geq k \text { for every } z \in(a, b) .\end{cases}
$$

Additionally, if $g$ is strictly concave and $h$ is not monotone, then a unique number $z_{0} \in(a, b)$ exists so that

$$
h\left(z_{0}\right)=\min _{a \leq z \leq b} h(z) .
$$

Proof. The proof is essentially the same as the one in Proposition 9.1.
We now examine four cases for the ratio.
Proposition 9.3 Let $g:[a, b] \rightarrow \mathbb{R}$ be either a strictly positive or strictly negative continuous function and let $h(z)=(k z+l) / g(z)$ be a ratio function with strictly positive numerator. If $g$ is convex, then

$$
\begin{equation*}
\min _{a \leq z \leq b} h(z)=\min \{h(a), h(b)\} \tag{9.119}
\end{equation*}
$$

and

$$
\max _{a \leq z \leq b} h(z)= \begin{cases}h(a) & \text { if } g_{-}^{\prime}(z) \geq \frac{k g(z)}{k z+l} \text { for every } z \in(a, b)  \tag{9.120}\\ h\left(z_{0}\right) & \text { if } g_{-}^{\prime}\left(z_{0}\right) \leq \frac{k g\left(z_{0}\right)}{k z_{0}+l} \leq g_{+}^{\prime}\left(z_{0}\right) \text { for some } z_{0} \in(a, b) \\ h(b) & \text { if } g_{+}^{\prime}(z) \leq \frac{k g(z)}{k z+l} \text { for every } z \in(a, b)\end{cases}
$$

Additionally, if $g$ is strictly convex and $h$ is not monotone, then a unique number $z_{0} \in$ $(a, b)$ exists so that

$$
\begin{equation*}
h\left(z_{0}\right)=\max _{a \leq z \leq b} h(z) . \tag{9.121}
\end{equation*}
$$

Proof. Maximum value: A function $y=h(z)$ is continuous on $[a, b]$ because it is the ratio of two continuous functions. Then there exists $z_{0} \in[a, b]$ such that $h\left(z_{0}\right)=$ $\max _{a \leq z \leq b} h(z)$. Also, since $g$ is convex, then $g_{-}^{\prime}(z)$ and $g_{+}^{\prime}(z)$ exist and $g_{-}^{\prime}(z) \leq g_{+}^{\prime}(z)$ on $(a, b)$. Then $h_{-}^{\prime}$ and $h_{+}^{\prime}$ exist and

$$
h_{\mp}^{\prime}(z)=\frac{k g(z)-(k z+l) g_{\mp}^{\prime}(z)}{(g(z))^{2}} .
$$

First we observe the case when $h$ is not monotone on $[a, b]$. Then there exists $z_{0} \in(a, b)$ such that $h\left(z_{0}\right)=\max _{a \leq z \leq b} h(z)$. So for every $z \in(a, b)$ we have

$$
\begin{aligned}
& (k z+l) / g(z) \leq\left(k z_{0}+l\right) / g\left(z_{0}\right) \quad\left(\text { because } h\left(z_{0}\right)\right. \text { is maximum) } \\
& (k z+l) g\left(z_{0}\right) \leq(k z+l) g(z)+k g(z)\left(z_{0}-z\right) \quad(\text { because } g>0 \text { or } g<0) \\
& (k z+l) \mu_{g}(z)\left(z_{0}-z\right) \leq(k z+l)\left(g\left(z_{0}\right)-g(z)\right) \leq k g(z)\left(z_{0}-z\right) \quad \text { (because } g \text { is convex), }
\end{aligned}
$$

$g_{-}^{\prime}(z) \leq \mu_{g}(z) \leq k g(z) /(k z+l)$ for $a<z<z_{0}$ and $g_{+}^{\prime}(z) \geq \mu_{g}(z) \geq k g(z) /(k z+l)$ for $b>z>z_{0}$, where $\mu_{g}(z)$ is a subdifferential of the function $g$ in $z$, i.e. $\mu_{g}(z) \in\left[g_{-}^{\prime}(z), g_{+}^{\prime}(z)\right]$. So

$$
\begin{equation*}
h_{-}^{\prime}(z) \geq 0 \quad \text { for } a<z<z_{0} \quad \text { and } \quad h_{+}^{\prime}(z) \leq 0 \quad \text { for } b>z>z_{0} \tag{9.122}
\end{equation*}
$$

It follows that for each number $z_{0}$ at which the function $h$ has the global maximum on $[a, b]$ the conditione $g_{-}^{\prime}\left(z_{0}\right) \leq k g\left(z_{0}\right) /\left(k z_{0}+l\right) \leq g_{+}^{\prime}\left(z_{0}\right)$ is valid.

In the case when $h$ is monotonically decreasing on $[a, b]$, we have
$\max _{a \leq z \leq b} h(z)=h(a)$ and $h_{-}^{\prime}(z) \leq 0$ for all $z \in(a, b)$, which imply that $g_{-}^{\prime}(z) \geq k g(z) /(k z+$ $l)$ for every $z \in(a, b)$. In the same way we can observe the case when $h$ is monotonically increasing.

With additional assumptions it follows by using (9.122) that the function $h$ is strictly increasing on $\left(a, z_{0}\right]$ and strictly decreasing on $\left[z_{0}, b\right)$. Hence the equality (9.121) is valid.

Minimum value: There does not exist $z_{0} \in(a, b)$ at which the function $h$ has the global minimum. Indeed, if $h$ is not a monotone function on $[a, b]$, it follows by using (9.122) that $h$ is increasing on $\left(a, \bar{z}_{0}\right]$ and decreasing on $\left[\bar{z}_{0}, b\right)$, where $\bar{z}_{0} \in(a, b)$ is the point at which the function $h$ has the global maximum. It follows that the function $h$ does not have a global minimum on $(a, b)$, and consequently (9.119) is valid.

Similarly to Proposition 9.3 we obtain the following result.
Proposition 9.4 Let $g:[a, b] \rightarrow \mathbb{R}$ be either a strictly positive or strictly negative continuous function and let $h(z)=(k z+l) / g(z)$ be a ratio function with a strictly negative numerator. If $g$ is convex, then the equality (9.119) is valid with max instead of min, and the equality $(9.120)$ is valid with min instead of max .

Additionally, if $g$ is strictly convex and $h$ is not monotone, then the equality (9.121) is valid with min instead of max.

Proposition 9.5 Let $g:[a, b] \rightarrow \mathbb{R}$ be either a strictly positive or strictly negative continuous function and let $h(z)=(k z+l) / g(z)$ be a ratio function with a strictly positive numerator. If $g$ is concave, then

$$
\begin{equation*}
\max _{a \leq z \leq b} h(z)=\max \{h(a), h(b)\} . \tag{9.123}
\end{equation*}
$$

and

$$
\min _{a \leq z \leq b} h(z)= \begin{cases}h(a) & \text { if } g_{-}^{\prime}(z) \leq \frac{k g(z)}{k z+l} \text { for every } z \in(a, b)  \tag{9.124}\\ h\left(z_{0}\right) & \text { if } g_{+}^{\prime}\left(z_{0}\right) \leq \frac{k g\left(z_{0}\right)}{k z_{0}+l} \leq g_{-}^{\prime}\left(z_{0}\right) \text { for some } z_{0} \in(a, b) \\ h(b) & \text { if } g_{+}^{\prime}(z) \geq \frac{k g(z)}{k z+l} \text { for every } z \in(a, b)\end{cases}
$$

Additionally, if $g$ is strictly concave and $h$ is not monotone, then a unique number $z_{0} \in(a, b)$ exists so that

$$
\begin{equation*}
h\left(z_{0}\right)=\min _{a \leq z \leq b} h(z) \tag{9.125}
\end{equation*}
$$

Proof. The proof is the same as the one in Proposition 9.3.
Similarly to the above proposition we obtain the following result.
Proposition 9.6 Let $g:[a, b] \rightarrow \mathbb{R}$ be either a strictly positive or strictly negative continuous function and let $h(z)=(k z+l) / g(z)$ be a ratio function with a strictly negative numerator. If $g$ is concave, then the equality (9.123) is valid with min instead of max, and the equality $(9.124)$ is valid with max instead of min.

Additionally, if $g$ is strictly concave and $h$ is not monotone, then the equality (9.125) is valid with max instead of min .

### 9.8 Notes

A version of Jensen's operator inequality and its converses for a bounded continuous field self-adjoint elements in $C^{*}$-algebra and a unital field of positive linear mappings is firstly discussed by Hansen, Pečarić and I. Perić [135] based on [137] by Hansen and Pederson. A generalization of the previous results on non-unital fields of positive linear mappings is presented by Mićić, Pečarić and Seo [202]. The results in Sections 9.3 and 9.4 for power operator means are given by Mićić, and Pečarić [193]. A version of these results is presented in Sections 9.5 for quasi-arithmetic means, which is based on the results of Mićić, Pečarić and Seo [203, 204]. Results with some better bounds in Section 9.6 are given by Mićić, Pavić and Pečarić [189].

## Jensen's Operator Inequality Without Operator Convexity

In this chapter, we study Jensen's operator inequality without operator convexity. We observe this inequality for an $n$-tuples of self-adjoint operators, a unital $n-$ tuples of positive linear mappings and a general convex function with conditions on the operators bounds. In the present context, we also study an extension and a refinement of Jensen's operator inequality. As an application we give the order among quasi-arithmetic operator means.

### 10.1 Jensen's operator inequality with a general convex function

In this section we give our main result about Jensen's operator inequality without operator convexity. We give this inequality with conditions on the bounds of the operators (defined by (1.2)), but for a general convex function. We also study monotonicity of quasiarithmetic operator means under the same conditions.

Suppose that $J$ is an arbitrary interval in $\mathbb{R}$.
We recall that operator convexity plays an essential role in the Davis-Choi-Jensen inequality: $f(\Phi(A)) \leq \Phi(f(A))$. In fact, this inequality will be false if we replace an operator convex function by a general convex function (see the example given by M.D. Choi
in [35]). Furthermore, if $f: J \rightarrow \mathbb{R}$ be an operator convex function, then the generalized discrete Jensen's operator inequality (8.12):

$$
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)
$$

holds for every $n$-tuple $\left(A_{1}, \ldots, A_{n}\right)$ of self-adjoint operators in $B(H)$ with spectra in $J$ and every unital $n$-tuple $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$, $i=1, \ldots, n$, (i.e. $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ is such that $\left.\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}\right)$.

Next we observe an example when the above Jensen's inequality is valid for some non-operator convex function.
Example 10.1 It appears that the above inequality will be false if we replace the operator convex function by a general convex function. For example, we define mappings $\Phi_{1}, \Phi_{2}$ : $M_{3}(\mathbb{C}) \rightarrow M_{2}(\mathbb{C})$ by $\Phi_{1}\left(\left(a_{i j}\right)_{1 \leq i, j \leq 3}\right)=\frac{1}{2}\left(a_{i j}\right)_{1 \leq i, j \leq 2}, \Phi_{2}=\Phi_{1}$. Then $\Phi_{1}\left(I_{3}\right)+\Phi_{2}\left(I_{3}\right)=I_{2}$.
I) If

$$
A_{1}=2\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}\right) \quad \text { and } \quad A_{2}=2\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

then

$$
\left(\Phi_{1}\left(A_{1}\right)+\Phi_{2}\left(A_{2}\right)\right)^{4}=\left(\begin{array}{cc}
16 & 0 \\
0 & 0
\end{array}\right) \nsucceq\left(\begin{array}{cc}
80 & 40 \\
40 & 24
\end{array}\right)=\Phi_{1}\left(A_{1}^{4}\right)+\Phi_{2}\left(A_{2}^{4}\right)
$$

Given the above, there is no relation between $\left(\Phi_{1}\left(A_{1}\right)+\Phi_{2}\left(A_{2}\right)\right)^{4}$ and $\Phi_{1}\left(A_{1}^{4}\right)+$ $\Phi_{2}\left(A_{2}^{4}\right)$ under the operator order. We observe that in the above case the following stands $A=\Phi_{1}\left(A_{1}\right)+\Phi_{2}\left(A_{2}\right)=\left(\begin{array}{ll}2 & 0 \\ 0 & 0\end{array}\right)$ and $\left[m_{A}, M_{A}\right]=[0,2],\left[m_{1}, M_{1}\right] \subset[-1.60388$, 4.49396], $\left[m_{2}, M_{2}\right]=[0,2]$, i.e.

$$
\left(m_{A}, M_{A}\right) \subset\left[m_{1}, M_{1}\right] \cup\left[m_{2}, M_{2}\right]
$$

similarly as in Figure 10.1.a).
II) If

$$
A_{1}=\left(\begin{array}{ccc}
-14 & 0 & 1 \\
0 & -2 & -1 \\
1 & -1 & -1
\end{array}\right) \quad \text { and } \quad A_{2}=\left(\begin{array}{ccc}
15 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 15
\end{array}\right)
$$

then

$$
\left(\Phi_{1}\left(A_{1}\right)+\Phi_{2}\left(A_{2}\right)\right)^{4}=\left(\begin{array}{cc}
\frac{1}{16} & 0 \\
0 & 0
\end{array}\right) \leq\left(\begin{array}{cc}
89660 & -247 \\
-247 & 51
\end{array}\right)=\Phi_{1}\left(A_{1}^{4}\right)+\Phi_{2}\left(A_{2}^{4}\right)
$$

So we have that an inequality of type (\%) now is valid. In the above case the following stands $A=\Phi_{1}\left(A_{1}\right)+\Phi_{2}\left(A_{2}\right)=\left(\begin{array}{cc}\frac{1}{2} & 0 \\ 0 & 0\end{array}\right)$ and $\left[m_{A}, M_{A}\right]=[0,0.5],\left[m_{1}, M_{1}\right] \subset$ $[-14.077,-0.328566],\left[m_{2}, M_{2}\right]=[2,15]$, i.e.

$$
\left(m_{A}, M_{A}\right) \cap\left[m_{1}, M_{1}\right]=\emptyset \quad \text { and } \quad\left(m_{A}, M_{A}\right) \cap\left[m_{2}, M_{2}\right]=\emptyset .
$$

similarly as in Figure 10.1.b).


Figure 10.1: Spectral conditions for a convex function $f$

It is no coincidence that the inequality ( $\boldsymbol{(})$ is valid in Example 10.1-II). In the following theorem we prove a general result when Jensen's operator inequality holds for convex functions.

Theorem 10.1 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of self-adjoint operators $A_{i} \in B(H)$ with the bounds $m_{i}$ and $M_{i}, m_{i} \leq M_{i}, i=1, \ldots, n$. Let $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be an $n$-tuple of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$, such that $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$. If

$$
\begin{equation*}
\left(m_{A}, M_{A}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n, \tag{10.1}
\end{equation*}
$$

where $m_{A}$ and $M_{A}, m_{A} \leq M_{A}$, are the bounds of the self-adjoint operator $A=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)$, then

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \tag{10.2}
\end{equation*}
$$

holds for every continuous convex function $f: J \rightarrow \mathbb{R}$ provided that the interval $J$ contains all $m_{i}, M_{i}$.

If $f: J \rightarrow \mathbb{R}$ is concave, then the reverse inequality is valid in (10.2).
Proof. We prove only the case when $f$ is a convex function.
If we denote $m=\min \left\{m_{1}, \ldots, m_{n}\right\}$ and $M=\max \left\{M_{1}, \ldots, M_{n}\right\}$, then $[m, M] \subseteq I$ and $m I_{H} \leq A_{i} \leq M I_{H}, i=1, \ldots, n$. It follows $m I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right) \leq M I_{K}$. Therefore $\left[m_{A}, M_{A}\right] \subseteq$ $[m, M] \subseteq I$.
a) Let $m_{A}<M_{A}$. Since $f$ is convex on $\left[m_{A}, M_{A}\right]$, then

$$
\begin{equation*}
f(t) \leq \frac{M_{A}-t}{M_{A}-m_{A}} f\left(m_{A}\right)+\frac{t-m_{A}}{M_{A}-m_{A}} f\left(M_{A}\right), \quad t \in\left[m_{A}, M_{A}\right], \tag{10.3}
\end{equation*}
$$

but since $f$ is convex on $\left[m_{i}, M_{i}\right]$ and since $\left(m_{A}, M_{A}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset$, then

$$
\begin{equation*}
f(t) \geq \frac{M_{A}-t}{M_{A}-m_{A}} f\left(m_{A}\right)+\frac{t-m_{A}}{M_{A}-m_{A}} f\left(M_{A}\right), \quad t \in\left[m_{i}, M_{i}\right] \text { for } i=1, \ldots, n . \tag{10.4}
\end{equation*}
$$

Since $m_{A} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right) \leq M_{A} I_{K}$, then by using functional calculus, it follows from (10.3)

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \frac{M_{A} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M_{A}-m_{A}} f\left(m_{A}\right)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m_{A} I_{K}}{M_{A}-m_{A}} f\left(M_{A}\right) \tag{10.5}
\end{equation*}
$$

On the other hand, since $m_{i} I_{H} \leq A_{i} \leq M_{i} I_{H}, i=1, \ldots, n$, then by using functional calculus, it follows from (10.4)

$$
f\left(A_{i}\right) \geq \frac{M_{A} I_{H}-A_{i}}{M_{A}-m_{A}} f\left(m_{A}\right)+\frac{A_{i}-m_{A} I_{H}}{M_{A}-m_{A}} f\left(M_{A}\right), \quad i=1, \ldots, n
$$

Applying a positive linear mapping $\Phi_{i}$ and summing, we obtain

$$
\begin{equation*}
\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \geq \frac{M_{A} I_{K}-\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)}{M_{A}-m_{A}} f\left(m_{A}\right)+\frac{\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m_{A} I_{K}}{M_{A}-m_{A}} f\left(M_{A}\right) \tag{10.6}
\end{equation*}
$$

since $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$. Combining the two inequalities (10.5) and (10.6), we have the desired inequality (10.2).
b) Let $m_{A}=M_{A}$. Since $f$ is convex on $[m, M]$, we have

$$
\begin{equation*}
f(t) \geq f\left(m_{A}\right)+l\left(m_{A}\right)\left(t-m_{A}\right) \quad \text { for every } t \in[m, M] \tag{10.7}
\end{equation*}
$$

where $l$ is the subdifferential of $f$. Since $m I_{H} \leq A_{i} \leq M I_{H}, i=1, \ldots, n$, then by using functional calculus, applying a positive linear mapping $\Phi_{i}$ and summing, we obtain from (10.7)

$$
\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \geq f\left(m_{A}\right) I_{K}+l\left(m_{A}\right)\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)-m_{A} I_{K}\right)
$$

Since $m_{A} I_{K}=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)$, it follows

$$
\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \geq f\left(m_{A}\right) I_{K}=f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right)
$$

which is the desired inequality (10.2).
We have the following obvious corollary of Theorem 10.1 with the convex combination of operators $A_{i}, i=1, \ldots, n$.

Corollary 10.1 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of self-adjoint operators $A_{i} \in B(H)$ with the bounds $m_{i}$ and $M_{i}, m_{i} \leq M_{i}, i=1, \ldots, n$. Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be an $n-t u p l e ~ o f ~ n o n n e g a t i v e ~$ real numbers such that $\sum_{i=1}^{n} \alpha_{i}=1$. If

$$
\left(m_{A}, M_{A}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n,
$$

where $m_{A}$ and $M_{A}, m_{A} \leq M_{A}$, are the bounds of $A=\sum_{i=1}^{n} \alpha_{i} A_{i}$, then

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \alpha_{i} A_{i}\right) \leq \sum_{i=1}^{n} \alpha_{i} f\left(A_{i}\right) \tag{10.8}
\end{equation*}
$$

holds for every continuous convex function $f: J \rightarrow \mathbb{R}$ provided that the interval $J$ contains all $m_{i}, M_{i}$.

Proof. We apply Theorem 10.1 for positive linear mappings $\Phi_{i}: B(H) \rightarrow B(H)$ determined by $\Phi_{i}: B \mapsto \alpha_{i} B, i=1, \ldots, n$.

In the present context we can study the monotonicity of the discrete version of quasiarithmetic mean (9.65) defined as follows

$$
\begin{equation*}
M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n)=\varphi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right) \tag{10.9}
\end{equation*}
$$

where $\left(A_{1}, \ldots, A_{n}\right)$ is an $n$-tuple of self-adjoint operators in $B(H)$ with spectra in $J$, $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ is a unital $n$-tuple of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$ and $\varphi$ : $J \rightarrow \mathbb{R}$ is a continuous strictly monotone function.

Example 10.2 Theorem 9.17 will not true if we replace the operator convex function by a general convex function in (9.66). Indeed, we put for $T=\{1,2\}, \varphi(t)=\sqrt[3]{t}$ and $\psi=t$ (the identity function) in (10.9) $\left(\psi \circ \varphi^{-1}(t)=t^{3}\right.$ is not operator convex) and we define mappings $\Phi_{1}, \Phi_{2}: M_{2}(\mathbb{C}) \rightarrow M_{2}(\mathbb{C})$ by $\Phi_{1}(B)=\Phi_{2}(B)=\frac{1}{2} B$ for $B \in M_{2}(\mathbb{C})$ (then $\left.\Phi_{1}\left(I_{2}\right)+\Phi_{2}\left(I_{2}\right)=I_{2}\right)$. If

$$
A_{1}=\left(\begin{array}{cc}
34 & 14 \\
14 & 6
\end{array}\right) \quad \text { and } \quad A_{2}=\left(\begin{array}{ll}
36 & 28 \\
28 & 36
\end{array}\right)
$$

then

$$
\begin{aligned}
& M_{\sqrt[3]{t}}(A, \Phi, 2)=\left(\Phi_{1}\left(\sqrt[3]{A_{1}}\right)+\Phi_{2}\left(\sqrt[3]{A_{2}}\right)\right)^{3} \\
&=\left(\frac{1}{2}\left(\begin{array}{ll}
3 & 1 \\
1 & 1
\end{array}\right)+\frac{1}{2}\left(\begin{array}{ll}
3 & 1 \\
1 & 3
\end{array}\right)\right)^{3}=\left(\begin{array}{ll}
35 & 20 \\
20 & 15
\end{array}\right), \\
& M_{1}(A, \Phi, 2)=\Phi_{1}\left(A_{1}\right)+\Phi_{2}\left(A_{2}\right)=\left(\begin{array}{ll}
35 & 21 \\
21 & 35
\end{array}\right), \\
& M_{1}(A, \Phi, 2)-M_{\sqrt[3]{ }}(A, \Phi, 2)=\left(\begin{array}{cc}
0 & 1 \\
1 & 20
\end{array}\right) \nsupseteq 0 .
\end{aligned}
$$

Given the above, there is no relation between $M_{1}(A, \Phi, 2)$ and $M_{\sqrt[3]{ }}(A, \Phi, 2)$ under the operator order. For the bounds of $A_{1}, A_{2}$ and the mean $M_{\sqrt[3]{ }}(A, \Phi, 2)$ the following stands $\left[m_{1}, M_{1}\right] \subset[0.2,39.8],\left[m_{2}, M_{2}\right]=[8,64]$ and $[m, M] \subset[2.63,47.37]$, respectively. We observe that in the above case the following stands

$$
(m, M) \cap\left[m_{1}, M_{1}\right] \neq \emptyset, \quad\left(\text { and } \quad(m, M) \cap\left[m_{2}, M_{2}\right] \neq \emptyset .\right)
$$

In the case when $(m, M) \cap\left[m_{1}, M_{1}\right]=\emptyset$ and $(m, M) \cap\left[m_{2}, M_{2}\right]=\emptyset$ for some $A_{1}$ and $A_{2}$, then the relation $M_{\sqrt[3]{ }}(A, \Phi, 2) \leq M_{1}(A, \Phi, 2)$ holds according to Theorem 10.2.

In the next theorem we will examine the order among quasi-arithmetic means without operator convexity in Theorem 9.17 when $T=\{1, \ldots, n\}$ and $k=1$.

Theorem 10.2 Let $\left(A_{1}, \ldots, A_{n}\right)$ and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be as in the definition of the quasiarithmetic mean (10.9). Let $m_{i}$ and $M_{i}, m_{i} \leq M_{i}$ be the bounds of $A_{i}, i=1, \ldots, n$. Let $\varphi, \psi: J \rightarrow \mathbb{R}$ be continuous strictly monotone functions on an interval $J$ which contains all $m_{i}, M_{i}$. Let $^{2} m_{\varphi}$ and $M_{\varphi}, m_{\varphi} \leq M_{\varphi}$, be the bounds of the mean $M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n)$, such that

$$
\begin{equation*}
\left(m_{\varphi}, M_{\varphi}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n \tag{10.10}
\end{equation*}
$$

If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
\begin{equation*}
M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n) \leq M_{\psi}(\mathbf{A}, \boldsymbol{\Phi}, n) \tag{10.11}
\end{equation*}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone
is satisfied, then the reverse inequality is valid in (10.11).
Proof. We prove the case (i) only. Suppose that $\varphi$ is a strictly increasing function. Since $m_{i} I_{H} \leq A_{i} \leq M_{i} I_{H}, i=1, \ldots, n$, and $m_{\varphi} I_{K} \leq M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n) \leq M_{\varphi} I_{K}$, then

$$
\begin{aligned}
& \varphi\left(m_{i}\right) I_{H} \leq \varphi\left(A_{i}\right) \leq \varphi\left(M_{i}\right) I_{H}, \quad i=1, \ldots, n \\
& \text { and } \quad \varphi\left(m_{\varphi}\right) I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right) \leq \varphi\left(M_{\varphi}\right) I_{K}
\end{aligned}
$$

Then,

$$
\left(m_{\varphi}, M_{\varphi}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n
$$

implies

$$
\begin{equation*}
\left(\varphi\left(m_{\varphi}\right), \varphi\left(M_{\varphi}\right)\right) \cap\left[\varphi\left(m_{i}\right), \varphi\left(M_{i}\right)\right]=\emptyset \quad \text { for } i=1, \ldots, n \tag{10.12}
\end{equation*}
$$

Replacing $A_{i}$ by $\varphi\left(A_{i}\right)$ in (10.2) and taking into account (10.12), we obtain

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(\varphi\left(A_{i}\right)\right)\right) \tag{10.13}
\end{equation*}
$$

for every convex function $f: J \rightarrow \mathbb{R}$ on an interval $J$ which contains all $\left[\varphi\left(m_{i}\right), \varphi\left(M_{i}\right)\right]=$ $\varphi\left(\left[m_{i}, M_{i}\right]\right)$. Also, if $\varphi$ is strictly decreasing, then we check that (10.13) holds for convex $f: J \rightarrow \mathbb{R}$ on $J$ which contains all $\left[\varphi\left(M_{i}\right), \varphi\left(m_{i}\right)\right]=\varphi\left(\left[m_{i}, M_{i}\right]\right)$.

Putting $f=\psi \circ \varphi^{-1}$ in (10.13), we obtain

$$
\psi \circ \varphi^{-1}\left(\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(\psi\left(A_{i}\right)\right) .
$$

Applying an operator monotone function $\psi^{-1}$ on the above inequality, we get the desired inequality (10.11).

We can give the following version of Corollary 9.8 without operator convexity and operator concavity.

Corollary 10.2 Let the assumptions of Theorem 10.2 hold. Let $F: J \times J \rightarrow \mathbb{R}$ be a bounded and operator monotone function in its first variable, such that $F(t, t)=C$ for all $t \in\left[m_{\varphi}, M_{\varphi}\right]$.
If one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
\begin{equation*}
F\left[M_{\psi}(\mathbf{A}, \boldsymbol{\Phi}, n), M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n)\right] \geq C I_{K} . \tag{10.14}
\end{equation*}
$$

(ii) $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone
is satisfied, then the reverse inequality is valid in (10.14).
Proof. The proof is the same as the one of Corollary 9.8 and we omit it.
Now, we will examine the order among quasi-arithmetic means (10.9) without operator convexity and operator concavity in Theorem 9.18.

Corollary 10.3 Let $\left(A_{1}, \ldots, A_{n}\right)$ and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be as in the definition of the quasiarithmetic mean (10.9). Let $m_{i}$ and $M_{i}, m_{i} \leq M_{i}$ be the bounds of $A_{i}, i=1, \ldots, n$. Let $\varphi, \psi: J \rightarrow \mathbb{R}$ be continuous strictly monotone functions on an interval $J$ which contains all $m_{i}, M_{i}$ and $M_{1}$ be generated by the identity function on $J$.
(i) If $m_{\varphi}$ and $M_{\varphi}, m_{\varphi} \leq M_{\varphi}$ are the bounds of $M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n)$, such that

$$
\begin{equation*}
\left(m_{\varphi}, M_{\varphi}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n \tag{10.15}
\end{equation*}
$$

and $\varphi^{-1}$ is convex, then

$$
\begin{equation*}
M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n) \leq M_{1}(\mathbf{A}, \boldsymbol{\Phi}, n) \tag{10.16}
\end{equation*}
$$

(ii) If (10.15) is satisfied and $\varphi^{-1}$ is concave, then the reverse inequality is valid in (10.16).
(iii) If (10.15) is satisfied and $\varphi^{-1}$ is convex, and if $m_{\psi}$ and $M_{\psi}, m_{\psi} \leq M_{\psi}$ are the bounds of $M_{\psi}(\mathbf{A}, \boldsymbol{\Phi}, n)$, such that

$$
\left(m_{\psi}, M_{\psi}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n
$$

and $\psi^{-1}$ is concave, then

$$
\begin{equation*}
M_{\varphi}(\mathbf{A}, \boldsymbol{\Phi}, n) \leq M_{1}(\mathbf{A}, \boldsymbol{\Phi}, n) \leq M_{\psi}(\mathbf{A}, \boldsymbol{\Phi}, n) \tag{10.17}
\end{equation*}
$$

Proof. (i) - (ii): Putting $\psi=M_{1}$ in Theorem 10.2(i) and (ii), we obtain (10.16) and its reverse inequality, respectively.
(iii): Replacing $\psi$ by $\varphi$ in (ii) and combining this with (i), we obtain the desired inequality (10.17).

Remark 10.1 Results given in the previous section we can generalize for continuous fields of operators. E.g. the continuous version of Theorem 10.1 is given below (see also Theorem 10.7 in Section 10.5).

Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in an unital $C^{*}$ algebra $\mathscr{A}$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. Let $m_{t}$ and $M_{t}, m_{t} \leq M_{t}$, be the bounds of $x_{t}, t \in T$. Let $\left(\phi_{t}\right)_{t \in T}$ be an unital field of positive linear mappings $\phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra © . Let

$$
\left(m_{x}, M_{x}\right) \cap\left[m_{t}, M_{t}\right]=\emptyset, \quad t \in T,
$$

where $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, are the bounds of the operator $x=\int_{T} \phi_{t}\left(x_{t}\right) d \mu(t)$. If $f: J \rightarrow \mathbb{R}$ is a continuous convex function provided that the interval $J$ contains all $m_{t}, M_{t}$, then

$$
\begin{equation*}
f\left(\int_{T} \phi_{t}\left(x_{t}\right) d \mu(t)\right) \leq \int_{T} \phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t) \tag{10.18}
\end{equation*}
$$

If $f$ is concave, the reverse inequality is valid in (10.18).

### 10.2 Order among power means

The operator power mean $M_{r}(A, \boldsymbol{\Phi})$ defined by (8.33) is a special case of the quasi-arithmetic mean (10.9). As a continuation of our previous considerations about the order among quasi-arithmetic operator means, in this section we observe the order among operator power means.

We recall the known result as follows (see Example 9.1).

Corollary 10.4 Let $\mathbf{A}=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of positive invertible operators in $B(H)$ with $S p\left(A_{i}\right) \subseteq[m, M]$ for some scalars $0<m<M$, and let $\boldsymbol{\Phi}=\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be a unital $n$-tuple positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K), i=1, \ldots, n$.

If either $r \leq s, r \notin(-1,1), s \notin(-1,1)$ or $1 / 2 \leq r \leq 1 \leq s$ or $r \leq-1 \leq s \leq-1 / 2$ (see Figure 10.1.a), then

$$
\begin{equation*}
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq M_{s}(\mathbf{A}, \boldsymbol{\Phi}) \tag{10.19}
\end{equation*}
$$



Figure 10.2: Regions for the order among power means

Remark 10.2 Corollary 10.4 is not valid if $r, s$ are not in the regions (1)-(2) in Figure 10.2.a) (see Example 10.2).

Applying Theorem 10.2 we obtain that (10.19) holds in a broader region (see Figure 10.2.b).

Corollary 10.5 Let $\left(A_{1}, \ldots, A_{n}\right)$ and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be as in Corollary 10.4. Let $m_{i}$ and $M_{i}$, $0<m_{i} \leq M_{i}$ be the bounds of $A_{i}, i=1, \ldots, n$.
If one of the following conditions
(i) $r \leq s, s \geq 1$ or $r \leq s \leq-1$ (Figure 10.2.b(1),(2),(4)) and

$$
\left(m^{[r]}, M^{[r]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, \quad i=1, \ldots, n,
$$

where $m^{[r]}$ and $M^{[r]}, m^{[r]} \leq M^{[r]}$ are the bounds of $M_{r}(\mathbf{A}, \boldsymbol{\Phi})$,
(ii) $r \leq s, r \leq-1$ or $1 \leq r \leq s$ (Figure 10.2.b(1),(3),(5)) and

$$
\left(m^{[s]}, M^{[s]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, \quad i=1, \ldots, n,
$$

where $m^{[s]}$ and $M^{[s]}, m^{[s]} \leq M^{[s]}$ are the bounds of $M_{s}(\mathbf{A}, \boldsymbol{\Phi})$,
is satisfied, then

$$
\begin{equation*}
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq M_{s}(\mathbf{A}, \boldsymbol{\Phi}) . \tag{10.20}
\end{equation*}
$$

Proof. We prove the case (i) only. We put $\varphi(t)=t^{r}$ and $\psi(t)=t^{s}$ for $t>0$.
Then $\psi \circ \varphi^{-1}(t)=t^{s / r}$ is concave for $r \leq s, s \leq 0$ and $r \neq 0$. Since $-\psi^{-1}(t)=-t^{1 / s}$ is operator monotone for $s \leq-1$ and $\left(m^{[r]}, M^{[r]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset$ is satisfied, then by applying Theorem 10.2-(i') we obtain (10.20) for $r \leq s \leq-1$.

But, $\psi \circ \varphi^{-1}(t)=t^{s / r}$ is convex for $r \leq s, s \geq 0$ and $r \neq 0$. Since $\psi^{-1}(t)=t^{1 / s}$ is operator monotone for $s \geq 1$, then by applying Theorem 10.2-(i) we obtain (10.20) for $r \leq s, s \geq 1, r \neq 0$.

If $r=0$ and $s \geq 1$, we put $\varphi(t)=\log t$ and $\psi(t)=t^{s}, t>0$. Since $\psi \circ \varphi^{-1}(t)=\exp (s t)$ is convex, then similarly as above we obtain the desired inequality.

In the case (ii) we put $\varphi(t)=t^{s}$ and $\psi(t)=t^{r}$ for $t>0$ and we use the same technique as in the case (i).

a) WITHOUT CONDITION ON SPECTRA:
$\Delta=1, \quad$ if $r, s$ in (1), (2), (3)
$\Delta=\mathrm{K}\left(\mathrm{h}^{\mathrm{s}}, r / s\right)^{1 / r}$, if $r, s$ in (4), (5) $\Delta=\mathrm{K}(\mathrm{h}, r)^{-1 / r}, \quad$ if $r, s$ in (6)
$\Delta=\mathrm{K}(\mathrm{h}, \mathrm{s})^{-1 / s}$,
if $r, s$ in (7)
b) WITH CONDITION ON SPECTRA:
$\Delta=1, \quad$ if $r, s$ in (1), (2), (4) or (1), (3), (5)
$\Delta=\mathrm{K}\left(\mathrm{h}_{\mathrm{A}}, s\right)^{-1 / s}$ or $\Delta=\mathrm{K}\left(\mathrm{h}_{\mathrm{A}}, r\right)^{-1 / r}$, if $r, s$ in (6), (7)

Figure 10.3: Regions for the order $M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq \Delta M_{s}(\mathbf{A}, \boldsymbol{\Phi})$

Figure 10.3 shows regions (1),(2),(3) in which the monotonicity of the power mean ( $\boldsymbol{\omega}$ ) holds true and regions (1)-(5) which this holds true with the condition on spectra. In the next theorem we observe the order among power operator means with the condition on spectra in regions (6) and (7) in Figure 10.3.

Theorem 10.3 Let $\left(A_{1}, \ldots, A_{n}\right)$ and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be as in Corollary 10.4. Let $m_{i}$ and $M_{i}$, $0<m_{i} \leq M_{i}$ be bounds of $A_{i}, i=1, \ldots, n$. Let $r, s \in(-1,1), r \leq s$ (Figure 10.3 (6),(7)).
(i) If

$$
\left(m^{[r]}, M^{[r]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, \quad i=1, \ldots, n,
$$

where $m^{[r]}$ and $M^{[r]}, m^{[r]} \leq M^{[r]}$ are bounds of $M_{r}(\mathbf{A}, \boldsymbol{\Phi})$, then

$$
\begin{equation*}
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq C\left(h^{[r]}, s\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi}), \quad h^{[r]}=M^{[r]} / m^{[r]} . \tag{10.21}
\end{equation*}
$$

(ii) If

$$
\left(m^{[s]}, M^{[s]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, \quad i=1, \ldots, n,
$$

where $m^{[s]}$ and $M^{[s]}, m^{[s]} \leq M^{[s]}$ are bounds of $M_{s}(\mathbf{A}, \boldsymbol{\Phi})$, then

$$
\begin{equation*}
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq C\left(h^{[s]}, r\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi}), \quad h^{[s]}=M^{[s]} / m^{[s]} . \tag{10.22}
\end{equation*}
$$

The constant $C(h, p), h>0$, is a generalization of the Specht ratio (2.35) defined as follows

$$
C(h, p):= \begin{cases}\frac{p\left(h-h^{p}\right)}{(1-p)\left(h^{p}-1\right)}\left(\frac{(p-1)(h-1)}{h^{p}-h}\right)^{\frac{1}{p}}, & \text { if } p \neq 0 \text { and } h \neq 1, \\ \frac{(h-1) h^{\frac{1}{h-1}}}{e \log h}, & \text { if } p=0 \text { and } h \neq 1, \\ 1, & \text { if } h=1 .\end{cases}
$$

In order to prove Theorem 10.3, we need the operator order given in the following theorem.

Theorem 10.4 Self-adjoint operators $A, B \in B(H)$ with $S p(A) \subseteq\left[m_{A}, M_{A}\right]$ where $0<$ $m_{A}<M_{A}$ satisfy the following implication:

$$
A \leq B \Longrightarrow \mathrm{e}^{A} \leq S\left(\mathrm{e}^{M_{A}-m_{A}}\right) \mathrm{e}^{B}
$$

where $S(h)$ is the Specht ratio defined by (2.35).
Proof. Refer to [124, Corollary 8.24] for the proof.
Proof of Theorem 10.3. We prove the case (i) only.
a) Let $m^{[r]}<M^{[r]}$.

- Suppose that $0<r \leq s \leq 1$. Since $m_{i} I_{H} \leq A_{i} \leq M_{i} I_{H}, i=1, \ldots, n$, and $m^{[r]} I_{K} \leq$ $M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq M^{[r]} I_{K}$, then

$$
\begin{gather*}
m_{i}^{r} I_{H} \leq A_{i}^{r} \leq M_{i}^{r} I_{H}, \quad i=1, \ldots, n,  \tag{10.23}\\
\left(m^{[r]}\right)^{r} I_{K} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right) \leq\left(M^{[r]}\right)^{r} I_{K} . \tag{10.24}
\end{gather*}
$$

Then,

$$
\left(m^{[r]}, M^{[r]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n
$$

implies

$$
\begin{equation*}
\left(\left(m^{[r]}\right)^{r},\left(M^{[r]}\right)^{r}\right) \cap\left[m_{i}^{r}, M_{i}^{r}\right]=\emptyset \quad \text { for } i=1, \ldots, n \tag{10.25}
\end{equation*}
$$

Putting $f(t)=t^{s / r}$, which is convex, in Theorem 10.1 and replacing $A_{i}$ by $A_{i}^{r}$, we obtain

$$
\begin{equation*}
\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{s / r} \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{s}\right) . \tag{10.26}
\end{equation*}
$$

Now, applying Theorem 4.3 for $p=\frac{1}{s} \geq 1$ and using that

$$
\begin{equation*}
\left(m^{[r]}\right)^{s} I_{K} \leq\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}^{r}\right)\right)^{s / r} \leq\left(M^{[r]}\right)^{s} I_{K}, \tag{10.27}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq K\left(\left(m^{[r]}\right)^{s},\left(M^{[r]}\right)^{s}, 1 / s\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi}), \tag{10.28}
\end{equation*}
$$

which gives the desired inequality by using $K\left(\left(m^{[r]}\right)^{s},\left(M^{[r]}\right)^{s}, 1 / s\right)=C\left(h^{[r]}, s\right)$.

- Suppose that $-1 \leq r<0<s \leq 1$. Then the reverse inequality is valid in (10.23) and (10.24). It follows that

$$
\begin{equation*}
\left(\left(M^{[r]}\right)^{r},\left(m^{[r]}\right)^{r}\right) \cap\left[M_{i}^{r}, m_{i}^{r}\right]=\emptyset \quad \text { for } i=1, \ldots, n \tag{10.29}
\end{equation*}
$$

holds. Putting $f(t)=t^{s / r}$, which is convex, in Theorem 10.1 and replacing $A_{i}$ by $A_{i}^{r}$, we again obtain (10.26). Now, applying Theorem 4.3 for $p=\frac{1}{s} \geq 1$ and since (10.27) holds, then we obtain again (10.28).

- Suppose that $-1 \leq r \leq s<0$. Then the reverse inequality is valid in (10.23) and (10.24). It follows that (10.29) holds. Putting $f(t)=t^{s / r}$, which is concave, in Theorem 10.1 and replacing $A_{i}$ by $A_{i}^{r}$, we obtain that the reverse inequality holds in (10.26). Now, applying Theorem 4.3 for $p=\frac{1}{s} \leq-1$ and using that reverse inequalities is valid in (10.27), then we obtain

$$
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq K\left(\left(M^{[r]}\right)^{s},\left(m^{[r]}\right)^{s}, 1 / s\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi}) .
$$

Since $K\left(\left(M^{[r]}\right)^{s},\left(m^{[r]}\right)^{s}, 1 / s\right)=K\left(\left(m^{[r]}\right)^{s},\left(M^{[r]}\right)^{s}, 1 / s\right)$ we get again the desired inequality.

- Suppose that $0=r<s \leq 1$. Putting the operator concave function $f(t)=\frac{1}{s} \log t$ in reverse of Jensen's operator inequality given in Theorem 9.1 and replace $A_{i}$ by $A_{i}^{s}$, we obtain

$$
\log \left(M_{0}(\mathbf{A}, \boldsymbol{\Phi})\right) \leq \log \left(M_{s}(\mathbf{A}, \boldsymbol{\Phi})\right)
$$

The spectrum of $\log \left(M_{0}(\mathbf{A}, \boldsymbol{\Phi})\right)$ is contained in $\left[\log m^{[0]}, \log M^{[0]}\right]$, and then after use Theorem 10.4 we get

$$
M_{0}(\mathbf{A}, \boldsymbol{\Phi}) \leq S\left(\frac{M^{[0]}}{m^{[0]}}, 1\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi})=C\left(h^{[0]}, 0\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi})
$$

which is the desired inequality.

- Suppose that $-1 \leq r<s=0$. Putting the operator convex function $f(t)=\frac{1}{r} \log t$ in Jensen's operator inequality given in Theorem 9.1 and replace $A_{i}$ by $A_{i}^{r}$, we obtain

$$
\log \left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right) \leq \log \left(M_{0}(\mathbf{A}, \boldsymbol{\Phi})\right)
$$

The spectrum of $\log \left(M_{r}(\mathbf{A}, \boldsymbol{\Phi})\right)$ is contained in $\left[\log m^{[r]}, \log M^{[r]}\right]$. Then applying Theorem 10.4 we get

$$
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) \leq S\left(\frac{M^{[r]}}{m^{[r]}}, 1\right) M_{0}(\mathbf{A}, \boldsymbol{\Phi})=C\left(h^{[r]}, 0\right) M_{0}(\mathbf{A}, \boldsymbol{\Phi})
$$

which is the desired inequality.
b) Let $m^{[r]} \rightarrow M^{[r]}$ in inequalities

$$
\begin{aligned}
M_{r}(\mathbf{A}, \boldsymbol{\Phi}) & \leq K\left(\left(m^{[r]}\right)^{s},\left(M^{[r]}\right)^{s}, 1 / s\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi}) \\
\text { or } M_{r}(\mathbf{A}, \boldsymbol{\Phi}) & \leq S\left(\frac{M^{[r]}}{m^{[r]}}\right) M_{s}(\mathbf{A}, \boldsymbol{\Phi})
\end{aligned}
$$

Since $K\left(m^{s}, M^{s}, 1 / s\right)=K(m, M, s)^{-1 / s}$ and $\lim _{m \rightarrow M} K(m, M, s)=1$ for all $s \in \mathbb{R}$; $\lim _{h \rightarrow 1} S(h)=1$, we obtain the desired inequalities in the case $m^{[r]}=M^{[r]}$.

Remark 10.3 The constant $C\left(h^{[r]}, s\right)$ in RHS of (10.21) in Theorem 10.3 is not worse than the constants in RHS of the inequalities in Corollary 9.6, i.e. if $r, s \in(-1,1), r \leq s$, then

$$
C\left(h^{[r]}, s\right) \leq \min \{\Delta(h, s, 1), \Delta(h, s, 1) \cdot \Delta(h, r, s), \Delta(h, r, 1)\}
$$

where $h^{[r]}=M^{[r]} / m^{[r]}, h=M / m$ and $m^{[r]}$ and $M^{[r]}, m^{[r]} \leq M^{[r]}$ are bounds of $M_{r}(\mathbf{A}, \boldsymbol{\Phi})$, such that $\left(m^{[r]}, M^{[r]}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, i=1, \ldots, n$ and

$$
m=\min \left\{m_{1}, \ldots, m_{n}\right\}, \quad M=\max \left\{M_{1}, \ldots, M_{n}\right\}
$$

Indeed, we should just use the following properties of the function $(h, s) \mapsto C(h, s)=$ $\Delta(h, s, 1)$.
(r1) $C(h, s)$ is strictly increasing in the first variable for $h>1$ and $s<1$ by [124, Theorem 2.62 (i)],
(r2) $C(h, s)$ is strictly decreasing in the second variable for $h>1$ and $s \in \mathbb{R}$ by Lemma 9.3.
So, let $r, s \in(-1,1), r \leq s$. Since $\left[m^{[r]}, M^{[r]}\right] \subseteq[m, M]$, it follows by (r1) that

$$
C\left(h^{[r]}, s\right)=\Delta\left(h^{[r]}, s, 1\right) \leq \Delta(h, s, 1)
$$

since $\Delta(h, r, s) \geq 1$, then

$$
C\left(h^{[r]}, s\right) \leq \Delta(h, s, 1) \cdot \Delta(h, r, s)
$$

and it follows by (r2) that

$$
C\left(h^{[r]}, s\right) \leq C\left(h^{[r]}, r\right) \leq \Delta(h, r, 1) .
$$

The three inequalities above give the desired relation.
Similarly, we can observe that the constant $C\left(h^{[s]}, r\right)$ in RHS of (10.22) in Theorem 10.3 is not worse than the constants in RHS of the inequalities in Corollary 9.6.

### 10.3 Extension of Jensen's operator inequality without operator convexity

In this section, we give an extension of Jensen's operator inequality without operator convexity. As an application of this result, we give an extension of our previous results for a version of the quasi-arithmetic mean (10.9) with an $n$-tuple of positive linear mappings which is non-unital.

In Theorem 10.1 we prove that Jensen's operator inequality holds for every continuous convex function and for every $n$-tuple of self-adjoint operators ( $A_{1}, \ldots, A_{n}$ ), for every $n$-tuple of positive linear mappings $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ in the case when the interval with bounds of the operator $A=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)$ has no intersection points with the interval with bounds of the operator $A_{i}$ for each $i=1, \ldots, n$, i.e. when

$$
\left(m_{A}, M_{A}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n,
$$

where $m_{A}$ and $M_{A}, m_{A} \leq M_{A}$, are the bounds of $A$, and $m_{i}$ and $M_{i}, m_{i} \leq M_{i}$, are the bounds of $A_{i}, i=1, \ldots, n$.

It is interesting to consider the case when $\left(m_{A}, M_{A}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset$ is valid for several $i \in\{1, \ldots, n\}$, but not for all $i=1, \ldots, n$. We study it in the following theorem.

Theorem 10.5 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of self-adjoint operators $A_{i} \in B(H)$ with the bounds $m_{i}$ and $M_{i}, m_{i} \leq M_{i}, i=1, \ldots, n$. Let $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be an $n$-tuple of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$, such that $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$. For $1 \leq n_{1}<n$, we denote $m=\min \left\{m_{1}, \ldots, m_{n_{1}}\right\}, M=\max \left\{M_{1}, \ldots, M_{n_{1}}\right\}$ and $\sum_{i=1}^{n_{1}} \Phi_{i}\left(I_{H}\right)=\alpha I_{K}, \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(I_{H}\right)=$ $\beta I_{K}$, where $\alpha, \beta>0, \alpha+\beta=1$. If

$$
(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } \quad i=n_{1}+1, \ldots, n,
$$

and one of two equalities

$$
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)=\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right)=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)
$$

is valid, then

$$
\begin{equation*}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \tag{10.30}
\end{equation*}
$$

holds for every continuous convex function $f: J \rightarrow \mathbb{R}$ provided that the interval $J$ contains all $m_{i}, M_{i}, i=1, \ldots, n$,

If $f: J \rightarrow \mathbb{R}$ is concave, then the reverse inequality is valid in (10.30).
Proof. We prove only the case when $f$ is a convex function.
Let us denote

$$
A=\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right), \quad B=\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right), \quad C=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right) .
$$

It is easy to verify that $A=B$ or $B=C$ or $A=C$ implies $A=B=C$.
a) Let $m<M$. Since $f$ is convex on $[m, M]$ and $\left[m_{i}, M_{i}\right] \subseteq[m, M]$ for $i=1, \ldots, n_{1}$, then

$$
\begin{equation*}
f(t) \leq \frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M), \quad t \in\left[m_{i}, M_{i}\right] \text { for } i=1, \ldots, n_{1}, \tag{10.31}
\end{equation*}
$$

but since $f$ is convex on all $\left[m_{i}, M_{i}\right]$ and $(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset$ for $i=n_{1}+1, \ldots, n$, then

$$
\begin{equation*}
f(t) \geq \frac{M-t}{M-m} f(m)+\frac{t-m}{M-m} f(M), \quad t \in\left[m_{i}, M_{i}\right] \text { for } i=n_{1}+1, \ldots, n . \tag{10.32}
\end{equation*}
$$

Since $m_{i} I_{H} \leq A_{i} \leq M_{i} I_{H}, i=1, \ldots, n_{1}$, it follows from (10.31)

$$
f\left(A_{i}\right) \leq \frac{M I_{H}-A_{i}}{M-m} f(m)+\frac{A_{i}-m I_{H}}{M-m} f(M), \quad i=1, \ldots, n_{1}
$$

Applying a positive linear mapping $\Phi_{i}$ and summing, we obtain

$$
\sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{M \alpha I_{K}-\sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)}{M-m} f(m)+\frac{\sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)-m \alpha I_{K}}{M-m} f(M)
$$

since $\sum_{i=1}^{n_{1}} \Phi_{i}\left(I_{H}\right)=\alpha I_{K}$. It follows

$$
\begin{equation*}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{M I_{K}-A}{M-m} f(m)+\frac{A-m I_{K}}{M-m} f(M) \tag{10.33}
\end{equation*}
$$

Similarly to (10.33) in the case $m_{i} I_{H} \leq A_{i} \leq M_{i} I_{H}, i=n_{1}+1, \ldots, n$, it follows from (10.32)

$$
\begin{equation*}
\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \geq \frac{M I_{K}-B}{M-m} f(m)+\frac{B-m I_{K}}{M-m} f(M) \tag{10.34}
\end{equation*}
$$

Combining (10.33) and (10.34) and taking into account that $A=B$, we obtain

$$
\begin{equation*}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \tag{10.35}
\end{equation*}
$$

It follows

$$
\begin{aligned}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) & =\sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right)+\frac{\beta}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) & & (\text { by } \alpha+\beta=1) \\
& \leq \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right)+\sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) & & (\text { by }(10.35)) \\
& =\sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) & & \\
& \leq \frac{\alpha}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)+\sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) & & (\text { by }(10.35)) \\
& =\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) & & (\text { by } \alpha+\beta=1)
\end{aligned}
$$

which gives the desired double inequality (10.30).
b) Let $m=M$. Since $\left[m_{i}, M_{i}\right] \subseteq[m, M]$ for $i=1, \ldots, n_{1}$, then $A_{i}=m I_{H}$ and $f\left(A_{i}\right)=$ $f(m) I_{H}$ for $i=1, \ldots, n_{1}$. It follows

$$
\begin{equation*}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)=m I_{K} \quad \text { and } \quad \frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right)=f(m) I_{K} \tag{10.36}
\end{equation*}
$$

On the other hand, since $f$ is convex on $J$, we have

$$
\begin{equation*}
f(t) \geq f(m)+l(m)(t-m) \quad \text { for every } t \in I \tag{10.37}
\end{equation*}
$$

where $l$ is the subdifferential of $f$. Replacing $t$ by $A_{i}$ for $i=n_{1}+1, \ldots, n$, applying $\Phi_{i}$ and summing, we obtain from (10.37) and (10.36)

$$
\begin{aligned}
\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) & \geq f(m) I_{K}+l(m)\left(\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right)-m I_{K}\right) \\
& =f(m) I_{K}=\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right)
\end{aligned}
$$

So (10.35) holds again. The remaining part of the proof is the same as in the case a).

Remark 10.4 We obtain the equivalent inequality to the one in Theorem 10.5 in the case when $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=\gamma I_{K}$, for some positive scalar $\gamma$. If $\alpha+\beta=\gamma$ and one of two equalities

$$
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)=\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right)=\frac{1}{\gamma} \sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)
$$

is valid, then

$$
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{1}{\gamma} \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)
$$

holds for every continuous convex function $f$.
Remark 10.5 Let the assumptions of Theorem 10.5 be valid.
(1) We observe that the following inequality

$$
f\left(\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right),
$$

holds for every continuous convex function $f: J \rightarrow \mathbb{R}$.

Indeed, by the assumptions of Theorem 10.5 we have

$$
m \alpha I_{H} \leq \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq M \alpha I_{H} \quad \text { and } \quad \frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)=\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right)
$$

which implies

$$
m I_{H} \leq \sum_{i=n_{1}+1}^{n} \frac{1}{\beta} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq M I_{H}
$$

Also $(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset$ for $i=n_{1}+1, \ldots, n$ and $\sum_{i=n_{1}+1}^{n} \frac{1}{\beta} \Phi_{i}\left(I_{H}\right)=I_{K}$ hold. So we can apply Theorem 10.1 on operators $A_{n_{1}+1}, \ldots, A_{n}$ and mappings $\frac{1}{\beta} \Phi_{i}$ and obtain the desired inequality.
(2) We denote by $m_{C}$ and $M_{C}$ the bounds of $C=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)$. If $\left(m_{C}, M_{C}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset$, $i=1, \ldots, n_{1}$ or $f$ is an operator convex function on $[m, M]$, then the double inequality (10.30) can be extended from the left side if we use Jensen's operator inequality in Theorem 9.9

$$
\begin{aligned}
f\left(\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)\right) & =f\left(\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)\right) \\
& \leq \frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(A_{i}\right)\right)
\end{aligned}
$$

Example 10.3 If neither assumptions $\left(m_{C}, M_{C}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, i=1, \ldots, n_{1}$ nor $f$ is operator convex in Remark 10.5 (2) is satisfied and if $1<n_{1}<n$, then (10.30) can not be extended by Jensen's operator inequality, since it is not valid. Indeed, for $n_{1}=2$ we define mappings $\Phi_{1}, \Phi_{2}: M_{3}(\mathbb{C}) \rightarrow M_{2}(\mathbb{C})$ by $\Phi_{1}\left(\left(a_{i j}\right)_{1 \leq i, j \leq 3}\right)=\frac{\alpha}{2}\left(a_{i j}\right)_{1 \leq i, j \leq 2}, \Phi_{2}=\Phi_{1}$. Then $\Phi_{1}\left(I_{3}\right)+\Phi_{2}\left(I_{3}\right)=\alpha I_{2} . I f$

$$
A_{1}=2\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}\right) \quad \text { and } \quad A_{2}=2\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

then

$$
\left(\frac{1}{\alpha} \Phi_{1}\left(A_{1}\right)+\frac{1}{\alpha} \Phi_{2}\left(A_{2}\right)\right)^{4}=\frac{1}{\alpha^{4}}\left(\begin{array}{cc}
16 & 0 \\
0 & 0
\end{array}\right) \not \pm \frac{1}{\alpha}\left(\begin{array}{ll}
80 & 40 \\
40 & 24
\end{array}\right)=\frac{1}{\alpha} \Phi_{1}\left(A_{1}^{4}\right)+\frac{1}{\alpha} \Phi_{2}\left(A_{2}^{4}\right)
$$

for every $\alpha \in(0,1)$. We observe that $f(t)=t^{4}$ is not operator convex and $\left(m_{C}, M_{C}\right) \cap$ $\left[m_{i}, M_{i}\right] \neq \emptyset$, since $C=A=\frac{1}{\alpha} \Phi_{1}\left(A_{1}\right)+\frac{1}{\alpha} \Phi_{2}\left(A_{2}\right)=\frac{1}{\alpha}\left(\begin{array}{ll}2 & 0 \\ 0 & 0\end{array}\right),\left[m_{C}, M_{C}\right]=[0,2 / \alpha],\left[m_{1}, M_{1}\right]$ $\subset[-1.60388,4.49396]$ and $\left[m_{2}, M_{2}\right]=[0,2]$.

With respect to Remark 10.4, we obtain the following obvious corollary of Theorem 10.5.

Corollary 10.6 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of self-adjoint operators $A_{i} \in B(H)$ with the bounds $m_{i}$ and $M_{i}, m_{i} \leq M_{i}, i=1, \ldots, n$. For some $1 \leq n_{1}<n$, we denote $m=$ $\min \left\{m_{1}, \ldots, m_{n_{1}}\right\}, M=\max \left\{M_{1}, \ldots, M_{n_{1}}\right\}$. Let $\left(p_{1}, \ldots, p_{n}\right)$ be an $n-$ tuple of non-negative numbers, such that $0<\sum_{i=1}^{n_{1}} p_{i}=\mathbf{p}_{\mathbf{n}_{1}}<\mathbf{p}_{\mathbf{n}}=\sum_{i=1}^{n} p_{i}$. If

$$
(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } \quad i=n_{1}+1, \ldots, n,
$$

and one of two equalities

$$
\frac{1}{\mathbf{p}_{\mathbf{n}_{1}}} \sum_{i=1}^{n_{1}} p_{i} A_{i}=\frac{1}{\mathbf{p}_{\mathbf{n}}} \sum_{i=1}^{n} p_{i} A_{i}=\frac{1}{\mathbf{p}_{\mathbf{n}}-\mathbf{p}_{\mathbf{n}_{1}}} \sum_{i=n_{1}+1}^{n} p_{i} A_{i}
$$

is valid, then

$$
\begin{equation*}
\frac{1}{\mathbf{p}_{\mathbf{n}_{1}}} \sum_{i=1}^{n_{1}} p_{i} f\left(A_{i}\right) \leq \frac{1}{\mathbf{p}_{\mathbf{n}}} \sum_{i=1}^{n} p_{i} f\left(A_{i}\right) \leq \frac{1}{\mathbf{p}_{\mathbf{n}}-\mathbf{p}_{\mathbf{n}_{\mathbf{1}}}} \sum_{i=n_{1}+1}^{n} p_{i} f\left(A_{i}\right) \tag{10.38}
\end{equation*}
$$

holds for every continuous convex function $f: J \rightarrow \mathbb{R}$ provided that the interval $J$ contains all $m_{i}, M_{i}, i=1, \ldots, n$.

If $f: J \rightarrow \mathbb{R}$ is concave, then the reverse inequality is valid in (10.38).

By applying Corollary 10.6 we obtain the following special case of Theorem 10.1.
Corollary 10.7 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of self-adjoint operators $A_{i} \in B(H)$ with the bounds $m_{i}$ and $M_{i}, m_{i} \leq M_{i}, i=1, \ldots, n$. Let $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be an $n-$ tuple of nonnegative real numbers such that $\sum_{i=1}^{n} \alpha_{i}=1$. If

$$
\begin{equation*}
\left(m_{A}, M_{A}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } i=1, \ldots, n \tag{10.39}
\end{equation*}
$$

where $m_{A}$ and $M_{A}, m_{A} \leq M_{A}$, are the bounds of $A=\sum_{i=1}^{n} \alpha_{i} A_{i}$, then

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} \alpha_{i} A_{i}\right) \leq \sum_{i=1}^{n} \alpha_{i} f\left(A_{i}\right) \tag{10.40}
\end{equation*}
$$

holds for every continuous convex function $f: J \rightarrow \mathbb{R}$ provided that the interval $J$ contains all $m_{i}, M_{i}$.

Proof. We prove only the convex case. We define $(n+1)$-tuple of operators $\left(B_{1}, \ldots, B_{n+1}\right), B_{i} \in B(H)$, by $B_{1}=A=\sum_{i=1}^{n} \alpha_{i} A_{i}$ and $B_{i}=A_{i-1}, i=2, \ldots, n+1$. Then $m_{B_{1}}=m_{A}, M_{B_{1}}=M_{A}$ are the bounds of $B_{1}$ and $m_{B_{i}}=m_{i-1}, M_{B_{i}}=M_{i-1}$ are the ones of $B_{i}$, $i=2, \ldots, n+1$. Also, we define $(n+1)$-tuple of non-negative numbers $\left(p_{1}, \ldots, p_{n+1}\right)$ by $p_{1}=1$ and $p_{i}=\alpha_{i-1}, i=2, \ldots, n+1$. Then $\sum_{i=1}^{n+1} p_{i}=2$ and by using (10.39) we have

$$
\begin{equation*}
\left(m_{B_{1}}, M_{B_{1}}\right) \cap\left[m_{B_{i}}, M_{B_{i}}\right]=\emptyset, \text { for } i=2, \ldots, n+1 \tag{10.41}
\end{equation*}
$$

Since

$$
\sum_{i=1}^{n+1} p_{i} B_{i}=B_{1}+\sum_{i=2}^{n+1} p_{i} B_{i}=\sum_{i=1}^{n} \alpha_{i} A_{i}+\sum_{i=1}^{n} \alpha_{i} A_{i}=2 B_{1}
$$

then

$$
\begin{equation*}
p_{1} B_{1}=\frac{1}{2} \sum_{i=1}^{n+1} p_{i} B_{i}=\sum_{i=2}^{n+1} p_{i} B_{i} \tag{10.42}
\end{equation*}
$$

Taking into account (10.41) and (10.42), we can apply Corollary 10.6 for $n_{1}=1$ and $B_{i}, p_{i}$ as above, and we get

$$
p_{1} f\left(B_{1}\right) \leq \frac{1}{2} \sum_{i=1}^{n+1} p_{i} f\left(B_{i}\right) \leq \sum_{i=2}^{n+1} p_{i} f\left(B_{i}\right)
$$

which gives the desired inequality (10.40).

### 10.4 Extension of order among quasi-arithmetic means

In this section we study an application of Theorem 10.5 to the quasi-arithmetic mean with weight. For a subset $\left\{A_{p_{1}}, \ldots, A_{p_{2}}\right\}$ of $\left\{A_{1}, \ldots, A_{n}\right\}$ we denote the quasi-arithmetic mean by

$$
\begin{equation*}
M_{\varphi}\left(\gamma, \mathbf{A}, \boldsymbol{\Phi}, p_{1}, p_{2}\right)=\varphi^{-1}\left(\frac{1}{\gamma} \sum_{i=p_{1}}^{p_{2}} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)\right) \tag{10.43}
\end{equation*}
$$

where $\left(A_{p_{1}}, \ldots, A_{p_{2}}\right)$ are self-adjoint operators in $B(H)$ with the spectra in $J,\left(\Phi_{p_{1}}, \ldots, \Phi_{p_{2}}\right)$ are positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$ such that $\sum_{i=p_{1}}^{p_{2}} \Phi_{i}\left(I_{H}\right)=\gamma I_{K}$, and $\varphi: J \rightarrow$ $\mathbb{R}$ is a continuous strictly monotone function.

The following theorem is an extension of Theorem 10.2.
Theorem 10.6 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of self-adjoint operators in $B(H)$ with the spectra in $J,\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be an n-tuple of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$ such that $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$. Let $m_{i}$ and $M_{i}, m_{i} \leq M_{i}$ be the bounds of $A_{i}, i=1, \ldots, n$. Let $\varphi, \psi: J \rightarrow \mathbb{R}$ be continuous strictly monotone functions on an interval $J$ which contains all $m_{i}, M_{i}$. For $1 \leq n_{1}<n$, we denote $m=\min \left\{m_{1}, \ldots, m_{n_{1}}\right\}, M=\max \left\{M_{1}, \ldots, M_{n_{1}}\right\}$ and $\sum_{i=1}^{n_{1}} \Phi_{i}\left(I_{H}\right)=\alpha I_{K}, \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(I_{H}\right)=\beta I_{K}$, where $\alpha, \beta>0, \alpha+\beta=1$. Let

$$
(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } \quad i=n_{1}+1, \ldots, n,
$$

and one of two equalities

$$
\begin{equation*}
M_{\varphi}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right)=M_{\varphi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n)=M_{\varphi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \tag{10.44}
\end{equation*}
$$

be valid.

## If one of the following conditions

(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone
is satisfied, then

$$
\begin{equation*}
M_{\psi}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right) \leq M_{\psi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n) \leq M_{\psi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \tag{10.45}
\end{equation*}
$$

If one of the following conditions
(ii) $\psi \circ \varphi^{-1}$ is concave and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is convex and $-\psi^{-1}$ is operator monotone
is satisfied, then the reverse inequality is valid in (10.45).
Proof. We prove the case (i) only. Suppose that $\varphi$ is a strictly increasing function. Since $m I_{H} \leq A_{i} \leq M I_{H}, i=1, \ldots, n_{1}$, implies $\varphi(m) I_{K} \leq \varphi\left(A_{i}\right) \leq \varphi(M) I_{K}$, then

$$
(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } \quad i=n_{1}+1, \ldots, n
$$

implies

$$
\begin{equation*}
(\varphi(m), \varphi(M)) \cap\left[\varphi\left(m_{i}\right), \varphi\left(M_{i}\right)\right]=\emptyset \quad \text { for } i=n_{1}+1, \ldots, n \tag{10.46}
\end{equation*}
$$

Also, by using (10.44), we have

$$
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)=\sum_{i=1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)=\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(\varphi\left(A_{i}\right)\right)
$$

Taking into account (10.46) and the above double equality, we obtain by Theorem 10.5

$$
\begin{equation*}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(f\left(\varphi\left(A_{i}\right)\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(f\left(\varphi\left(A_{i}\right)\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(f\left(\varphi\left(A_{i}\right)\right)\right) \tag{10.47}
\end{equation*}
$$

for every continuous convex function $f: J \rightarrow \mathbb{R}$ on an interval $J$ which contains all $\left[\varphi\left(m_{i}\right), \varphi\left(M_{i}\right)\right]=\varphi\left(\left[m_{i}, M_{i}\right]\right), i=1, \ldots, n$.

Also, if $\varphi$ is strictly decreasing, then we check that (10.47) holds for convex $f: J \rightarrow \mathbb{R}$ on $J$ which contains all $\left[\varphi\left(M_{i}\right), \varphi\left(m_{i}\right)\right]=\varphi\left(\left[m_{i}, M_{i}\right]\right)$.

Putting $f=\psi \circ \varphi^{-1}$ in (10.47), we obtain

$$
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(\psi\left(A_{i}\right)\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(\psi\left(A_{i}\right)\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(\psi\left(A_{i}\right)\right) .
$$

Applying an operator monotone function $\psi^{-1}$ on the above double inequality, we obtain the desired inequality (10.45).

Remark 10.6 Let the assumptions of Theorem 10.6 be valid.
(1) We observe that if one of the following conditions
(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(ii) $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone,
is satisfied, then the following obvious inequality (see Remark 10.5 (1))

$$
M_{\varphi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \leq M_{\psi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right)
$$

holds.
(2) We denote by $m_{\varphi}$ and $M_{\varphi}$ the bounds of $M_{\varphi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n)$. If $\left(m_{\varphi}, M_{\varphi}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset$, $i=1, \ldots, n_{1}$, and one of two following conditions
(i) $\psi \circ \varphi^{-1}$ is convex and $\psi^{-1}$ is operator monotone,
(ii) $\psi \circ \varphi^{-1}$ is concave and $-\psi^{-1}$ is operator monotone,
(i') $\psi \circ \varphi^{-1}$ is operator convex and $\psi^{-1}$ is operator monotone,
(ii') $\psi \circ \varphi^{-1}$ is operator concave and $-\psi^{-1}$ is operator monotone,
is satisfied (see Theorem 9.17), then the double inequality (10.45) can be extended from the left side as follows

$$
\begin{aligned}
& M_{\varphi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n)=M_{\varphi}\left(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right) \\
\leq & M_{\psi}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right) \leq M_{\psi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n) \leq M_{\psi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) .
\end{aligned}
$$

(3) If neither assumptions $\left(m_{\psi}, M_{\psi}\right) \cap\left[m_{i}, M_{i}\right]=\emptyset, i=1, \ldots, n_{1}$ nor $\psi \circ \varphi^{-1}$ is operator convex (or operator concave) is satisfied and if $1<n_{1}<n$, then (10.45) can not be extended from the left side by $M_{\varphi}\left(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right)$ as above. It is easy to check it with a counterexample similarly to Example 10.2.

We now give some particular results of interest that can be derived from Theorem 10.6.
Corollary 10.8 Let $\left(A_{1}, \ldots, A_{n}\right)$ and $\left(\Phi_{1}, \ldots, \Phi_{n}\right), m_{i}, M_{i}, m, M, \alpha$ and $\beta$ be as in Theorem 10.6. Let $J$ be an interval which contains all $m_{i}, M_{i}$ and

$$
(m, M) \cap\left[m_{i}, M_{i}\right]=\emptyset \quad \text { for } \quad i=n_{1}+1, \ldots, n .
$$

If one of two equalities

$$
M_{\varphi}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right)=M_{\varphi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n)=M_{\varphi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right)
$$

is valid, then

$$
\begin{equation*}
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right) \leq \sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right) \leq \frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right) \tag{10.48}
\end{equation*}
$$

holds for every continuous strictly monotone function $\varphi: J \rightarrow \mathbb{R}$ such that $\varphi^{-1}$ is convex on J. But, if $\varphi^{-1}$ is concave, then the reverse inequality is valid in (10.48).

On the other hand, if one of two equalities

$$
\frac{1}{\alpha} \sum_{i=1}^{n_{1}} \Phi_{i}\left(A_{i}\right)=\sum_{i=1}^{n} \Phi_{i}\left(A_{i}\right)=\frac{1}{\beta} \sum_{i=n_{1}+1}^{n} \Phi_{i}\left(A_{i}\right)
$$

is valid, then

$$
\begin{equation*}
M_{\varphi}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right) \leq M_{\varphi}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n) \leq M_{\varphi}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \tag{10.49}
\end{equation*}
$$

holds for every continuous strictly monotone function $\varphi: J \rightarrow \mathbb{R}$ such that one of the following conditions
(i) $\varphi$ is convex and $\varphi^{-1}$ is operator monotone,
(i') $\varphi$ is concave and $-\varphi^{-1}$ is operator monotone
is satisfied.
But, if one of the following conditions
(ii) $\varphi$ is concave and $\varphi^{-1}$ is operator monotone,
(ii') $\varphi$ is convex and $-\varphi^{-1}$ is operator monotone,
is satisfied, then the reverse inequality is valid in (10.49).
Proof. The proof of (10.48) follows from Theorem 10.6 by replacing $\psi$ with the identity function, while the proof of (10.49) follows from the same theorem by replacing $\varphi$ with the identity function and $\psi$ with $\varphi$.

As a special case of the quasi-arithmetic mean (10.43) we can study the weighted power mean as follows. For a subset $\left\{A_{p_{1}}, \ldots, A_{p_{2}}\right\}$ of $\left\{A_{1}, \ldots, A_{n}\right\}$ we denote this mean by

$$
M_{r}\left(\gamma, \mathbf{A}, \boldsymbol{\Phi}, p_{1}, p_{2}\right)= \begin{cases}\left(\frac{1}{\gamma} \sum_{i=p_{1}}^{p_{2}} \Phi_{i}\left(A_{i}^{r}\right)\right)^{1 / r}, & r \in \mathbb{R} \backslash\{0\} \\ \exp \left(\frac{1}{\gamma} \sum_{i=p_{1}}^{p_{2}} \Phi_{i}\left(\log \left(A_{i}\right)\right)\right), & r=0\end{cases}
$$

where $\left(A_{p_{1}}, \ldots, A_{p_{2}}\right)$ are strictly positive operators, $\left(\Phi_{p_{1}}, \ldots, \Phi_{p_{2}}\right)$ are positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$ such that $\sum_{i=p_{1}}^{p_{2}} \Phi_{i}\left(I_{H}\right)=\gamma I_{K}$.

We obtain the following corollary by applying Theorem 10.6 to the above mean.
Corollary 10.9 Let $\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of strictly positive operators in $B(H)$ and $\left(\Phi_{1}, \ldots, \Phi_{n}\right)$ be an n-tuple of positive linear mappings $\Phi_{i}: B(H) \rightarrow B(K)$ such that $\sum_{i=1}^{n} \Phi_{i}\left(I_{H}\right)=I_{K}$. Let $m_{i}$ and $M_{i}, 0<m_{i} \leq M_{i}$ be the bounds of $A_{i}, i=1, \ldots, n$. For $1 \leq$ $n_{1}<n$, we denote $m=\min \left\{m_{1}, \ldots, m_{n_{1}}\right\}, M=\max \left\{M_{1}, \ldots, M_{n_{1}}\right\}$ and $\sum_{i=1}^{n_{1}} \Phi_{i}\left(I_{H}\right)=\alpha I_{K}$, $\sum_{i=n_{1}+1}^{n} \Phi_{i}\left(I_{H}\right)=\beta I_{K}$, where $\alpha, \beta>0, \alpha+\beta=1$.
(i) If either $r \leq s, s \geq 1$ or $r \leq s \leq-1$ and also one of two equalities

$$
\begin{equation*}
M_{r}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right)=M_{r}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n)=M_{r}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \tag{10.50}
\end{equation*}
$$

is valid, then

$$
\begin{equation*}
M_{s}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right) \leq M_{s}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n) \leq M_{s}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \tag{10.51}
\end{equation*}
$$

(ii) If either $r \leq s, r \leq-1$ or $1 \leq r \leq s$ and also one of two equalities

$$
M_{s}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right)=M_{s}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n)=M_{s}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right)
$$

is valid, then

$$
\begin{equation*}
M_{r}\left(\alpha, \mathbf{A}, \boldsymbol{\Phi}, 1, n_{1}\right) \geq M_{r}(1, \mathbf{A}, \boldsymbol{\Phi}, 1, n) \geq M_{r}\left(\beta, \mathbf{A}, \boldsymbol{\Phi}, n_{1}+1, n\right) \tag{10.52}
\end{equation*}
$$

Proof. We take $\varphi(t)=t^{r}$ and $\psi(t)=t^{s}$ or $\varphi(t)=t^{s}$ and $\psi(t)=t^{r}$ for $t>0$ and apply Theorem 10.6. We omit the details.

### 10.5 Refinements

In this section we present a refinement of Jensen's inequality (10.18) and a refined the general form of its converses (9.88).

For convenience we introduce the abbreviation

$$
\begin{equation*}
\delta_{f}(m, M):=f(m)+f(M)-2 f\left(\frac{m+M}{2}\right) \tag{10.53}
\end{equation*}
$$

where $f:[m, M] \rightarrow \mathbb{R}, m<M$, is a continue function. It is obvious that, if $f$ is convex (resp. concave) then $\delta_{f} \geq 0$ (resp. $\delta_{f} \leq 0$ ).

To obtain our results we need the following three lemmas.
Lemma 10.1 Let $f$ be a convex function on an interval $J, m, M \in J$ and $p_{1}, p_{2} \in[0,1]$ such that $p_{1}+p_{2}=1$. Then

$$
\begin{array}{r}
\min \left\{p_{1}, p_{2}\right\}\left[f(m)+f(M)-2 f\left(\frac{m+M}{2}\right)\right] \\
\leq p_{1} f(m)+p_{2} f(M)-f\left(p_{1} m+p_{2} M\right) . \tag{10.54}
\end{array}
$$

Proof. These results follows from [208, Theorem 1, p. 717] for $n=2$ and replacing $x_{1}$ and $x_{2}$ with $m$ and $M$, respectively.

Lemma 10.2 Let $x$ be a bounded self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ of operators on some Hilbert space H. If the spectrum of $x$ is in $[m, M]$, for some scalars $m<M$, then

$$
\begin{equation*}
f(x) \leq \frac{M \mathbf{1}_{H}-x}{M-m} f(m)+\frac{x-m \mathbf{1}_{H}}{M-m} f(M)-\delta_{f}(m, M) \bar{x} \tag{10.55}
\end{equation*}
$$

holds for every continuous convex function $f:[m, M] \rightarrow \mathbb{R}$, where $\delta_{f}(m, M)$ is defined by (10.53) and

$$
\bar{x}=\frac{1}{2} \mathbf{1}_{H}-\frac{1}{M-m}\left|x-\frac{m+M}{2} \mathbf{1}_{H}\right| .
$$

If $f$ is concave, then the reverse inequality is valid in (10.55).
Proof. We prove the convex case only. By using (10.54) we get

$$
\begin{equation*}
f\left(p_{1} m+p_{2} M\right) \leq p_{1} f(m)+p_{2} f(M)-\min \left\{p_{1}, p_{2}\right\} \delta_{f}(m, M) \tag{10.56}
\end{equation*}
$$

for every $p_{1}, p_{2} \in[0,1]$ such that $p_{1}+p_{2}=1$. Let functions $p_{1}, p_{2}:[m, M] \rightarrow[0,1]$ be defined by

$$
p_{1}(z)=\frac{M-z}{M-m}, \quad p_{2}(z)=\frac{z-m}{M-m}
$$

Than for any $z \in[m, M]$ we can write

$$
f(z)=f\left(\frac{M-z}{M-m} m+\frac{z-m}{M-m} M\right)=f\left(p_{1}(z) m+p_{2}(z) M\right) .
$$

By using (10.56) we get

$$
\begin{equation*}
f(z) \leq \frac{M-z}{M-m} f(m)+\frac{z-m}{M-m} f(M)-\tilde{z} \delta_{f}(m, M) \tag{10.57}
\end{equation*}
$$

where

$$
\tilde{z}=\frac{1}{2}-\frac{1}{M-m}\left|z-\frac{m+M}{2}\right|,
$$

since

$$
\min \left\{\frac{M-z}{M-m}, \frac{z-m}{M-m}\right\}=\frac{1}{2}-\frac{1}{M-m}\left|z-\frac{m+M}{2}\right|
$$

Finally by utilizing the functional calculus to (10.57) we obtain the desired inequality (10.55).

In the following lemma we present an improvement of the Mond-Pečarić method.
Lemma 10.3 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in an unital $C^{*}$-algebra $\mathscr{A}$ with the spectra in $[m, M], m<M$, defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$ and $\left(\Phi_{t}\right)_{t \in T}$ be an unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Then

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t) \leq \alpha_{f} \int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)+\beta_{f} \mathbf{1}_{K}-\delta_{f} \tilde{x} \leq \alpha_{f} \int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)+\beta_{f} \mathbf{1}_{K} \tag{10.58}
\end{equation*}
$$

for every continuous convex function $f:[m, M] \rightarrow \mathbb{R}$, where $\delta_{f} \equiv \delta_{f}(m, M)$ is defined by (10.53),

$$
\begin{equation*}
\widetilde{x} \equiv \widetilde{x}_{x_{t}, \Phi_{t}}(m, M):=\frac{1}{2} \mathbf{1}_{K}-\frac{1}{M-m} \int_{T} \Phi_{t}\left(\left|x_{t}-\frac{m+M}{2} \mathbf{1}_{H}\right|\right) d \mu(t) \tag{10.59}
\end{equation*}
$$

and $\alpha_{f}=\frac{f(M)-f(m)}{M-m}, \beta_{f}=\frac{M f(m)-m f(M)}{M-m}$ (the same as in Chapter 9).
If $f$ is concave, then the reverse inequality is valid in (10.58).
Proof. We prove the convex case only. Since $\operatorname{Sp}\left(x_{t}\right) \subseteq[m, M]$, then by utilizing the functional calculus to (10.57) in Lemma 10.2, we obtain

$$
f\left(x_{t}\right) \leq \frac{M-x_{t}}{M-m} f(m)+\frac{x_{t}-m}{M-m} f(M)-\widetilde{x}_{t} \delta_{f}(m, M)
$$

where

$$
\widetilde{x}_{t}=\frac{1}{2} \mathbf{1}_{H}-\frac{1}{M-m}\left|x_{t}-\frac{m+M}{2} \mathbf{1}_{H}\right|
$$

Applying a positive linear mapping $\Phi_{t}$, integrating and using that $\int_{T} \Phi_{t}\left(\mathbf{1}_{H}\right) d \mu(t)=\mathbf{1}_{K}$, we get the first inequality in (10.58), since

$$
\int_{T} \Phi_{t}\left(\widetilde{x}_{t}\right) d \mu(t)=\frac{1}{2} \mathbf{1}_{K}-\frac{1}{M-m} \int_{T} \Phi_{t}\left(\left|x_{t}-\frac{m+M}{2} \mathbf{1}_{H}\right|\right) d \mu(t)=\widetilde{x}
$$

Also, $m \mathbf{1}_{H} \leq x_{t} \leq M \mathbf{1}_{H}, t \in T$, implies $\int_{T} \boldsymbol{\Phi}_{t}\left(\left|x_{t}-\frac{m+M}{2} \mathbf{1}_{H}\right|\right) d \mu(t) \leq \frac{M-m}{2} \mathbf{1}_{K}$. It follows $\widetilde{x} \geq 0$. Then the second inequality in (10.58) holds, since $\delta_{f} \tilde{x} \geq 0$.

Now, we present a refinement of Jensen's inequality.
Theorem 10.7 Let $\left(x_{t}\right)_{t \in T}$ be a bounded continuous field of self-adjoint elements in a unital $C^{*}$-algebra $\mathscr{A}$ defined on a locally compact Hausdorff space $T$ equipped with a bounded Radon measure $\mu$. Let $m_{t}$ and $M_{t}, m_{t} \leq M_{t}$, be the bounds of $x_{t}, t \in T$. Let $\left(\Phi_{t}\right)_{t \in T}$ be a unital field of positive linear mappings $\Phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ from $\mathscr{A}$ to another unital $C^{*}$-algebra $\mathscr{B}$. Let

$$
\left(m_{x}, M_{x}\right) \cap\left[m_{t}, M_{t}\right]=\emptyset, \quad t \in T, \quad \text { and } \quad m<M,
$$

where $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of the operator $x=\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)$ and

$$
a=\sup \left\{M_{t}: M_{t} \leq m_{x}, t \in T\right\}, \quad b=\inf \left\{m_{t}: m_{t} \geq M_{x}, t \in T\right\}
$$

If $f: J \rightarrow \mathbb{R}$ is a continuous convex function provided that the interval $J$ contains all $m_{t}, M_{t}$, then

$$
\begin{equation*}
f\left(\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)\right) \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t)-\delta_{f}(\bar{m}, \bar{M}) \bar{x} \leq \int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t) \tag{10.60}
\end{equation*}
$$

holds, where $\delta_{f}(\bar{m}, \bar{M})$ is defined by (10.53),

$$
\begin{equation*}
\bar{x} \equiv \bar{x}_{x}(\bar{m}, \bar{M}):=\frac{1}{2} \mathbf{1}_{K}-\frac{1}{\bar{M}-\bar{m}}\left|x-\frac{\bar{m}+\bar{M}}{2} \mathbf{1}_{K}\right| \tag{10.61}
\end{equation*}
$$

and $\bar{m} \in\left[a, m_{x}\right], \bar{M} \in\left[M_{x}, b\right], \bar{m}<\bar{M}$, are arbitrary numbers. If $f$ is concave, then the reverse inequality is valid in (10.60).

Proof. We prove only the convex case. Since $x=\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t) \in \mathscr{B}$ is the selfadjoint elements such that $\bar{m} \mathbf{1}_{K} \leq m_{x} \mathbf{1}_{K} \leq \int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t) \leq M_{x} \mathbf{1}_{K} \leq \bar{M} \mathbf{1}_{K}$ and $f$ is convex on $[\bar{m}, \bar{M}] \subseteq J$, then by Lemma 10.2 we obtain
$f\left(\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)\right) \leq \frac{\bar{M} \mathbf{1}_{K}-\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)}{\bar{M}-\bar{m}} f(\bar{m})+\frac{\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)-\bar{m} \mathbf{1}_{K}}{\bar{M}-\bar{m}} f(\bar{M})-\delta_{f} \bar{x}$,
where $\delta_{f} \equiv \delta_{f}(\bar{m}, \bar{M})$ and $\bar{x}$ are defined by (10.53) and (10.61), respectively. On the other hand, since $\left(m_{x}, M_{x}\right) \cap\left[m_{t}, M_{t}\right]=\emptyset$ implies $(\bar{m}, \bar{M}) \cap\left[m_{t}, M_{t}\right]=\emptyset$ and $f$ is convex on $\left[m_{t}, M_{t}\right]$, then

$$
f\left(x_{t}\right) \geq \frac{\bar{M} \mathbf{1}_{H}-x_{t}}{\bar{M}-\bar{m}} f(\bar{m})+\frac{x_{t}-\bar{m} \mathbf{1}_{H}}{\bar{M}-\bar{m}} f(\bar{M}), \quad t \in T
$$

Applying a positive linear mapping $\Phi_{t}$, integrating and adding $-\delta_{f} \bar{x}$, we obtain

$$
\begin{equation*}
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t)-\delta_{f} \bar{x} \geq \frac{\bar{M} \mathbf{1}_{K}-\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)}{\bar{M}-\bar{m}} f(\bar{m})+\frac{\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)-\bar{m} \mathbf{1}_{K}}{\bar{M}-\bar{m}} f(\bar{M})-\delta_{f} \bar{x} \tag{10.63}
\end{equation*}
$$

Combining two inequalities (10.62) and (10.63), we have LHS of (10.60). Also, since $\delta_{f} \geq 0$ and $\bar{x} \geq 0$, we have RHS of (10.60).

Finally, we present a refinement of (9.88).
Theorem 10.8 Let $\left(x_{t}\right)_{t \in T},\left(\Phi_{t}\right)_{t \in T}, m, M, \delta_{f}(m, M), \widetilde{x}, \alpha_{f}$ and $\beta_{f}$ be as in Lemma 10.3. Let $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of the operator $x=\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)$, and $m_{\tilde{x}}$ be the lower bound of the operator $\widetilde{x}$.

Let $f:[m, M] \rightarrow \mathbb{R}, g:\left[m_{x}, M_{x}\right] \rightarrow \mathbb{R}, F: U \times V \rightarrow \mathbb{R}$, where $f([m, M]) \subseteq U, g\left(\left[m_{x}, M_{x}\right]\right) \subseteq$ $V$ and $F$ be bounded. If $f$ is convex and $F$ is operator monotone in the first variable, then

$$
\begin{align*}
& F\left[\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t), g\left(\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)\right)\right] \\
& \leq F\left[\alpha_{f} x+\beta_{f}-\delta_{f}(m, M) \widetilde{x}, g\left(\int_{T} \Phi_{t}\left(x_{t}\right) d \mu(t)\right)\right]  \tag{10.64}\\
& \leq \sup _{m_{x} \leq z \leq M_{x}} F\left[\alpha_{f} z+\beta_{f}-\delta_{f}(m, M) m_{\widetilde{x}}, g(z)\right] \mathbf{1}_{K} \leq \sup _{m_{x} \leq z \leq M_{x}} F\left[\alpha_{f} z+\beta_{f}, g(z)\right] \mathbf{1}_{K}
\end{align*}
$$

If $f$ is concave, then the opposite inequalities are valid in (10.64) with inf instead of sup.

Proof. We only prove the case when $f$ is convex. Then $\delta_{f}(m, M) \geq 0$ implies $0 \leq$ $\delta_{f}(m, M) m_{\tilde{x}} \mathbf{1}_{K} \leq \delta_{f}(m, M) \widetilde{x}$. By using (10.58) it follows

$$
\int_{T} \Phi_{t}\left(f\left(x_{t}\right)\right) d \mu(t) \leq \alpha_{f} x+\beta_{f}-\delta_{f}(m, M) \tilde{x} \leq \alpha_{f} x+\beta_{f}-\delta_{f}(m, M) m_{\tilde{x}} \mathbf{1}_{K} \leq \alpha_{f} x+\beta_{f}
$$

Taking into account operator monotonicity of $F(\cdot, v)$ in the first variable, we obtain (10.64).

Example 10.4 We give examples for the matrix cases and $T=\{1,2\}$. We put $F(u, v)=$ $u-v, f(t)=t^{4}$ which is convex but not operator convex, and $g \equiv f$. As a special case of (10.64), we have
$\Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right) \leq\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4}+\bar{C} I_{2}-\delta_{f}(m, M) \widetilde{X} \leq\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4}+\bar{C} I_{2}$,
$(10.65)$
where

$$
\bar{C}=\max _{m_{x} \leq z \leq M_{x}}\left\{\frac{M^{4}-m^{4}}{M-m} z+\frac{M m^{4}-m M^{4}}{M-m}-z^{4}\right\}
$$

Also, we define mappings $\Phi_{1}, \Phi_{2}: M_{3}(\mathbb{C}) \rightarrow M_{2}(\mathbb{C}): \Phi_{1}\left(\left(a_{i j}\right)_{1 \leq i, j \leq 3}\right)=\frac{1}{2}\left(a_{i j}\right)_{1 \leq i, j \leq 2}$, $\Phi_{2} \equiv \Phi_{1}$.
I) First, we observe an example without the spectra condition. Then we obtain a refined inequality (10.65), but Jensen's inequality doesn't hold.

$$
\text { If } \quad X_{1}=2\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 1
\end{array}\right) \quad \text { and } \quad X_{2}=2\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \text { then } X=2\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

and $m_{1}=-1.604, M_{1}=4.494, m_{2}=0, M_{2}=2, m=-1.604, M=4.494$ (rounded to three decimal places). We have

$$
\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4}=\left(\begin{array}{cc}
16 & 0 \\
0 & 0
\end{array}\right) \not \equiv\left(\begin{array}{cc}
80 & 40 \\
40 & 24
\end{array}\right)=\Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right)
$$

and

$$
\begin{aligned}
& \left(\begin{array}{ll}
80 & 40 \\
40 & 24
\end{array}\right)=\Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right) \\
< & \left(\begin{array}{cc}
111.742 & 39.327 \\
39.327 & 142.858
\end{array}\right)=\Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right)+\bar{C} I_{2}-\delta_{f} \widetilde{X} \\
< & \left(\begin{array}{cc}
243.758 & 0 \\
0 & 227.758
\end{array}\right)=\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4}+\bar{C} I_{2},
\end{aligned}
$$

since $\bar{C}=227.758, \delta_{f}=405.762, \widetilde{X}=\left(\begin{array}{cc}0.325 & -0.097 \\ -0.097 & 0.2092\end{array}\right)$
II) Next, we observe an example with the spectra condition. Then we obtain a series of inequalities involving the refined Jensen's inequality:

$$
\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4} \leq \Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right)-\delta_{f}(\bar{m}, \bar{M}) \bar{X} \leq \Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right)
$$

and its converse (10.65).

$$
\text { If } X_{1}=\left(\begin{array}{ccc}
-4 & 1 & 1 \\
1 & -2 & -1 \\
1 & -1 & -1
\end{array}\right) \text { and } X_{2}=\left(\begin{array}{ccc}
5 & -1 & -1 \\
-1 & 2 & 1 \\
-1 & 1 & 3
\end{array}\right) \text {, then } X=\frac{1}{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

and $m_{1}=-4.866, M_{1}=-0.345, m_{2}=1.345, M_{2}=5.866, m=-4.866, M=5.866$, $a=-0.345, b=1.345$ and we put $\bar{m}=a, \bar{M}=b$ (rounded to three decimal places). We have

$$
\begin{aligned}
& \left(\begin{array}{cc}
0.0625 & 0 \\
0 & 0
\end{array}\right)=\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4} \\
< & \left(\begin{array}{cc}
639.921 & -255 \\
-255 & 117.856
\end{array}\right)=\Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right)-\delta_{f}(a, b) \bar{X} \\
< & \left(\begin{array}{cc}
641.5 & -255 \\
-255 & 118.5
\end{array}\right)=\Phi_{1}\left(X_{1}^{4}\right)+\Phi_{2}\left(X_{2}^{4}\right) \\
< & \left(\begin{array}{cc}
731.649 & -162.575 \\
-162.575 & 325.15
\end{array}\right)=\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4}+\bar{C} I_{2}-\delta_{f}(m, M) \widetilde{X} \\
< & \left(\begin{array}{cc}
872.471 & 0 \\
0 & 872.409
\end{array}\right)=\left(\Phi_{1}\left(X_{1}\right)+\Phi_{2}\left(X_{2}\right)\right)^{4}+\bar{C} I_{2},
\end{aligned}
$$

since $\delta_{f}(a, b)=3.158, \bar{X}=\left(\begin{array}{cc}0.5 & 0 \\ 0 & 0.204\end{array}\right), \delta_{f}(m, M)=1744.82, \widetilde{X}=\left(\begin{array}{cc}0.325 & -0.097 \\ -0.097 & 0.2092\end{array}\right)$ and $\bar{C}=872.409$.

### 10.6 Notes

The idea of Jensen's inequality without operator convexity is given by Mićić, Pavić and Pečarić [187]. The application on the power operator means is presented in [188]. Extensions of the previous results are given by the same authors in [190]. A refinement of Jensen's inequality and its converses based on research by Mićić, Pečarić and J. Perić is presented in Section 10.5. The interested reader can find additional results in [186, 194, 195, 196].

## Chapter

## Bohr's Inequality

The classical inequality of Bohr says that $|a+b|^{2} \leq p|a|^{2}+q|b|^{2}$ for all scalars $a, b$ and $p, q>0$ with $1 / p+1 / q=1$. The equality holds if and only if $(p-1) a=b$.

In this chapter, we observe some operator versions of Bohr's inequality. Using a general result involving matrix ordering, we derive several inequalities of Bohr's type. Furthermore, we present an approach to Bohr's inequality based on a generalization of the parallelogram theorem with absolute values of operators. Finally, applying Jensen's operator inequality we get a generalization of Bohr's inequality.

### 11.1 Bohr's inequalities for operators

Let $H$ be a complex separable Hilbert space and $B(H)$ the algebra of all bounded operators on $H$. The absolute value of $A \in B(H)$ is denoted by $|A|=\left(A^{*} A\right)^{1 / 2}$.

The classical inequality of Bohr [24] says that

$$
|a+b|^{2} \leq p|a|^{2}+q|b|^{2}
$$

for all scalars $a, b$ and $p, q>0$ with $1 / p+1 / q=1$. The equality holds if and only if $(p-1) a=b$.

For this, Hirzallah [145] proposed an operator version of Bohr's inequality:

Theorem 11.1 If $A$ and $B$ are operators on a Hilbert space, and $q \geq p>0$ satisfy $1 / p+$ $1 / q=1$, then

$$
|A-B|^{2}+|(p-1) A+B|^{2} \leq p|A|^{2}+q|B|^{2} .
$$

Afterwards, several authors have presented generalizations of Bohr's inequality.
Theorem 11.2 If $A, B \in B(H), \frac{1}{p}+\frac{1}{q}=1$, and $1<p \leq 2$, i.e. $q \geq p>1$, then
(i) $|A-B|^{2}+|(p-1) A+B|^{2} \leq p|A|^{2}+q|B|^{2}$,
(ii) $|A-B|^{2}+|A+(q-1) B|^{2} \geq p|A|^{2}+q|B|^{2}$.

On the other hand, if $p<1$, then
(iii) $|A-B|^{2}+|(p-1) A+B|^{2} \geq p|A|^{2}+q|B|^{2}$.

Theorem 11.3 If $A, B \in B(H)$ and $|\alpha| \geq|\beta|$, then

$$
|A-B|^{2}+\frac{1}{|\alpha|^{2}}| | \beta|A+|\alpha| B|^{2} \leq\left(1+\frac{|\beta|}{|\alpha|}\right)|A|^{2}+\left(1+\frac{|\alpha|}{|\beta|}\right)|B|^{2} .
$$

We note that it unifies the following inequalities:
(i) If $\alpha \geq|\beta|=-\beta$, then

$$
|A-B|^{2}+\left|\frac{|\beta|}{\alpha} A+B\right|^{2} \leq\left(1+\frac{|\beta|}{\alpha}\right)|A|^{2}+\left(1+\frac{\alpha}{|\beta|}\right)|B|^{2} .
$$

(ii) If $0<\alpha \leq-\beta$, then

$$
|A-B|^{2}+\left|\frac{\alpha}{|\beta|} A+B\right|^{2} \leq\left(1+\frac{\alpha}{|\beta|}\right)|A|^{2}+\left(1+\frac{|\beta|}{\alpha}\right)|B|^{2} .
$$

Next we state Bohr's inequalities for multi-operators.
Theorem 11.4 Suppose that $A_{i} \in B(H)$, and $r_{i} \geq 1$ for $i=1,2, \cdots, n$ with $\sum_{i=1}^{n} \frac{1}{r_{i}}=1$. Then

$$
\left|\sum_{i=1}^{n} A_{i}\right|^{2} \leq \sum_{i=1}^{n} r_{i}\left|A_{i}\right|^{2}
$$

In other words, it says that $K(z)=|z|^{2}$ satisfies Jensen's (operator) inequality:

$$
K\left(\sum_{i=1}^{n} t_{i} A_{i}\right) \leq \sum_{i=1}^{n} t_{i} K\left(A_{i}\right)
$$

holds for $t_{1}, \cdots, t_{n}>0$ with $\sum_{i=1}^{n} t_{i}=1$.

### 11.2 Matrix approach to Bohr's inequalities

In this section, we present an approach to Bohr's inequalities by the use of the matrix order.
For this, we introduce two notations: For $x=\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{R}^{n}$, we define an $n \times n$ matrix $\Lambda(x)=x^{*} x=\left(x_{i} x_{j}\right)$ and $D(x)=\operatorname{diag}\left(x_{1}, \cdots, x_{n}\right)$.

Theorem 11.5 If $\Lambda(a)+\Lambda(b) \leq D(c)$ for $a, b, c \in \mathbb{R}^{n}$, then

$$
\left|\sum_{i=1}^{n} a_{i} A_{i}\right|^{2}+\left|\sum_{i=1}^{n} b_{i} A_{i}\right|^{2} \leq \sum_{i=1}^{n} c_{i}\left|A_{i}\right|^{2}
$$

for arbitrary n-tuple $\left(A_{i}\right)$ in $B(H)$. Incidentally, the statement is correct even if the order is replaced by the reverse.

Proof. We define a positive mapping $\Phi$ of $B(H)^{n}$ to $B(H)$ by

$$
\Phi(X)=\left(A_{1}^{*} \cdots A_{n}^{*}\right) X^{T}\left(A_{1} \cdots A_{n}\right)
$$

where ${ }^{T}$ denotes the transpose operation. Since $\Lambda(a)=\left(a_{1}, \cdots, a_{n}\right)^{T}\left(a_{1}, \cdots, a_{n}\right)$, we have

$$
\Phi(\Lambda(a))=\left(\sum_{i=1}^{n} a_{i} A_{i}\right)^{*}\left(\sum_{i=1}^{n} a_{i} A_{i}\right)=\left|\sum_{i=1}^{n} a_{i} A_{i}\right|^{2}
$$

so that

$$
\left|\sum_{i=1}^{n} a_{i} A_{i}\right|^{2}+\left|\sum_{i=1}^{n} b_{i} A_{i}\right|^{2}=\Phi(\Lambda(a)+\Lambda(b)) \leq \Phi(D(c))=\sum_{i=1}^{n} c_{i}\left|A_{i}\right|^{2} .
$$

The additional part is easily shown by the same way.
The meaning of Theorem 11.5 will be well explained in the following theorem.
Theorem 11.6 Let $t \in \mathbb{R}$.
(i) If $0<t \leq 1$, then $|A \mp B|^{2}+|t A \pm B|^{2} \leq(1+t)|A|^{2}+\left(1+\frac{1}{t}\right)|B|^{2}$.
(ii) If $t \geq 1$ or $t<0$, then $|A \mp B|^{2}+|t A \pm B|^{2} \geq(1+t)|A|^{2}+\left(1+\frac{1}{t}\right)|B|^{2}$.

Proof. We apply Theorem 11.5 to $a=(1, \mp 1), b=(t, \pm 1)$ and $c=(1+t, 1+1 / t)$. Then we consider the order between corresponding matrices:

$$
T=\left(\begin{array}{cc}
1+t & 0 \\
0 & 1+\frac{1}{t}
\end{array}\right)-\left(\begin{array}{cc}
1 & \mp 1 \\
\mp 1 & 1
\end{array}\right)-\left(\begin{array}{cc}
t^{2} & \pm t \\
\pm t & 1
\end{array}\right)=(1-t)\left(\begin{array}{cc}
t & \pm 1 \\
\pm 1 & \frac{1}{t}
\end{array}\right)
$$

Since $\operatorname{det}(T)=0, T$ is positive semidefinite (resp. negative semidefinite) if $0<t<1$ (resp. $t>1$ or $t<0$ ).

Remark 11.1 It is important that all of theorems cited in Section 11.1 follow from Theorem 11.6 easily. For instance, for (i) and (iii) of Theorem 11.2, we take $t=p-1$. For (ii), we take $t=q-1$ and permute $A$ and B. Also, Theorem 11.3 follows taking $t=|\beta| /|\alpha|$.

As another application of Theorem 11.5, we give a proof of Theorem 11.4.
Proof of Theorem 11.4. We check the order between the corresponding matrices $D=$ $\operatorname{diag}\left(r_{1}, \cdots, r_{n}\right)$ and $C=\left(c_{i j}\right)$ where $c_{i j}=1$. All principal minors of $D-C$ are nonnegative and it follows that $C \leq D$. Really, for natural numbers $k \leq n$, put $D_{k}=\operatorname{diag}\left(r_{i_{1}}, \cdots, r_{i_{k}}\right)$, $C_{k}=\left(c_{i j}\right)$ with $c_{i j}=1, i, j=1, \ldots, k$ and $R_{k}=\sum_{j=1}^{k} 1 / r_{i_{j}}$ where $1 \leq r_{i_{1}}<\cdots<r_{i_{k}} \leq n$. Then

$$
\operatorname{det}\left(D_{k}-C_{k}\right)=\left(r_{i_{1}} \cdots \cdot r_{i_{k}}\right)\left(1-R_{k}\right) \geq 0 \quad \text { for arbitrary } k \leq n
$$

Hence we have the conclusion by Theorem 11.5.
In the remainder, we cite additional results obtained by Theorem 11.5.
Corollary 11.1 If $a=\left(a_{1}, a_{2}\right), b=\left(b_{1}, b_{2}\right)$ and $p=\left(p_{1}, p_{2}\right)$ satisfy

$$
p_{1} \geq a_{1}^{2}+b_{1}^{2}, \quad p_{2} \geq a_{2}^{2}+b_{2}^{2}, \quad\left(p_{1}-\left(a_{1}^{2}+b_{1}^{2}\right)\right)\left(p_{2}-\left(a_{2}^{2}+b_{2}^{2}\right)\right) \geq\left(a_{1} a_{2}+b_{1} b_{2}\right)^{2}
$$

then

$$
\left|a_{1} A+a_{2} B\right|^{2}+\left|b_{1} A+b_{2} B\right|^{2} \leq p_{1}|A|^{2}+p_{2}|B|^{2}
$$

holds all $A, B \in B(H)$.
Proof. Since the assumption of the above is nothing but the matrix inequality $\Lambda(a)+$ $\Lambda(b) \leq D(p)$, Theorem 11.5 implies the conclusion.

Finally, we remark the monotonicity of the operator function $F(a)=\left|\sum_{i=1}^{n} a_{i} A_{i}\right|^{2}$.
Corollary 11.2 For a fixed n-tuple $\left(A_{i}\right)$ in $B(H)$, the operator function $F(a)=\left|\sum_{i=1}^{n} a_{i} A_{i}\right|^{2}$ for $a=\left(a_{1}, \cdots, a_{n}\right)$ is order preserving, that is,

$$
\text { if } \quad \Lambda(a) \leq \Lambda(b), \quad \text { then } \quad F(a) \leq F(b)
$$

Proof. We prove this putting $F(a)=\Phi\left(a^{*} a\right)$, where $\Phi$ is a positive linear mapping as in the proof of Theorem 11.5.
Corollary 11.3 If $a=\left(a_{1}, a_{2}, a_{3}\right)$ and $b=\left(b_{1}, b_{2}, b_{3}\right)$ satisfy $\left|a_{i}\right| \leq\left|b_{i}\right|$ for $i=1,2,3$ and $a_{i} b_{j}=a_{j} b_{i}$ for $i \neq j$, then $F(a) \leq F(b)$.

Proof. It follows from assumptions that if $i \neq l$ and $j \neq k$, then

$$
\left|\begin{array}{ll}
a_{i} a_{j}-b_{i} b_{j} & a_{i} a_{k}-b_{i} b_{k} \\
a_{l} a_{j}-b_{l} b_{j} & a_{l} a_{k}-b_{l} b_{k}
\end{array}\right|=a_{k} b_{j}\left(a_{i} b_{l}-b_{i} a_{l}\right)+a_{j} b_{k}\left(b_{i} a_{l}-a_{i} b_{l}\right)=0 .
$$

This means that all 2nd principal minors of $\Lambda(b)-\Lambda(a)$ are zero. It follows that $\operatorname{det}(\Lambda(b)-$ $\Lambda(a))=0$. Since the diagonal elements satisfy $\left|a_{i}\right| \leq\left|b_{i}\right|$ for $i=1,2,3$, we have the matrix inequality $\Lambda(a) \leq \Lambda(b)$. Now it is sufficient to apply Corollary 11.2.

### 11.3 Generalized parallelogram law for operators

Next we give another approach to Bohr's inequality. In our frame, the following generalization of the parallelogram law easily implies Theorem 11.6 which covers many previous results as discussed in the preceding section.

Theorem 11.7 If $A$ and $B$ are operators on a Hilbert space and $t \neq 0$, then

$$
|A+B|^{2}+\frac{1}{t}|t A-B|^{2}=(1+t)|A|^{2}+\left(1+\frac{1}{t}\right)|B|^{2}
$$

Proof. It is easily checked that

$$
\begin{aligned}
& |A+B|^{2}+\frac{1}{t}|t A-B|^{2} \\
= & |A|^{2}+|B|^{2}+A^{*} B+B^{*} A+t|A|^{2}+\frac{1}{t}|B|^{2}-A^{*} B-B^{*} A \\
= & (1+t)|A|^{2}+\left(1+\frac{1}{t}\right)|B|^{2} .
\end{aligned}
$$

Remark 11.2 We immediately obtain Theorem 11.6 by noting the condition of $t$ in Theorem 11.7. This means that Theorems 11.1 and 11.2 also follow from Theorem 11.7 .

Next we extend Theorem 11.7 for several operators.
Theorem 11.8 Suppose that $A_{i} \in B(H)$ and $r_{i} \geq 1$ with $\sum_{i=1}^{n} \frac{1}{r_{i}}=1$ for $i=1,2, \ldots, n$. Then

$$
\sum_{i=1}^{n} r_{i}\left|A_{i}\right|^{2}-\left|\sum_{i=1}^{n} A_{i}\right|^{2}=\sum_{1 \leq i<j \leq n}\left|\sqrt{\frac{r_{i}}{r_{j}}} A_{i}-\sqrt{\frac{r_{j}}{r_{i}}} A_{j}\right|^{2}
$$

Proof. We show it by the induction on $n$. Note that it is true for $n=2$ by Theorem 11.7, because it is expressed as follows: Let $A_{i} \in B(H)$ and $r_{i} \geq 1$ for $i=1,2$ satisfying $\frac{1}{r_{1}}+\frac{1}{r_{2}}=1$. Then

$$
r_{1}\left|A_{1}\right|^{2}+r_{2}\left|A_{2}\right|^{2}-\left|A_{1}+A_{2}\right|^{2}=\left|\sqrt{\frac{r_{1}}{r_{2}}} A_{1}-\sqrt{\frac{r_{2}}{r_{1}}} A_{2}\right|^{2}
$$

Now suppose that it is true for $n=k$, then we take $A_{1}, \cdots, A_{k+1} \in B(H)$ and $r_{1}, \cdots, r_{k+1}>1$ satisfying $\sum_{i=1}^{k+1} \frac{1}{r_{i}}=1$. Here we put $r_{i}^{\prime}=r_{i}\left(1-\frac{1}{r_{k+1}}\right)$ for $i=1, \cdots, k$ and $B=\sum_{i=1}^{k} A_{i}$ for convenience, then $r_{i}^{\prime}>1$ and $\sum_{i=1}^{k} \frac{1}{r_{i}^{\prime}}=1$. Hence we have

$$
\begin{aligned}
& \sum_{i=1}^{k+1} r_{i}\left|A_{i}\right|^{2}-\left|\sum_{i=1}^{k+1} A_{i}\right|^{2} \\
& =\sum_{i=1}^{k} r_{i}\left|A_{i}\right|^{2}+r_{k+1}\left|A_{k+1}\right|^{2}-\left|\sum_{i=1}^{k} A_{i}+A_{k+1}\right|^{2} \\
& =\left(1-\frac{1}{r_{k+1}}\right) \sum_{i=1}^{k} r_{i}\left|A_{i}\right|^{2}-|B|^{2}+\left(r_{k+1}-1\right)\left|A_{k+1}\right|^{2}+\frac{1}{r_{k+1}} \sum_{i=1}^{k} r_{i}\left|A_{i}\right|^{2}-B^{*} A_{k+1}-A_{k+1}^{*} B \\
& =\left(\sum_{i=1}^{k} r_{i}^{\prime}\left|A_{i}\right|^{2}-|B|^{2}\right)+\sum_{i=1}^{k} \frac{r_{i}}{r_{k+1}}\left|A_{i}\right|^{2}-B^{*} A_{k+1}-A_{k+1}^{*} B+\left(r_{k+1}-1\right)\left|A_{k+1}\right|^{2} \\
& =\sum_{1 \leq i<j \leq k}\left|\sqrt{\frac{r_{i}}{r_{j}}} A_{i}-\sqrt{\frac{r_{j}}{r_{i}}} A_{j}\right|^{2}+\sum_{i=1}^{k} \frac{r_{i}}{r_{k+1}}\left|A_{i}\right|^{2}-B^{*} A_{k+1}-A_{k+1}^{*} B+\sum_{i=1}^{k} \frac{r_{k+1}}{r_{i}}\left|A_{k+1}\right|^{2} \\
& =\sum_{1 \leq i<j \leq k}\left|\sqrt{\frac{r_{i}}{r_{j}}} A_{i}-\sqrt{\frac{r_{j}}{r_{i}}} A_{j}\right|^{2}+\sum_{i=1}^{k+1}\left|\sqrt{\frac{r_{i}}{r_{k+1}}} A_{i}-\sqrt{\frac{r_{k+1}}{r_{i}}} A_{k+1}\right|^{2} \\
& =\sum_{1 \leq i<j \leq k+1}\left|\sqrt{\frac{r_{i}}{r_{j}}} A_{i}-\sqrt{\frac{r_{j}}{r_{i}}} A_{j}\right|^{2} .
\end{aligned}
$$

Therefore, the required equality holds for all $n \in \mathbb{N}$.
Remark 11.3 Theorem 11.4 is an easy consequence of Theorem 11.8.
Incidentally, we note that the condition $r_{i} \geq 1$ in Theorem 11.8 is not necessary. As a matter of fact, we can show the following.
Corollary 11.4 Let $A_{i} \in B(H)$ and $r_{i} \neq 0$ for $i=1,2, \ldots, n$ with $\sum_{i=1}^{n} \frac{1}{r_{i}}=1$. Then

$$
\sum_{i=1}^{n} r_{i}\left|A_{i}\right|^{2}-\left|\sum_{i=1}^{n} A_{i}\right|^{2}=\sum_{1 \leq i \leq j \leq n} \frac{r_{j}}{r_{i}}\left|\frac{r_{i}}{r_{j}} A_{i}-A_{j}\right|^{2}
$$

### 11.4 The Dunkl-Williams inequality

Dunkl and Williams showed that

$$
\left\|\frac{x}{\|x\|}-\frac{y}{\|y\|}\right\| \leq \frac{4\|x-y\|}{\|x\|+\|y\|}
$$

for every nonzero element $x, y$ in a normed linear space.

Pečarić and Rajić gave the following refinement: For every nonzero element $x, y$ in a normed linear space $X$

$$
\left\|\frac{x}{\|x\|}-\frac{y}{\|y\|}\right\| \leq \frac{\sqrt{2\|x-y\|^{2}+2(\|x\|-\|y\|)^{2}}}{\max \{\|x\|,\|y\|\}}
$$

Furthermore they generalized it to an operator inequality as follow:
Theorem 11.9 Let $A, B \in B(H)$ be operators where $|A|$ and $|B|$ are invertible, and let $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$.

$$
\left.|A| A\right|^{-1}-\left.B|B|^{-1}\right|^{2} \leq|A|^{-1}\left(p|A-B|^{2}+q(|A|-|B|)^{2}\right)|A|^{-1}
$$

The equality holds if and only if

$$
p(A-B)|A|^{-1}=q B\left(|A|^{-1}-|B|^{-1}\right) .
$$

Very recently, Saito-Tominaga improved Theorem 11.9 without the assumption of the invertibility of the absolute value of operators.

Theorem 11.10 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$, and let $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$. Then

$$
|(U-V)| A\left|\left.\right|^{2} \leq p\right| A-\left.B\right|^{2}+q(|A|-|B|)^{2} .
$$

The equality holds if and only if

$$
p(A-B)=q V(|B|-|A|) \quad \text { and } \quad V^{*} V \geq U^{*} U
$$

In this section, we consider the Dunkl-Williams inequality for operators as an application of generalized parallelogram law of operators in Theorem 11.7:

$$
|A-B|^{2}+\frac{1}{t}|t A+B|^{2}=(1+t)|A|^{2}+\left(1+\frac{1}{t}\right)|B|^{2}
$$

for any nonzero $t \in \mathbb{R}$.
The following lemma follows from it easily.
Lemma 11.1 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$. Then for each $t>0$

$$
|A-B|^{2} \leq(1+t)|A|^{2}+\left(1+\frac{1}{t}\right)|B|^{2} .
$$

The equality holds for $t$ if and only if $t A+B=0$.

We prepare another lemma.
Lemma 11.2 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$ and $t>0$. If $t(A-B)+V(|A|-|B|)=0$ is satisfied, then

$$
t|A-B|^{2} \leq|A|^{2}-|B|^{2}
$$

and so $|A| \geq|B|$ and $U^{*} U \geq V^{*} V$.
In addition, if $U^{*} U=\overline{V^{*}} V$, then $t|A-B|^{2}=|A|^{2}-|B|^{2}$.
Proof. Since $t A-(t+1) B=-V|A|$ by the assumption, we have

$$
|t A-(t+1) B|^{2}=|A| V^{*} V|A| .
$$

Adding $t|A|^{2}-(t+1)|B|^{2}$ to both sides, it follows that

$$
t(t+1)|A-B|^{2}=|A| V^{*} V|A|+t|A|^{2}-(t+1)|B|^{2} \leq(t+1)\left(|A|^{2}-|B|^{2}\right)
$$

so that

$$
0 \leq t|A-B|^{2} \leq|A|^{2}-|B|^{2}
$$

Hence it follows that $|A| \geq|B|$ and $U^{*} U \geq V^{*} V$. Moreover, if $U^{*} U=V^{*} V$ is assumed, then $V^{*} V|A|=|A|$ and so

$$
t|A-B|^{2}=|A|^{2}-|B|^{2}
$$

The following theorem is proved by the lemmas cited above, and it changes to Theorem 11.10 by taking $t=p-1$.

Theorem 11.11 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$, and $t>0$. Then

$$
|(U-V)| A\left|\left.\right|^{2} \leq(t+1)\right| A-\left.B\right|^{2}+\left(1+\frac{1}{t}\right)(|A|-|B|)^{2} .
$$

The equality holds if and only if

$$
t(A-B)=V(|B|-|A|) \quad \text { and } \quad V^{*} V=U^{*} U
$$

Proof. We replace $A$ and $B$ in Lemma 11.1 by $A-B$ and $V(|A|-|B|)$, respectively. Then we have the required inequality, and the condition for which the equality holds is that

$$
t(A-B)=V(|B|-|A|) \quad \text { and } \quad V^{*} V=U^{*} U
$$

The latter in above is equivalent to $|A| V^{*} V|A|=|A|^{2}$, that is, $V^{*} V \geq U^{*} U$. By the help of Lemma 11.2, it becomes $V^{*} V=U^{*} U$.

Lemma 11.3 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$, and $t>0$. Suppose that $V^{*} V=U^{*} U$. Then

$$
t(A-B)=V(|B|-|A|)
$$

if and only if

$$
|A|=|B|+t|A-B| \text { and } A-B=-V|A-B| \text {. }
$$

Proof. Let $t(A-B)=-V(|A|-|B|)$. It follows from Lemma 11.2 that

$$
t|A-B|=||A|-|B||=|A|-|B|
$$

and moreover

$$
A-B=\frac{1}{t} V(|B|-|A|)=-\frac{1}{t} t V|A-B|=-V|A-B| .
$$

Conversely, let $|A|-|B|=t|A-B|$ and $A-B=-V|A-B|$. Then

$$
t(A-B)+V(|A|-|B|)=-t V|A-B|+t V|A-B|=0
$$

Lemma 11.4 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$, and $t>0$. Suppose that $V^{*} V=U^{*} U$. If $t(A-B)=V(|B|-|A|)$, then

$$
|B||A-B|+|A-B||B|=(1-t)|A-B|^{2} .
$$

Proof. Put $C=A-B$. The preceding lemma ensures that

$$
t|C|=|B+C|-|B| \text { and } C=-V|C|
$$

Then it follows that

$$
|B+C|=|B|+t|C|,
$$

and that

$$
B^{*} C=-B^{*} V|C|=-\left(|B| V^{*} V\right)|C|=-|B||C|
$$

Hence we have

$$
|B+C|^{2}=(|B|-|C|)^{2} \text { and }|B+C|^{2}=(|B|+t|C|)^{2}
$$

so that

$$
(t+1)(|B||C|+|C||B|)=\left(1-t^{2}\right)|C|^{2}
$$

which is equivalent to the conclusion.
Theorem 11.12 Let $A, B \in B(H)$ be operators with polar decompositions $A=U|A|$ and $B=V|B|$, and $C=A-B=W|C|$ the polar decomposition of $C$. Assume that the equality

$$
\left.|(U-V)| A\right|^{2}=(t+1)|A-B|^{2}+\left(1+\frac{1}{t}\right)(|A|-|B|)^{2} .
$$

holds for some $t>0$.
(1) If $t \geq 1$, then $A=B$.
(2) If $0 \leq t \leq 1$, then

$$
A=B\left(I-\frac{2}{1-t} W^{*} W\right) \quad \text { and } \quad|A|=|B|\left(I+\frac{2 t}{1-t} W^{*} W\right)
$$

and the converse is true.
Proof. The preceding lemma leads us the fact that if positive operators $S$ and $T$ satisfy $S T+T S=r S^{2}$ for some $r \in \mathbb{R}$, then
(i) $S=0 \quad$ if $r<0, \quad$ and
(ii) $S$ and $T$ commute if $r \geq 0$.
(Since $S^{2} T=S T S-t S^{3}$ is self-adjoint, $S^{2}$ commutes with $T$ and so does $S$.) Thus we apply it for $S=|A-B||C|, T=|B|$ and $r=1-t$.
(1) Since $r=1-t \leq 0$, we first suppose that $r<0$. Then $S=|A-B|=0$, that is, $A=B$, as desired. Next we suppose $r=0$. Then $S=|C|$ commutes with $T=|B|$ and so $S T=0$. Hence we have $|C| V^{*} V=0$. Moreover, since $C=-V|C|$ by Lemma 11.3, it follows that $|C|^{2}=|C| V^{*} V|C|=0$, i.e. $C=0$.
(2) We apply (ii). Namely we have

$$
|B||C|=|C||B|=\frac{1-t}{2}|C|^{2},
$$

so that

$$
B|C|=V|B||C|=\frac{1-t}{2} V|C|^{2}=\frac{t-1}{2} C|C|=\frac{t-1}{2} A|C|-\frac{t-1}{2} B|C|
$$

It implies that

$$
A|C|=\frac{2}{t-1}\left(1+\frac{t-1}{2}\right) B|C|=\frac{t+1}{t-1} B|C|
$$

and so

$$
A W^{*} W=\frac{t+1}{t-1} B W^{*} W
$$

Therefore we have

$$
A=A W^{*} W+A\left(I-W^{*} W\right)=\frac{t+1}{t-1} B W^{*} W+B\left(I-W^{*} W\right)=B\left(I+\frac{2}{t-1} W^{*} W\right)
$$

For the second equality, it suffices to show that $W^{*} W$ commutes with $|B|$ because

$$
\left|I-\frac{2}{1-t} W^{*} W\right|=I+\frac{2 t}{1-t} W^{*} W
$$

is easily seen. For this commutativity, we note that $C=A-B=\frac{2}{t-1} B W^{*} W$ by the first equality, $C=-V|C|$ by Lemma 11.3, and $V^{*} V \geq W^{*} W$ by $W^{*} W \leq \sup \left\{V^{*} V, U^{*} U\right\}$ and $V^{*} V=U^{*} U$. So we prove that

$$
|B| W^{*} W=V^{*} B W^{*} W=-\frac{1-t}{2} V^{*} C=\frac{1-t}{2} V^{*} V|C|=\frac{1-t}{2}|C| .
$$

Incidentally the converse implication in (2) is as follows: We first note that the second equality assures the commutativity of $|B|$ and $W^{*} W$. Next it follows that

$$
|A|-|B|=-\frac{2 t}{1-t}|B| W^{*} W
$$

and

$$
V|A|-B=V(|A|-|B|)=-\frac{2 t}{1-t} B W^{*} W=-t(A-B)
$$

by the first equality. Hence we have

$$
(U-V)|A|=A-V|A|=A+t(A-B)-B=(1+t)(A-B)
$$

and so

$$
|(U-V)| A\left|\left.\right|^{2}=(1+t)^{2}\right| A-\left.B\right|^{2}
$$

On the other hand, since

$$
(|A|-|B|)^{2}=\left(\frac{2 t}{1-t}\right)^{2} B^{*} B W^{*} W=t^{2}|A-B|^{2}
$$

we have

$$
\begin{gathered}
(1+t)|A-B|^{2}+\left(1+\frac{1}{t}\right)(|A|-|B|)^{2} \\
=\left((1+t)+\left(1+\frac{1}{t}\right) t^{2}\right)|A-B|^{2}=(1+t)^{2}|A-B|^{2}
\end{gathered}
$$

which completes the proof.

### 11.5 From Jensen's inequality to Bohr's inequality

As an application of Jensen's inequality, in this section we consider a generalization of Bohr's inequality. Namely Jensen's inequality implies Bohr's inequality even in the operator case.

For this, we first target the following inequality which is an extension of Bohr's inequality, precisely, it is a multiple version of Bohr's inequality in the case $r=2$ : If $r>1$ and $a_{1}, \cdots, a_{n}>0$, then

$$
\left|\sum_{i=1}^{n} z_{i}\right|^{r} \leq\left(\sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}}\right)^{r-1} \sum_{i=1}^{n} a_{i}\left|z_{i}\right|^{r}
$$

for all $z_{1}, \cdots, z_{n} \in \mathbb{C}$.

We note that it follows from Hölder inequality. Actually, $p=\frac{r}{r-1}$ and $q=r$ are conjugate, i.e. $\frac{1}{p}+\frac{1}{q}=1$. We here set

$$
u_{i}=a_{i}^{-\frac{1}{q}}, \quad w_{i}=u_{i}^{-1} z_{i} \quad(i=1,2, \cdots, n)
$$

and apply them to Hölder inequality. Then we have

$$
\left|\sum_{i=1}^{n} z_{i}\right|^{r}=\left|\sum_{i=1}^{n} u_{i} w_{i}\right|^{r} \leq\left(\sum_{i=1}^{n}\left|u_{i}\right|^{p}\right)^{\frac{r}{p}}\left(\sum_{i=1}^{n}\left|w_{i}\right|^{q}\right)^{\frac{r}{q}}=\left(\sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}}\right)^{r-1} \sum_{i=1}^{n} a_{i}\left|z_{i}\right|^{r} .
$$

Now we propose its operator extension. For the sake of convenience, we recall Jensen's inequality (see also Remark 10.1 with conditions on spectra) for our use below:

Let $f$ be an operator convex function on an interval J, let T be a locally compact Hausdorff space with a bounded Radon measure $\mu$, and let $\mathscr{A}$ and $\mathscr{B}$ be unital $C^{*}$-algebras. If $\left(\psi_{t}\right)_{t \in T}$ is a unital field of positive linear mappings of $\mathscr{A}$ to $\mathscr{B}$, then

$$
f\left(\int_{T} \psi_{t}\left(x_{t}\right) d \mu(t)\right) \leq \int_{T} \psi_{t}\left(f\left(x_{t}\right)\right) d \mu(t)
$$

holds for bounded continuous fields $\left(x_{t}\right)_{t \in T}$ of self-adjoint elements in $\mathscr{A}$ whose spectra are contained in $J$.

Theorem 11.13 Let $T$ be a locally compact Hausdorff space with a bounded Radon measure $\mu$, and let $\mathscr{A}$ and $\mathscr{B}$ be unital $C^{*}$-algebras. If $1<r \leq 2, a: T \rightarrow \mathbb{R}$ is a bounded continuous positive function and $\left(\phi_{t}\right)_{t \in T}$ is a field of positive linear mappings $\phi_{t}: \mathscr{A} \rightarrow \mathscr{B}$ satisfying

$$
\begin{equation*}
\int_{T} a(t)^{\frac{1}{1-r}} \phi_{t}(\mathbf{1}) d \mu(t) \leq \int_{T} a(t)^{\frac{1}{1-r}} d \mu(t) \mathbf{1} \tag{11.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\int_{T} \phi_{t}\left(x_{t}\right) d \mu(t)\right)^{r} \leq\left(\int_{T} a(t)^{\frac{1}{1-r}} d \mu(t)\right)^{r-1} \int_{T} a(t) \phi_{t}\left(x_{t}^{r}\right) d \mu(t) \tag{11.2}
\end{equation*}
$$

holds for all continuous fields $\left(x_{t}\right)_{t \in T}$ of positive elements in $\mathscr{A}$.
Proof. We set $\psi_{t}=\frac{1}{M} a(t)^{\frac{1}{1-r}} \phi_{t}$, where $M=\int_{T} a(t)^{\frac{1}{1-r}} d \mu(t)>0$. Then we have $\int_{T} \psi_{t}(\mathbf{1}) d \mu(t) \leq \mathbf{1}$. By a routine way, we may assume that $\int_{T} \psi_{t}(\mathbf{1}) d \mu(t)=\mathbf{1}$. Since $f(t)=t^{r}$ is operator convex for $1<r \leq 2$, then we applying Jensen's inequality cited above and obtain

$$
\left(\int_{T} \frac{1}{M} a(t)^{\frac{1}{1-r}} \phi_{t}\left(\tilde{x}_{t}\right) d \mu(t)\right)^{r} \leq \int_{T} \frac{1}{M} a(t)^{\frac{1}{1-r}} \phi_{t}\left(\tilde{x}_{t}^{r}\right) d \mu(t)
$$

for every bounded continuous fields $\left(\tilde{x}_{t}\right)_{t \in T}$ of positive elements in $\mathscr{A}$. Replacing $\tilde{x}_{t}$ by $a(t)^{-1 /(1-r)} x_{t}$, the above inequality can be written as

$$
\left(\int_{T} \phi_{t}\left(x_{t}\right) d \mu(t)\right)^{r} \leq M^{r-1} \int_{T} a(t) \phi_{t}\left(x_{t}^{r}\right) d \mu(t)
$$

which is the desired inequality.

Remark 11.4 We can obtain the inequality in a broader region for $r$ under conditions on spectra. Let

$$
\left(m_{x}, M_{x}\right) \cap\left[a(t)^{-1 /(1-r)} m_{t}, a(t)^{-1 /(1-r)} M_{t}\right]=\emptyset, \quad t \in T,
$$

where $m_{x}$ and $M_{x}, m_{x} \leq M_{x}$, be the bounds of $x=\int_{T} \phi_{t}\left(x_{t}\right) d \mu(t)$ and $m_{t}$ and $M_{t}, m_{t} \leq M_{t}$, be the bounds of $x_{t}, t \in T$. If the condition (11.1) is valid, then the inequality (11.2) holds for every $r \in(-\infty, 0) \cup(1, \infty)$.

The following corollary is a discrete version of Theorem 11.13.
Corollary 11.5 If $1<r \leq 2, a_{1}, \cdots, a_{n}>0$ and positive linear mappings $\phi_{1}, \cdots, \phi_{n}$ on $B(H)$ satisfy

$$
\sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}} \phi_{i}(I) \leq \sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}} I
$$

then

$$
\left(\sum_{i=1}^{n} \phi_{i}\left(A_{i}\right)\right)^{r} \leq\left(\sum_{i=1}^{n} m a_{i}^{\frac{1}{1-r}}\right)^{r-1} \sum_{i=1}^{n} a_{i} \phi_{i}\left(A_{i}^{r}\right)
$$

holds for positive operators $A_{1}, \cdots, A_{n} \geq 0$ on $H$.
For a typical positive linear mapping $\phi(A)=X^{*} A X$ for some $X$, the preceding corollary is written as follows:

Corollary 11.6 If $1<r \leq 2$, and $a_{1}, \cdots, a_{n}>0$ and $X_{1}, \cdots, X_{n}$ in $B(H)$ satisfy

$$
\sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}} X_{i}^{*} X_{i} \leq \sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}} I
$$

then

$$
\left(\sum_{i=1}^{n} X_{i}^{*} A_{i} X_{i}\right)^{r} \leq\left(\sum_{i=1}^{n} a_{i}^{\frac{1}{1-r}}\right)^{r-1} \sum_{i=1}^{n} a_{i} X_{i}^{*} A_{i}^{r} X_{i}
$$

holds for positive operators $A_{1}, \cdots, A_{n} \geq 0$ on $H$.

### 11.6 Notes

The original inequality of Bohr [24] was established for scalars in 1929. Hirzallah [145] posed an operator version of it. Afterwards, Cheung-Pečarić [32], Zhang [295] and several authors have considered extensions of Bohr's inequality for operators. Very recently, such study has been done by Abramovich-Barić-Pečarić [1], and Fujii-Zuo [105], in which matrix order method is proposed.

The Dunkl-Williams inequality in a normed space was established in [47]. PečarićRajić [250] presented an operator version of it, which was generalized by Saito-Tominaga [256]. Moreover it was discussed in [39] from the viewpoint of generalized parallelogram law for operators. Such operator versions are regarded as applications of Bohr operator inequality.

The results in 8.6 depend on [232], in which Jensen's inequality we used is appeared in [135].
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