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## Chapter 1

# Zipf-Mandelbrot law, properties and its generalizations 

Julije Jakšetić, Đilda Pečarić and Josip Pečarić


#### Abstract

Despite a wide spread applications of Zipf-Mandelbrot law, there is quite small amount of results concerning analytical properties on distribution law. On the first stage, we examine some monotonicity properties of the law, we derive the whole variety of its lower and upper estimations. We then further refine our results using some well-known inequalities such as Hölder and Lyapunov inequality.

On the second stage we consider the case when total mass of Zipf-Mandelbrot law is spread all over positive integer, and then we come to Hurwitz $\zeta$-function. As we show, it is very natural first to examine properties of Hurwitz $\zeta$-function to derive properties of Zipf-Mandelbrot law. Using some well-known inequalities such as Chebyshev's and Lyapunov's inequality we are able to deduce a whole variety of theoretical characterizations that include, among others, log-convexity, log-subadditivity, exponential convexity.

On the third stage, we generalize Zipf-Mandelbrot law using maximization of Shannon entropy, as we get hybrid Zipf-Mandelbrot law. It is interesting that examination of its densities provides some new insights of Lerch's transcendent.


### 1.1 Some classical inequalities and Zipf-Mandelbrot law

### 1.1.1 Introduction

For $N \in \mathbb{N}, q \geq 0, s>0, k \in\{1,2, \ldots, N\}$, Zipf-Mandelbrot probability mass function is defined with

$$
\begin{equation*}
f(k, N, q, s)=\frac{1 /(k+q)^{s}}{H_{N, q, s}}, \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{N, q, s}=\sum_{i=1}^{N} \frac{1}{(i+q)^{s}}, \tag{1.2}
\end{equation*}
$$

$N \in \mathbb{N}, q \geq 0, s>0, k \in\{1,2, \ldots, N\}$ (see [6]).
Proposition 1.1 For $s>t>0$

$$
\begin{equation*}
(N f(k, N, q, s))^{1 / s} \leq(N f(k, N, q, t))^{1 / t} . \tag{1.3}
\end{equation*}
$$

Proof. In [7] it is proved, after $\frac{1}{N f(k, N, q, s)}$ is interpreted as power mean depending on $s$, that $s \mapsto N f(k, N, q, s)$ is a decreasing function.

Denote $m=\frac{k+q}{N+q}, M=\frac{k+q}{1+q}$ and observe $m=\min \left\{x_{i}: i=1, \ldots, N\right\}, M=\max \left\{x_{i}: i=\right.$ $1, \ldots, N\}$.
Further, for $s, t>0$ let

$$
\mu=\frac{M^{s}-m^{s}}{M^{t}-m^{t}}
$$

and

$$
\begin{equation*}
B_{t, s}=\left(\frac{\mu t}{s}\right)^{\frac{1}{t}}\left\{\frac{m^{s} M^{t}-m^{t} M^{s}}{(1-s / t)\left(M^{t}-m^{t}\right)}\right\}^{\frac{1}{s}-\frac{1}{t}} . \tag{1.4}
\end{equation*}
$$

Theorem 1.1 For probability mass function (1.39) we have following inequalities, for $0<t<s$
a)

$$
\begin{equation*}
\frac{N^{\frac{s}{t}-1}}{B_{t, s}^{s}}(f(k, N, q, t))^{s / t} \leq f(k, N, q, s) \leq N^{\frac{s}{t}-1}(f(k, N, q, t))^{s / t} \tag{1.5}
\end{equation*}
$$

b)

$$
\begin{equation*}
\frac{M^{t}-m^{t}}{f(k, N, q, s)}-\frac{M^{s}-m^{s}}{f(k, N, q, t)} \leq N\left(M^{t} m^{s}-M^{s} m^{t}\right) . \tag{1.6}
\end{equation*}
$$

Proof.
a) It follows, for $0<t<s$,

$$
(N f(k, N, q, s))^{1 / s} \leq(N f(k, N, q, t))^{1 / t}
$$

hence

$$
f(k, N, q, s) \leq N^{\frac{s}{t}-1}(f(k, N, q, t))^{s / t}
$$

Now we prove left hand side inequality. First, observe here that $m=\min \left\{x_{i}: i=1, \ldots, N\right\}$, $M=\max \left\{x_{i}: i=1, \ldots, N\right\}$.
Using Beesack inequality (see [3], p. 334; [15], p. 110)

$$
\begin{equation*}
M_{N}^{[s]}\left(x_{\overline{1, N}}\right) \leq B_{t, s} M_{N}^{[t]}\left(x_{\overline{1, N}}\right), 0<t<s, \tag{1.7}
\end{equation*}
$$

where

$$
B_{t, s}=\left(\frac{\mu t}{s}\right)^{\frac{1}{t}}\left\{\frac{m^{s} M^{t}-m^{t} M^{s}}{(1-s / t)\left(M^{t}-m^{t}\right)}\right\}^{\frac{1}{s}-\frac{1}{t}}
$$

It follows

$$
f(k, N, q, s) \geq \frac{N^{\frac{s}{t}-1}}{B_{t, s}^{s}}(f(k, N, q, t))^{s / t} .
$$

b) From Goldman inequality (see [15], p. 109.), $0<t<s$,

$$
\left(M^{t}-m^{t}\right)\left\{M_{N}^{[s]}\left(x_{\overline{1, N}}\right)\right\}^{s}-\left(M^{s}-m^{s}\right)\left\{M_{N}^{[t]}\left(x_{\overline{1, N}}\right)\right\}^{t} \leq M^{t} m^{s}-M^{s} m^{t} .
$$

Hence, for $0<t<s$,

$$
\frac{M^{t}-m^{t}}{f(k, N, q, s)}-\frac{M^{s}-m^{s}}{f(k, N, q, t)} \leq N\left(M^{t} m^{s}-M^{s} m^{t}\right) .
$$

Remark 1.1 Another type of a lower bound for $f(k, N, q, s)$ can be derived from another Beesack inequality (see [3], p. 336; [15], p. 111):

$$
M_{N}^{[s]}\left(x_{\overline{1, N}}\right) \leq C_{t, s}+M_{N}^{[t]}\left(x_{\overline{1, N}}\right)
$$

where

$$
C_{t, s}=\left\{\frac{m^{s} M^{t}}{M^{t}-m^{t}}+\frac{s-t}{t}\left(\frac{\mu t}{s}\right)^{\frac{s}{s-t}}\right\}^{\frac{1}{s}}
$$

concluding

$$
f(k, N, q, s) \geq \frac{1}{N} \cdot \frac{1}{\left(C_{t, s}+[N f(k, N, q, t)]^{-\frac{1}{t}}\right)^{s}}
$$

### 1.1.2 Zipf law estimations

If we take $q=0$ in probability mass function (1.39) we get Zipf law with probability mass function

$$
\begin{equation*}
f(k, N, s)=\frac{1}{k^{s} H_{N, s}} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{N, s}=\sum_{i=1}^{N} \frac{1}{i^{s}} \tag{1.9}
\end{equation*}
$$

For $s=1 H_{N}=H_{N, 1}$ we get $N$-th harmonic number.

$$
1^{\circ}(\text { case } t=1)
$$

Using Proposition 1.2 for $q=0, t=1$ and $s>1$ we have

$$
(N f(k, N, s))^{\frac{1}{s}} \leq N f(k, N, 1)
$$

i.e.

$$
\begin{equation*}
f(k, N, s) \leq \frac{N^{s-1}}{k^{s} H_{N}^{s}} \tag{1.10}
\end{equation*}
$$

We can derive further bounds using well-known inequalities for harmonic numbers. Using Schlömlich-Lemonnier inequalities (see [14], p. 118)

$$
\begin{equation*}
\ln (N+1)<H_{N}<1+\ln (N+1) \tag{1.11}
\end{equation*}
$$

and (1.10) we get

$$
f(k, N, s)<N^{s-1} k^{-s} \ln ^{-s}(N+1) .
$$

Also, using (see [14], p. 120)

$$
\begin{equation*}
r\left(1-(N+1)^{-1 / r}\right)<H_{n}<r\left(N^{1 / r}-1\right)+1 \tag{1.12}
\end{equation*}
$$

we have

$$
f(k, N, s)<N^{s-1}\left(r k\left(1-(N+1)^{-1 / r}\right)\right)^{-s} .
$$

Similarly, we have a list of inequalities with Euler constant $\gamma=\lim _{N \rightarrow}\left(H_{N}-\ln N\right)$ (see [14], p. 120):

$$
\begin{gather*}
\gamma+\ln N+\frac{1}{2 N}-\frac{1}{8 N^{2}}<H_{N}<\gamma+\ln N+\frac{1}{2 N}  \tag{1.13}\\
\gamma+\ln N+\frac{1}{2(N+1)}<H_{N}<\gamma+\ln N+\frac{1}{2(N-1)}  \tag{1.14}\\
\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1)^{2}}<H_{N}<\gamma+\ln (N+1 / 2)+\frac{1}{24 N^{2}}  \tag{1.15}\\
\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1 / 2)^{2}}-\frac{7}{960 N^{4}}<H_{N}  \tag{1.16}\\
<\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1 / 2)^{2}}-\frac{7}{960(N+1)^{4}} .
\end{gather*}
$$

Now, using (1.10) and left-hand side inequalities in (1.13)-(1.16) we get

$$
f(k, N, s)<k^{-s} N^{s-1}\left(\gamma+\ln N+\frac{1}{2 N}-\frac{1}{8 N^{2}}\right)^{-s}
$$

$$
\begin{gathered}
f(k, N, s)<k^{-s} N^{s-1}\left(\gamma+\ln N+\frac{1}{2(N+1)}\right)^{-s} \\
f(k, N, s)<k^{-s} N^{s-1}\left(\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1)^{2}}\right)^{-s} \\
f(k, N, s)<k^{-s} N^{s-1}\left(\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1 / 2)^{2}}-\frac{7}{960 N^{4}}\right)^{-s}
\end{gathered}
$$

Similarly, using Proposition 1.2 for $q=0, t=1$ and $0<s<1$ we have

$$
(N f(k, N, s))^{\frac{1}{s}} \geq N f(k, N, 1)
$$

i.e.

$$
\begin{equation*}
f(k, N, s) \geq \frac{N^{s-1}}{k^{s} H_{N}^{s}} \tag{1.17}
\end{equation*}
$$

and then using (1.13)-(1.16) we will get lower bounds

$$
\begin{gathered}
f(k, N, s)>k^{-s} N^{s-1}\left(\gamma+\ln N+\frac{1}{2 N}\right)^{-s} \\
f(k, N, s)>k^{-s} N^{s-1}\left(\gamma+\ln N+\frac{1}{2(N-1)}\right)^{-s} \\
f(k, N, s)>k^{-s} N^{s-1}\left(\gamma+\ln (N+1 / 2)+\frac{1}{24 N^{2}}\right)^{-s} \\
f(k, N, s)>k^{-s} N^{s-1}\left(\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1 / 2)^{2}}-\frac{7}{960(N+1)^{4}}\right)^{-s}
\end{gathered}
$$

$2^{\circ}($ case $t=2)$
Using Proposition 1.2 for $q=0, t=2$ and $s>2$ we have

$$
(N f(k, N, s))^{\frac{1}{s}} \leq N f(k, N, 1)=\left(N k^{-2} H_{N, 2}\right)^{\frac{1}{2}}
$$

i.e.

$$
\begin{equation*}
f(k, N, s) \leq N^{\frac{s}{2}-1} k^{-s} H_{N, 2}^{-\frac{s}{2}} \tag{1.18}
\end{equation*}
$$

Appling Proposition 1.2 for $q=0, t=2$ and $0<s<2$ we get reversed inequality

$$
\begin{equation*}
f(k, N, s) \geq N^{\frac{s}{2}-1} k^{-s} H_{N, 2}^{-\frac{s}{2}} \tag{1.19}
\end{equation*}
$$

Now we use the next estimations for $H_{N, 2}$ (see [14] p. 121-122; [16])

$$
\begin{equation*}
\frac{\pi^{2}}{6}-\frac{N+1 / 2}{N^{2}+N+d}<H_{N, 2}<\frac{\pi^{2}}{6}-\frac{N+1 / 2}{N^{2}+N+1 / 3}, d=0.324555 \tag{1.20}
\end{equation*}
$$

and (see [14] p. 122)

$$
\begin{align*}
& H_{N, 2} \geq \frac{8}{5}-\frac{1}{N+\frac{2}{3}}, N \geq 1  \tag{1.21}\\
& H_{N, 2} \geq \frac{13}{8}-\frac{1}{N+\frac{3}{5}}, N \geq 1  \tag{1.22}\\
& H_{N, 2} \geq \frac{13}{8}-\frac{1}{N+\frac{2}{3}}, N \geq 2 \tag{1.23}
\end{align*}
$$

$$
\begin{align*}
& H_{N, 2} \leq \frac{10 N-1}{6 N+3}, N \geq 1  \tag{1.24}\\
& H_{N, 2}<2-\frac{1}{N}, N \geq 2 \tag{1.25}
\end{align*}
$$

Hence, for $s>2$

$$
\begin{aligned}
& f(k, N, s)<N^{\frac{s}{2}-1} k^{-s}\left(\frac{\pi^{2}}{6}-\frac{N+1 / 2}{N^{2}+N+d}\right)^{-\frac{s}{2}}, N \geq 1 \\
& f(k, N, s) \leq N^{\frac{s}{2}-1} k^{-s}\left(\frac{8}{5}-\frac{1}{N+\frac{2}{3}}\right)^{-\frac{s}{2}}, N \geq 1 \\
& f(k, N, s) \leq N^{\frac{s}{2}-1} k^{-s}\left(\frac{13}{8}-\frac{1}{N+\frac{3}{5}}\right)^{-\frac{s}{2}}, N \geq 1 \\
& f(k, N, s) \leq N^{\frac{s}{2}-1} k^{-s}\left(\frac{13}{8}-\frac{1}{N+\frac{2}{3}}\right)^{-\frac{s}{2}}, N \geq 2
\end{aligned}
$$

and for $0<s<2$

$$
\begin{gathered}
f(k, N, s)>N^{\frac{s}{2}-1} k^{-s}\left(\frac{\pi^{2}}{6}-\frac{N+1 / 2}{N^{2}+N+1 / 3}\right)^{-\frac{s}{2}}, N \geq 1 \\
f(k, N, s) \geq N^{\frac{s}{2}-1} k^{-s}\left(\frac{10 N-1}{6 N+3}\right)^{-\frac{s}{2}}, N \geq 1 \\
f(k, N, s) \leq N^{\frac{s}{2}-1} k^{-s}\left(2-\frac{1}{N}\right)^{-\frac{s}{2}}, N \geq 2
\end{gathered}
$$

### 1.1.3 Zipf law and Goldman inequality

From Goldman inequality we derived (1.6). For $q=0,0<t<s$, (now $m=k / N, M=k$ )

$$
\begin{equation*}
\frac{k^{t}-\left(\frac{k}{N}\right)^{t}}{f(k, N, s)}-\frac{k^{s}-\left(\frac{k}{N}\right)^{s}}{f(k, N, t)} \leq N\left(k^{t}\left(\frac{k}{N}\right)^{s}-k^{s}\left(\frac{k}{N}\right)^{t}\right) \tag{1.26}
\end{equation*}
$$

$1^{\circ}$ for $s>t=1$ we have then

$$
\frac{k-\frac{k}{N}}{f(k, N, s)}-\frac{k^{s}-\left(\frac{k}{N}\right)^{s}}{f(k, N, 1)} \leq N\left(k\left(\frac{k}{N}\right)^{s}-k^{s} \frac{k}{N}\right)
$$

i.e.

$$
\begin{equation*}
f(k, N, s) \geq \frac{1}{k^{s}} \cdot \frac{N^{s-1}(N-1)}{N-N^{s}+\left(N^{s}-1\right) H_{N}} \tag{1.27}
\end{equation*}
$$

Using (1.13)-(1.16) we get the following sequence of lower bounds for $f(k, N, s), s>1$,

$$
\begin{gathered}
f(k, N, s)>\frac{1}{k^{s}} \cdot \frac{N^{s-1}(N-1)}{N-N^{s}+\left(N^{s}-1\right)\left(\gamma+\ln N+\frac{1}{2 N}\right)}, N>1 \\
f(k, N, s)>\frac{1}{k^{s}} \cdot \frac{N^{s-1}(N-1)}{N-N^{s}+\left(N^{s}-1\right)\left(\gamma+\ln N+\frac{1}{2(N-1)}\right)}, N>1
\end{gathered}
$$

$$
\begin{gathered}
f(k, N, s)>\frac{1}{k^{s}} \cdot \frac{N^{s-1}(N-1)}{N-N^{s}+\left(N^{s}-1\right)\left(\gamma+\ln (N+1 / 2)+\frac{1}{24 N^{2}}\right)}, N>1 ; \\
f(k, N, s)>\frac{1}{k^{s}} \cdot \frac{N^{s-1}(N-1)}{N-N^{s}+\left(N^{s}-1\right)\left(\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1 / 2)^{2}}-\frac{7}{960(N+1)^{4}}\right)} \cdot N>1 ;
\end{gathered}
$$

$2^{\circ}$ for $0<t<s=1$ in (1.26)

$$
\begin{equation*}
f(k, N, t) \leq \frac{1}{k^{t}} \cdot \frac{N^{t-1}(N-1)}{N-N^{t}+\left(N^{t}-1\right) H_{N}} . \tag{1.28}
\end{equation*}
$$

Using (1.13)-(1.16) we get the following sequence of upper bounds for $f(k, N, t), t<1$,

$$
\begin{gathered}
f(k, N, t)<\frac{1}{k^{t}} \cdot \frac{N^{t-1}(N-1)}{N-N^{t}+\left(N^{t}-1\right)\left(\gamma+\ln N+\frac{1}{2 N}-\frac{1}{8 N^{2}}\right)}, N>1 ; \\
f(k, N, t)<\frac{1}{k^{t}} \cdot \frac{N^{s-1}(N-1)}{N-N^{s}+\left(N^{s}-1\right)\left(\gamma+\ln N+\frac{1}{2(N+1)}\right)}, N>1 ; \\
f(k, N, t)<\frac{1}{k^{t}} \cdot \frac{N^{t-1}(N-1)}{N-N^{t}+\left(N^{t}-1\right)\left(\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1)^{2}}\right)}, N>1 ; \\
f(k, N, t)<\frac{1}{k^{t}} \cdot \frac{N^{t-1}(N-1)}{N-N^{t}+\left(N^{t}-1\right)\left(\gamma+\ln (N+1 / 2)+\frac{1}{24(N+1 / 2)^{2}}-\frac{7}{960(N+1)^{4}}\right)} N>1 .
\end{gathered}
$$

$3^{\circ}$ For $s>t=2$ in (1.26)

$$
\frac{k^{2}-\left(\frac{k}{N}\right)^{2}}{f(k, N, s)}-\frac{k^{s}-\left(\frac{k}{N}\right)^{s}}{f(k, N, 2)} \leq N\left(k^{2}\left(\frac{k}{N}\right)^{s}-k^{s}\left(\frac{k}{N}\right)^{2}\right)
$$

i.e.

$$
\begin{equation*}
f(k, N, s) \geq \frac{1}{k^{s}} \cdot \frac{N^{s-2}\left(N^{2}-1\right)}{N-N^{s-1}+\left(N^{s}-1\right) H_{N, 2}}, N>1 . \tag{1.29}
\end{equation*}
$$

Combining (1.30) with (1.20), (1.24) and (1.25) we get the sequence of inequalities

$$
\begin{gathered}
f(k, N, s)>\frac{1}{k^{s}} \cdot \frac{N^{s-2}\left(N^{2}-1\right)}{N-N^{s-1}+\left(N^{s}-1\right)\left(\frac{\pi^{2}}{6}-\frac{N+1 / 2}{N^{2}+N+1 / 3}\right)}, N>1 ; \\
f(k, N, s) \geq \frac{1}{k^{s}} \cdot \frac{N^{s-2}\left(N^{2}-1\right)}{N-N^{s-1}+\left(N^{s}-1\right)\left(\frac{10 N-1}{6 N+3}\right)}, N>1 ; \\
f(k, N, s) \geq \frac{1}{k^{s}} \cdot \frac{N^{s-2}\left(N^{2}-1\right)}{N-N^{s-1}+\left(N^{s}-1\right)\left(2-\frac{1}{N}\right)}, N>2 .
\end{gathered}
$$

$4^{\circ}$ For $t>s=2$ in (1.26)

$$
\frac{k^{t}-\left(\frac{k}{N}\right)^{t}}{f(k, N, 2)}-\frac{k^{2}-\left(\frac{k}{N}\right)^{2}}{f(k, N, t)} \leq N\left(k^{t}\left(\frac{k}{N}\right)^{2}-k^{2}\left(\frac{k}{N}\right)^{t}\right)
$$

i.e.

$$
\begin{equation*}
f(k, N, t) \leq \frac{1}{k^{t}} \cdot \frac{N^{t-2}\left(N^{2}-1\right)}{N-N^{t-1}+\left(N^{t}-1\right) H_{N, 2}}, N>1 . \tag{1.30}
\end{equation*}
$$

Combining (1.30) with (1.20), (1.21), (1.22) and (1.23) we get the sequence of inequalities

$$
\begin{gathered}
f(k, N, t)<\frac{1}{k^{t}} \cdot \frac{N^{t-2}\left(N^{2}-1\right)}{N-N^{t-1}+\left(N^{t}-1\right)\left(\frac{\pi^{2}}{6}-\frac{N+1 / 2}{N^{2}+N+d}\right)}, N>1 \\
f(k, N, s) \leq \frac{1}{k^{t}} \cdot \frac{N^{t-2}\left(N^{2}-1\right)}{N-N^{t-1}+\left(N^{t}-1\right)\left(\frac{8}{5}-\frac{1}{N+\frac{2}{3}}\right)}, N>1 \\
f(k, N, t) \leq \frac{1}{k^{t}} \cdot \frac{N^{t-2}\left(N^{t}-1\right)}{N-N^{t-1}+\left(N^{t}-1\right)\left(\frac{13}{8}-\frac{1}{N+\frac{3}{5}}\right)}, N>1 \\
f(k, N, t) \leq \frac{1}{k^{t}} \cdot \frac{N^{t-2}\left(N^{t}-1\right)}{N-N^{t-1}+\left(N^{t}-1\right)\left(\frac{13}{8}-\frac{1}{N+\frac{2}{3}}\right)}, N \geq 2
\end{gathered}
$$

### 1.1.4 Further bounds via Lyapunov and Hölder inequality

Theorem 1.2 For probability mass function (1.39) we have the following inequality, for $0<r<s<t$

$$
\begin{equation*}
\frac{[N f(k, N, q, t)]^{-\frac{1}{t}}-[N f(k, N, q, r)]^{-\frac{1}{r}}}{[N f(k, N, q, t)]^{-\frac{1}{t}}-[N f(k, N, q, s)]^{-\frac{1}{s}}} \leq \frac{s(t-r)}{r(t-s)} . \tag{1.31}
\end{equation*}
$$

Proof. Using Lyapunov inequality (see [14], p. 34, [15] p. 117). For $0<r<s<t$

$$
\begin{equation*}
\left(\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s}\right)^{t-r} \leq\left(\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{r}\right)^{t-s}\left(\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{t}\right)^{s-r} \tag{1.32}
\end{equation*}
$$

We can rewrite this as

$$
\begin{equation*}
[N f(k, N, q, s)]^{-\frac{1}{s}} \leq\left\{[N f(k, N, q, r)]^{-\frac{1}{r}}\right\}^{\frac{r}{s} \frac{t-s}{t-r}}\left\{[N f(k, N, q, t)]^{-\frac{1}{t}}\right\}^{\frac{t}{s} \frac{s-r}{t-r}} \tag{1.33}
\end{equation*}
$$

Applying A-G inequality on right-hand side of (1.59) we have

$$
[N f(k, N, q, s)]^{-\frac{1}{s}} \leq \frac{r}{s} \frac{t-s}{t-r}[N f(k, N, q, r)]^{-\frac{1}{r}}+\frac{t}{s} \frac{s-r}{t-r}[N f(k, N, q, t)]^{-\frac{1}{t}}
$$

which we can rewrite as

$$
\frac{[N f(k, N, q, t)]^{-\frac{1}{t}}-[N f(k, N, q, r)]^{-\frac{1}{r}}}{[N f(k, N, q, t)]^{-\frac{1}{t}}-[N f(k, N, q, s)]^{-\frac{1}{s}}} \leq \frac{s(t-r)}{r(t-s)} .
$$

Theorem 1.3 For $\alpha>1$, let $(\alpha, \beta)$ be a pair of Hölder conjugates. Then for $r, s>0$ we have

$$
\begin{equation*}
f(k, N, q, s+r) \geq f(k, N, q, s \alpha)^{\frac{1}{\alpha}} f(k, N, q, r \beta)^{\frac{1}{\beta}} . \tag{1.34}
\end{equation*}
$$

Proof. Using Hölder inequality for sequences $\left\{\left(\frac{k+q}{i+q}\right)^{r}: i=1, \ldots, N\right\}$ and $\left\{\left(\frac{k+q}{i+q}\right)^{s}: i=1, \ldots, N\right\}$, we have

$$
\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{r+s} \leq\left(\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{r \alpha}\right)^{1 / \alpha}\left(\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s \beta}\right)^{1 / \beta}
$$

i.e.

$$
(f(k, N, q, s+r))^{-1} \leq f(k, N, q, s \alpha)^{-\frac{1}{\alpha}} f(k, N, q, r \beta)^{-\frac{1}{\beta}} .
$$

Let

$$
m=\left\{\begin{array}{l}
\left(\frac{k+q}{N+q}\right)^{s-\frac{r \beta}{\alpha}}, s \alpha>r \beta  \tag{1.35}\\
\left(\frac{k+q}{1+q}\right)^{s-\frac{r \beta}{\alpha}}, s \alpha<r \beta
\end{array}\right.
$$

and

$$
M=\left\{\begin{array}{l}
\left(\frac{k+q}{1+q}\right)^{s-\frac{r \beta}{\alpha}}, s \alpha>r \beta  \tag{1.36}\\
\left(\frac{k+q}{N+q}\right)^{s-\frac{r \beta}{\alpha}}, s \alpha<r \beta
\end{array}\right.
$$

Theorem 1.4 For $\alpha>1$, let $(\alpha, \beta)$ be a pair of Hölder conjugates. Then for $r, s>0$ we have

$$
\begin{equation*}
\frac{M-m}{f(k, N, q, s \alpha)}+\frac{m M^{\alpha}-M m^{\alpha}}{f(k, N, q, r \beta)} \leq \frac{M^{\alpha}-m^{\alpha}}{f(k, N, q, r+s)}, \tag{1.37}
\end{equation*}
$$

where $m$ and $M$ are defined with (1.35) and (1.36) respectively.
Proof. Follows from a conversion of the Hölder inequality and a discreet version of the linear functional in Theorem 4.14, [15], p. 114, applied for sequences

$$
\left\{\left(\frac{k+q}{i+q}\right)^{r}: i=1, \ldots, N\right\} \text { and }\left\{\left(\frac{k+q}{i+q}\right)^{s}: i=1, \ldots, N\right\} .
$$

Another type of conversion of the Hölder inequality is given in [15], Theorem 4.16, p. 115. Similarly, as in the proof of Theorem 1.4, using discreet version of a linear functional, we get the next theorem.

Theorem 1.5 Under the same assumptions as in Theorem 1.4, the following result holds

$$
\begin{equation*}
f(k, N, q, r+s) \leq \frac{\alpha^{-\frac{1}{\alpha}} \beta^{-\frac{1}{\beta}}\left(M^{\alpha}-m^{\alpha}\right)}{(M-m)^{\frac{1}{\alpha}}\left(m M^{\alpha}-M m^{\alpha}\right)^{\frac{1}{\beta}}}(f(k, N, q, s \alpha))^{\frac{1}{\alpha}}(f(k, N, q, r \beta))^{\frac{1}{\beta}} . \tag{1.38}
\end{equation*}
$$

### 1.2 Analytical properties of Zipf-Mandelbrot law and Hurwitz $\zeta$-function

For $N \in \mathbb{N}, q \geq 0, s>0, k \in\{1,2, \ldots, N\}$, we can rewrite Zipf-Mandelbrot law (probability mass function) in the following form

$$
\begin{equation*}
f(k, N, q, s)=\frac{1 /(k+q)^{s}}{\zeta(N, s, q)} \tag{1.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta(N, s, q)=\sum_{i=1}^{N} \frac{1}{(i+q)^{s}}, \tag{1.40}
\end{equation*}
$$

$N \in \mathbb{N}, q \geq 0, s>0, k \in\{1,2, \ldots, N\}$. If total number of words $N$ tends to infinity we denote

$$
\begin{equation*}
f(k, q, s)=\frac{1 /(k+q)^{s}}{\zeta(s, q)} \tag{1.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta(s, q)=\sum_{i=1}^{\infty} \frac{1}{(i+q)^{s}} \tag{1.42}
\end{equation*}
$$

we recognize as Hurwitz $\zeta$-function. This infinite case, when total mass is spread over all set of positive integers, particularly, is studied in [11]. Note here, that we use more suitable version of Hurwitz $\zeta$ function (see also [1]), since in the classical definition sum starts from zero and $q>0$. However, this fact does not alter our conclusions about Hurwitz $\zeta$-function.

The are also quite different interpretation of Zipf-Mandelbrot law. As it is pointed out in [13] (see also [4], [18]), parameters in (1.39) can be interpreted in the following way: $N$ is the number of species present and the parameters $q$ and $s$ have an ecological interpretation: $q$ represents the diversity of the environment and $s$ the predictability of the ecosystem, i.e. the average probability of the appearance of a species.

### 1.2.1 Monotonicity properties

As starting point, we use the next proposition on inequalities for sums of positive order ([14, pp. 36] , [15, pp. 165]).

Proposition 1.2 If $a_{i} \geq 0, i \in \mathbb{N}$ then for $0<t<s$

$$
\begin{equation*}
\left(\sum_{i=1}^{\infty} a_{i}^{s}\right)^{\frac{1}{s}} \leq\left(\sum_{i=1}^{\infty} a_{i}^{t}\right)^{\frac{1}{t}} \tag{1.43}
\end{equation*}
$$

## Theorem 1.6

i) The function $s \mapsto[\zeta(N, s, q)]^{1 / s}$ is decreasing i.e. for $s>t>0$

$$
[\zeta(N, s, q)]^{1 / s} \leq[\zeta(N, t, q)]^{1 / t}
$$

ii) The function $s \mapsto[f(k, N, q, s)]^{1 / s}$ is increasing i.e. for $s>t>0$

$$
[f(k, N, q, s)]^{1 / s} \geq\left[(f(k, N, q, t)]^{1 / t}\right.
$$

iii) The function $s \mapsto[\zeta(s, q)]^{1 / s}$ is decreasing i.e. for $s>t>0$

$$
[\zeta(s, q)]^{1 / s} \leq[\zeta(t, q)]^{1 / t}
$$

iv) The function $s \mapsto[f(k, q, s)]^{1 / s}$ is increasing i.e. for $s>t>0$

$$
[f(k, q, s)]^{1 / s} \geq\left[(f(k, q, t)]^{1 / t}\right.
$$

Proof.
i) We use the Proposition 1.2, for

$$
a_{i}= \begin{cases}\frac{1}{i+q}, & i=1, \ldots, N \\ 0, & i>N\end{cases}
$$

ii) Follows from i)-part and

$$
\begin{equation*}
\frac{1}{f(k, N, q, s)}=\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s}=(k+q)^{s} \zeta(N, s, q) \tag{1.44}
\end{equation*}
$$

iii) Use Proposition 1.2 for $a_{i}=\frac{1}{i+q}, i \in \mathbb{N}$.
iv) Follows from iii)-part and

$$
\begin{equation*}
\frac{1}{f(k, q, s)}=(k+q)^{s} \zeta(s, q) \tag{1.45}
\end{equation*}
$$

Theorem 1.7 The function

$$
\begin{equation*}
s \mapsto(N f(k, N, q, s))^{1 / s} \tag{1.46}
\end{equation*}
$$

is decreasing i.e. for $s>t>0$

$$
\begin{equation*}
(N f(k, N, q, s))^{1 / s} \leq(N f(k, N, q, t))^{1 / t} \tag{1.47}
\end{equation*}
$$

Proof. From (1.44) it follows

$$
\begin{equation*}
\frac{1}{N f(k, N, q, s)}=\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s} \tag{1.48}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
(N f(k, N, q, s))^{-1 / s}=\left[\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s}\right]^{1 / s} \tag{1.49}
\end{equation*}
$$

Denote $x_{i}=\frac{k+q}{i+q}, i=1, \ldots, N$. Then the right-hand side of (1.49) is the power mean

$$
M_{N}^{[s]}\left(x_{\overline{\overline{, N}}}\right):=\left[\frac{1}{N} \sum_{i=1}^{N} x_{i}^{s}\right]^{1 / s} .
$$

Using well-known fact, that $s \mapsto M_{N}^{[s]}\left(x_{\overline{\overline{1, N}}}\right)$ is increasing function (see for example [14, 15]) we conclude that the function

$$
\begin{equation*}
s \mapsto(N f(k, N, q, s))^{1 / s} \tag{1.50}
\end{equation*}
$$

is decreasing.

### 1.2.2 Log-convexity and exponential convexity

Let us recall well-known Lyapunov inequality, for sequences ([14, pp. 34], [15, pp. 117]).
Proposition 1.3 If $a_{i} \geq 0, i \in \mathbb{N}$, then for $0<r<s<t$

$$
\begin{equation*}
\left(\sum_{i=1}^{\infty} a_{i}^{s}\right)^{t-r} \leq\left(\sum_{i=1}^{\infty} a_{i}^{r}\right)^{t-s}\left(\sum_{i=1}^{\infty} a_{i}^{t}\right)^{s-r} \tag{1.51}
\end{equation*}
$$

If we set $a_{i}=\frac{1}{i+q}, i \in \mathbb{N}$ in (1.51) we get
Corollary 1.1 For $1<r<s<t$

$$
\begin{equation*}
\zeta^{t-r}(s, q) \leq \zeta^{t-s}(r, q) \zeta^{s-r}(t, q) \tag{1.52}
\end{equation*}
$$

In the next theorem we prove, log-concavity of $s \mapsto f(k, N, q, s)$ and log-convexity of $s \mapsto \zeta(s, q)$.

Theorem 1.8 Let $\lambda \in(0,1)$.
i) For $0<r<t$,

$$
\zeta(N, \lambda r+(1-\lambda) t, q) \leq \zeta^{\lambda}(N, r, q) \zeta^{1-\lambda}(N, t, q) .
$$

ii) For $0<r<t$,

$$
(f(k, N, q, \lambda r+(1-\lambda) t))^{-1} \leq(f(k, N, q, r))^{-\lambda}(f(k, N, q, t))^{-(1-\lambda)} .
$$

iii) For $1<r<t$,

$$
\zeta(\lambda r+(1-\lambda) t, q) \leq \zeta^{\lambda}(r, q) \zeta^{1-\lambda}(t, q)
$$

iv) For $1<r<t$,

$$
(f(k, q, \lambda r+(1-\lambda) t))^{-1} \leq(f(k, q, r))^{-\lambda}(f(k, q, t))^{-(1-\lambda)} .
$$

Proof.
i) For $0<r<t$ and $\lambda \in(0,1)$ we set

$$
a_{i}= \begin{cases}\frac{1}{i+q}, & i=1, \ldots, N ; \\ 0, & i>N .\end{cases}
$$

and $s=\lambda r+(1-\lambda) t$ in (1.51):

$$
\left(\sum_{i=1}^{N}\left(\frac{1}{i+q}\right)^{\lambda r+(1-\lambda) t}\right)^{t-r} \leq\left(\sum_{i=1}^{N}\left(\frac{1}{i+q}\right)^{r}\right)^{\lambda(t-r)}\left(\sum_{i=1}^{N}\left(\frac{1}{i+q}\right)^{t}\right)^{(1-\lambda)(t-r)}
$$

ii) Follows from (1.44) and i)-part.
iii) We set $a_{i}=\frac{1}{i+q}$ and $s=\lambda r+(1-\lambda) t$ in (1.51).
iv) Follows from iii)-part and (1.45).

We can conclude even more since this result can be extended to exponential convexity [5].
Definition 1.1 A function $h: I \rightarrow \mathbb{R}$ is exponentially convex on an interval $I \subseteq \mathbb{R}$ if it is continuous and

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} h\left(\frac{x_{i}+x_{j}}{2}\right) \geq 0
$$

for all $n \in \mathbb{N}$ and all choices $\xi_{i} \in \mathbb{R}, x_{i} \in I, i=1, \ldots, n$.
Theorem 1.9 The function $s \mapsto \zeta(s, q)$ is exponentially convex function on $(1, \infty)$.
Proof. For a given $n \in \mathbb{N}$ let $\xi_{m} \in \mathbb{R}, s_{m} \in(1, \infty)(m=1, \ldots, n)$ we have

$$
\begin{align*}
\sum_{l, m=1}^{n} \xi_{l} \xi_{m} \zeta\left(\frac{s_{l}+s_{m}}{2}, q\right) & =\sum_{l, m=1}^{n} \xi_{l} \xi_{m} \sum_{i=1}^{\infty} \frac{1}{(i+q)^{\frac{s_{l}+s_{m}}{2}}}  \tag{1.53}\\
& =\sum_{i=1}^{\infty} \sum_{l, m=1}^{n} \xi_{l} \xi_{m} \frac{1}{(i+q)^{\frac{s_{l}+s_{m}}{2}}}  \tag{1.54}\\
& =\sum_{i=1}^{\infty}\left(\sum_{m=1}^{n} \frac{1}{(i+q)^{\frac{s_{m}}{2}}}\right)^{2} \geq 0 \tag{1.55}
\end{align*}
$$

Since the function $s \mapsto \zeta(s, q)$ is continuous function on $(1, \infty)$, we conclude its exponential convexity on $(1, \infty)$.

Using (1.45) we have also the next corollary.

Corollary 1.2 The function $s \mapsto(f(k, q, s))^{-1}$ is exponentially convex function on $(1, \infty)$.
Proof. This is consequence of (1.45) and the fact that exponential convexity is closed under finite multiplication of exponentially convex functions.

Corollary 1.3 The matrices $\left[\left(\zeta\left(\frac{s_{l}+s_{m}}{2}, q\right)\right)\right]_{l, m=1}^{n}$ and $\left[\left(f\left(k, q, \frac{s_{l}+s_{m}}{2}\right)\right)^{-1}\right]_{l, m=1}^{n}$ are positive semi definite for all $n \in \mathbb{N}, s_{1}, \ldots, s_{n}$ in $(1, \infty)$.

We can also deduce exponential convexity from diversity point of view, notion mentioned in the introduction.

Theorem 1.10 For any $s>0, N \in \mathbb{N}$, the function

$$
q \mapsto \zeta(N, s, q)
$$

is exponentially convex on $(0, \infty)$.
Proof. For $k=1, \ldots, N$, using the Laplace transform,

$$
\frac{1}{(k+q)^{s}}=\int_{0}^{\infty} e^{-(k+q) t} \frac{t^{s-1}}{\Gamma(s)} d t
$$

and the fact

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \exp \left[-\left(k+\frac{q_{i}+q_{j}}{2}\right) t\right]=e^{-k t}\left(\sum_{i=1}^{n} \xi_{i} \exp \left(-\frac{q_{i}}{2} t\right)\right)^{2} \geq 0
$$

we conclude exponential convexity of the function $q \mapsto \frac{1}{(k+q)^{s}}$ on $(0, \infty)$. Now $q \mapsto \zeta(N, s, q)$ is exponentially convex on $(0, \infty)$ as a finite sum of exponentially convex functions.

Theorem 1.11 For any $s>1$, the function

$$
q \mapsto \zeta(s, q)
$$

is exponentially convex on $(0, \infty)$.
Proof. Using Mellin transformation

$$
\zeta(s, q)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{t^{s-1} e^{-(q+1) t}}{1-e^{-t}} d t
$$

and

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \exp \left(-\left(\frac{q_{i}+q_{j}}{2}+1\right) t\right)=\left(\sum_{i=1}^{n} \xi_{i} \exp \left(-\frac{q_{i}+1}{2} t\right)\right)^{2} \geq 0
$$

we conclude exponential convexity of $q \mapsto \zeta(s, q)$ on $(0, \infty)$.

Corollary 1.4 For $s>1$, the matrix $\left[\zeta\left(s,\left(\frac{q_{l}+q_{m}}{2}\right)\right)\right]_{l, m=1}^{n}$ is positive semi definite for all $n \in \mathbb{N}, q_{1}, \ldots, q_{n} \in(0, \infty)$.

Corollary 1.5 For any $s>1$, the function

$$
q \mapsto \zeta(s, q)
$$

is log-convex on $(0, \infty)$.

### 1.2.3 Log subadditivity

Let us recall Chebyshev's inequality (see [14, pp. 27], [15, pp. 197]).
Theorem 1.12 Let $\left(a_{1}, \ldots, a_{N}\right)$ and $\left(b_{1}, \ldots, b_{N}\right)$ be two $N$-tuples of real numbers such that

$$
\left(a_{i}-a_{j}\right)\left(b_{i}-b_{j}\right) \geq 0, \text { for } i, j=1, \ldots, N,
$$

and $\left(w_{1}, \ldots, w_{N}\right)$ be a positive $n-$ tuple. Then

$$
\begin{equation*}
\left(\sum_{i=1}^{N} w_{i}\right)\left(\sum_{i=1}^{N} w_{i} a_{i} b i\right) \geq\left(\sum_{i=1}^{n} w_{i} a_{i}\right)\left(\sum_{i=1}^{N} w_{i} b_{i}\right) . \tag{1.56}
\end{equation*}
$$

Theorem 1.13 The function $s \mapsto N f(k, N, q, s)$ is log subadditive, i.e. for $s, r>0$

$$
\begin{equation*}
N f(k, N, q, s+r) \leq[N f(k, N, q, s)][N f(k, N, q, r)] \tag{1.57}
\end{equation*}
$$

Proof. We apply Chebyshev's inequality (1.79) for

$$
a_{i}=\left(\frac{k+q}{i+q}\right)^{s}, b_{i}=\left(\frac{k+q}{i+q}\right)^{r}, w_{i}=\frac{1}{N} ; i=1, \ldots, N .
$$

Hence we get

$$
\begin{aligned}
& \frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s+r} \geq\left(\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s}\right)\left(\frac{1}{N} \sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{r}\right) \\
\Rightarrow & \frac{1}{N f(k, N, q, s+r)} \geq \frac{1}{N f(k, N, q, s)} \frac{1}{N f(k, N, q, r)},
\end{aligned}
$$

concluding (1.81).
Theorem 1.14 The function $u \mapsto\left[f\left(k, N, q, u^{-1}\right)\right]^{-u}$ is log-convex.
Proof. Using Lyapunov inequality in Proposition 1.3, for $0<r<s<t$

$$
\begin{equation*}
\left(\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{s}\right)^{t-r} \leq\left(\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{r}\right)^{t-s}\left(\sum_{i=1}^{N}\left(\frac{k+q}{i+q}\right)^{t}\right)^{s-r} . \tag{1.58}
\end{equation*}
$$

Using (1.49) we rewrite this as

$$
\begin{equation*}
[f(k, N, q, s)]^{-\frac{1}{s}} \leq\left\{[f(k, N, q, r)]^{-\frac{1}{r}}\right\}^{\frac{r}{s} \frac{t-s}{t-r}}\left\{[f(k, N, q, t)]^{-\frac{1}{t}}\right\}^{\frac{t}{s} \frac{s-r}{t-r}} \tag{1.59}
\end{equation*}
$$

Now we substitute $t=1 / x, r=1 / y, \lambda=\frac{t}{s} \frac{s-r}{t-r}$ in (1.59), and since $1-\lambda=\frac{r}{s} \frac{t-s}{t-r}, s=$ $[\lambda x+(1-\lambda) y]^{-1}$, we have

$$
\left[f\left(k, N, q,[\lambda x+(1-\lambda) y]^{-1}\right)\right]^{-[\lambda x+(1-\lambda) y]} \leq\left\{\left[f\left(k, N, q, x^{-1}\right)\right]^{-x}\right\}^{\lambda}\left\{\left[f\left(k, N, q, y^{-1}\right)\right]^{-y}\right\}^{1-\lambda}
$$

concluding log-convexity of the function $u \mapsto\left[f\left(k, N, q, u^{-1}\right)\right]^{-u}$.

### 1.2.4 Gini means and further monotonicity

For positive $n$-tuple $\left(a_{1}, \ldots, a_{n}\right), \alpha, \beta \in \mathbb{R}$, Gini means are defined with

$$
G(\alpha, \beta)= \begin{cases}\left(\frac{\sum_{i=1}^{n} a_{i}^{\alpha}}{\left.\frac{1}{n}\right)_{i=1}^{\beta} a_{i}^{\beta}}\right)^{\frac{1}{\alpha-\beta}}, & \alpha \neq \beta  \tag{1.60}\\ \exp \left(\sum_{i=1}^{n} a_{i}^{\alpha} \ln a_{i} / \sum_{i=1}^{n} a_{i}^{\alpha}\right), & \alpha=\beta\end{cases}
$$

It is known then see [15, pp. 119],

$$
\begin{equation*}
G\left(\alpha_{1}, \beta_{1}\right) \leq G\left(\alpha_{2}, \beta_{2}\right) \tag{1.61}
\end{equation*}
$$

for $\alpha_{1} \leq \alpha_{2}, \beta_{1} \leq \beta_{2}, \alpha_{1} \neq \beta, \alpha_{2} \neq \beta_{2}$.
If we choose $a_{i}=\frac{k+q}{i+q}$ in (1.60) we will get Zip-Mandelbrot means:

$$
Z(\alpha, \beta)= \begin{cases}\left(\frac{f(k, N,,, \beta)}{f(k, N, q, \alpha)}\right)^{\frac{1}{\alpha-\beta}}, & \alpha \neq \beta  \tag{1.62}\\ {\left[(k+q)^{\alpha} \zeta(N, s, \alpha)\right]^{\frac{(k+q)^{\alpha} H_{N, q, \alpha}}{\alpha(k, N, q, \alpha, \alpha)}} \exp \left(-\frac{(k+q)^{\alpha}}{\alpha f(k, N, q, \alpha)} E(k, N, q, \alpha)\right),} & \alpha=\beta\end{cases}
$$

where

$$
E(k, N, q, \alpha)=-\sum_{k=1}^{N} f(k, N, q, \alpha) \ln f(k, N, q, \alpha)
$$

denotes Shannon entropy of the law (1.39) (for related results see also [9]). Using (1.86) we can now formulate the next theorem.

Theorem 1.15 For $0<\alpha_{1} \leq \alpha_{2}, 0<\beta_{1} \leq \beta_{2}, \alpha_{1} \neq \beta, \alpha_{2} \neq \beta_{2}$;

$$
\begin{equation*}
Z\left(\alpha_{1}, \beta_{1}\right) \leq Z\left(\alpha_{2}, \beta_{2}\right) \tag{1.63}
\end{equation*}
$$

The expectation of the Zipf-Mandelbrot law is

$$
\sum_{k=1}^{N} k f(k, N, q, s)=\frac{1}{\zeta(N, s, q)} \sum_{k=1}^{N} \frac{k+q-q}{(k+q)^{s}}=\frac{\zeta(N, s-1, q)}{\zeta(N, s, q)}-q .
$$

This is a decreasing function over $s$, as the next theorem shows.
Theorem 1.16 The function

$$
s \mapsto \frac{\zeta(N, s-1, q)}{\zeta(N, s, q)}
$$

is decreasing on $\mathbb{R}_{+}$.
Proof. We set $a_{i}=\frac{1}{i+q}, i=1, \ldots, N$ and $\alpha=s-1, \beta=s$ in (1.60).
According (1.86), for $0<s<t$, we have

$$
\left(\frac{\zeta(N, s-1, q)}{\zeta(N, s, q)}\right)^{-1} \leq\left(\frac{\zeta(N, t-1, q)}{\zeta(N, t, q)}\right)^{-1}
$$

Of course, result can be extended to Hurwitz $\zeta$-function.
Corollary 1.6 The function

$$
s \mapsto \frac{\zeta(s-1, q)}{\zeta(s, q)}
$$

is decreasing on $\mathbb{R}_{+}$.
Remark 1.2 General remark in this section is that parameters $\alpha, \beta$ in (1.85) could be any real numbers, so Theorems 1.27 and 1.16 are also valid on $\mathbb{R}^{2}$ and $\mathbb{R}$, respectively.

### 1.3 Hybrid Zipf-Mandelbrot law

There is a unified approach, maximization of Shannon entropy, that naturally follows the path of generalization from Zipf's to hybrid Zipf's law. Extending this idea, in this section, we make transition from Zipf-Mandelbrot to hybrid Zipf-Mandelbrot law. It is interesting that examination of its densities provides some new insights of Lerch's transcendent (see [8]).

### 1.3.1 Shannon entropy and Zipf-Mandelbrot law

Here we extend use the maximum entropy approach in [17] to Zipf's law in order to deduce Zipf-Mandelbrot law, i.e. we maximize

$$
\begin{equation*}
S=-\sum_{i \in I} p_{i} \ln p_{i} \tag{1.64}
\end{equation*}
$$

subject to some constraints. Trivial constraint is of course $\sum_{i \in I} p_{i}=1$.

Theorem 1.17 Let $I=\{1, \ldots, N\}$ or $I=\mathbb{N}$. For a given $q \geq 0$ and $\chi \geq 0$, a probability distribution, concentrated on $I$, that maximizes Shannon entropy under additional constraint

$$
\begin{equation*}
\sum_{k \in I} p_{k} \ln (k+q)=\chi \tag{1.65}
\end{equation*}
$$

is Zipf-Mandelbrot law.
Proof. If $I=\{1, \ldots, N\}$, in a very standard procedure, we set two Lagrange multipliers $\lambda$ and $s$ and consider expression

$$
\hat{S}=-\sum_{k=1}^{N} p_{k} \ln p_{k}-\lambda\left(\sum_{k=1}^{N} p_{k}-1\right)-s\left(\sum_{k=1}^{N} p_{k} \ln (k+q)-\chi\right)
$$

Just for convenience we can, of course, replace $\lambda \longleftrightarrow \ln \lambda-1$, and now conider

$$
\hat{S}=-\sum_{k=1}^{N} p_{k} \ln p_{k}-(\ln \lambda-1)\left(\sum_{k=1}^{N} p_{k}-1\right)-s\left(\sum_{k=1}^{N} p_{k} \ln (k+q)-\chi\right)
$$

instead.
From $\hat{S}_{p_{k}}=0, k=1, \ldots, N$ we deduce

$$
p_{k}=\frac{1}{\lambda(k+q)^{s}},
$$

and combining this with $\sum_{k=1}^{N} p_{k}=1$, we have

$$
\lambda=\sum_{k=1}^{N} \frac{1}{(k+q)^{s}},
$$

where $s>0$, concluding

$$
p_{k}=\frac{1 /(k+q)^{s}}{\zeta(N, s, q)}, k=1, \ldots, N
$$

The case $I=\mathbb{N}$ is treated in a similar manner with the restriction $s>1$ :

$$
p_{k}=\frac{1 /(k+q)^{s}}{\zeta(s, q)}, k \in \mathbb{N} .
$$

## Remark 1.3

(i) If $X$ is the random variable with values at $I$ and probability law ( $p_{i}, i \in I$ ), then $\chi$ from (1.65) is in fact expectation of the random variable $\ln (X+q)$, which depends on $X$.
(ii) Observe here that for Zipf-Mandelbrot law (1.39) Shannon entropy (1.64) can be bounded from above (see [12]):

$$
\begin{equation*}
S=-\sum_{k=1}^{\infty} f(k, q, s) \ln f(k, q, s) \leq-\sum_{k=1}^{\infty} f(k, q, s) \ln q_{k}, \tag{1.66}
\end{equation*}
$$

where $\left(q_{k}: k \in \mathbb{N}\right)$ is any sequence of positive numbers such that $\sum_{k=1}^{\infty} q_{k}=1$.

### 1.3.2 Hybrid Zipf-Mandelbrot law

The same technique of maximum entropy we apply with one additional constraint. The derived probability law we will call hybrid Zipf-Mandelbrot law.

Theorem 1.18 Let $I=\{1, \ldots, N\}$ or $I=\mathbb{N}$. For a given $q \geq 0, \chi \geq 0$ and $\mu \geq 0$, a probability distribution, concentrated on I, that maximizes Shannon entropy under additional constraints

$$
\sum_{k \in I} p_{k} \ln (k+q)=\chi, \sum_{k \in I} k p_{k}=\mu
$$

is hybrid Zipf-Mandelbrot law:

$$
p_{k}=\frac{w^{k}}{(k+q)^{s} \Phi^{*}(s, q, w)}, k \in I,
$$

where

$$
\Phi_{I}^{*}(s, q, w)=\sum_{k \in I} \frac{w^{k}}{(k+q)^{s}}
$$

Proof. We consider first $I=\{1, \ldots, N\}$ and then we maximize
$\hat{S}=-\sum_{k=1}^{N} p_{k} \ln p_{k}+\ln w\left(\sum_{k=1}^{N} k p_{k}-\mu\right)-(\ln \lambda-1)\left(\sum_{k=1}^{N} p_{k}-1\right)-s\left(\sum_{k=1}^{N} p_{k} \ln (k+q)-\chi\right)$.
$\hat{S}_{p_{k}}=0, k=1, \ldots, N$ gives us

$$
-\ln p_{k}+k \ln w-\ln \lambda-s \ln (k+q)=0,
$$

i.e.

$$
p_{k}=\frac{w^{k}}{\lambda(k+q)^{s}} .
$$

Using $\sum_{k=1}^{N} p_{k}=1$, we get $\lambda=\sum_{k=1}^{N} \frac{w^{k}}{(k+q)^{s}}$ and we recognize this as the partial sum of Lerch's transcendent

$$
\Phi_{N}^{*}(s, q, w)=\sum_{k=1}^{N} \frac{w^{k}}{(k+q)^{s}},
$$

with $w \geq 0, s>0$.
In the infinite case $I=\mathbb{N}$ we have restrictions either $w<1, s>0$ or $w=1, s>1$ and

$$
\lambda=\sum_{k=1}^{\infty} \frac{w^{k}}{(k+q)^{s}}
$$

we recognize as Lerch's transcendent that we will denote with $\Phi^{*}(s, q, w)$.

Let us denote

$$
\begin{equation*}
f_{h}(w, N, k, q, s)=\frac{w^{k}}{(k+q)^{s} \Phi_{N}^{*}(s, q, w)}, k=1, \ldots, N \tag{1.67}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{h}(w, k, q, s)=\frac{w^{k}}{(k+q)^{s} \Phi^{*}(s, q, w)} \tag{1.68}
\end{equation*}
$$

hybrid Zipf-Mandelbrot law on finite and infinite state space, respectively.

Remark 1.4 Some remarks are needed.
(i) Observe that constraint with the $\mu$ is in fact the expectation of the law.
(ii) There is a slight difference between Lerch's transcendent defined in [2] p. 27 and with our understanding of Lerch's transcendent: we don't have 0th summand.
(iii) We omitted the full bordered Hessian discussion in proofs of Theorems 1.17 and 1.18 as mere standard procedure.
(iv) Observe, further, that for hybrid Zipf-Mandelbrot law (1.68) Shannon entropy (1.64) can be bounded from above (see [12]):

$$
\begin{equation*}
S=-\sum_{k=1}^{\infty} f_{h}(k, q, s) \ln f_{h}(k, q, s) \leq-\sum_{k=1}^{\infty} f_{h}(k, q, s) \ln q_{k}, \tag{1.69}
\end{equation*}
$$

where $\left(q_{k}: k \in \mathbb{N}\right)$ is any sequence of positive numbers such that $\sum_{k=1}^{\infty} q_{k}=1$.

### 1.3.3 Properties of the hybrid Zipf-Mandelbrot law

Now we examine analytical properties of the Lerch's transcendent and the hybrid ZipfMandelbrot law.

Theorem 1.19 The functions

$$
\begin{equation*}
s \mapsto\left(\frac{w-w^{N+1}}{w^{k}-w^{k+1}} f_{h}(w, N, k, q, s)\right)^{1 / s} \tag{1.70}
\end{equation*}
$$

and

$$
\begin{equation*}
s \mapsto\left(\frac{w}{w^{k}-w^{k+1}} f_{h}(w, k, q, s)\right)^{1 / s} \tag{1.71}
\end{equation*}
$$

are decreasing on $(0, \infty)$.
Proof. From (1.67) it follows

$$
\frac{1}{f_{h}(w, N, k, q, s)}=\frac{1}{w^{k}} \sum_{i=1}^{N} w^{i}\left(\frac{k+q}{i+q}\right)^{s}
$$

i.e.

$$
\begin{equation*}
\left(\frac{w^{k}-w^{k+1}}{\left(w-w^{N+1}\right) h(w, N, k, q, s)}\right)^{1 / s}=\left(\frac{1}{\frac{w-w^{N+1}}{1-w}} \sum_{i=1}^{N} w^{i}\left(\frac{k+q}{i+q}\right)^{s}\right)^{1 / s} . \tag{1.72}
\end{equation*}
$$

The right-hand side of (1.72) is power mean, which is increasing function on parameter $s$.

Now we recall well-known Lyapunov inequality, for isotonic functionals (for details see [15, pp. 117] ): for $0<r<s<t$

$$
\begin{equation*}
A\left(g^{s}\right)^{t-r} \leq A\left(g^{r}\right)^{t-s} A\left(g^{t}\right)^{s-r} . \tag{1.73}
\end{equation*}
$$

Theorem 1.20
i) For $N \in \mathbb{N}, w>0, q \geq 0,0<r<s<t$,

$$
\left[\Phi_{N}^{*}(s, q, w)\right]^{t-r} \leq\left[\Phi_{N}^{*}(s, q, w)\right]^{t-s}\left[\Phi_{N}^{*}(s, q, w)\right]^{s-r} .
$$

ii) For $0<w<1, q \geq 0,1<r<s<t$,

$$
\left[\Phi^{*}(s, q, w)\right]^{t-r} \leq\left[\Phi^{*}(s, q, w)\right]^{t-s}\left[\Phi^{*}(s, q, w)\right]^{s-r} .
$$

Proof. i) We apply (1.73) to the linear functional

$$
A(g)=\sum_{k=1}^{N} w^{k} g(k)
$$

and replace $g(k)=\frac{1}{k+q}$.
ii) Similarly, if we define

$$
A(g)=\sum_{k=1}^{\infty} w^{k} g(k)
$$

then the result follows from (1.73), if we choose $g(k)=\frac{1}{k+q}$.
We can now conclude log-convexity of Lerch's transcendent and log-concavity of hybrid Zipf-Mandelbrot law.

Corollary 1.7 Let $\lambda \in(0,1)$.
i) For $0<r<t, N \in \mathbb{N}, w>0, q \geq 0,0<r<s<t$,

$$
\Phi_{N}^{*}(\lambda r+(1-\lambda) t, q, w) \leq\left[\Phi_{N}^{*}(r, q, w)\right]^{\lambda}\left[\Phi_{N}^{*}(t, q, w)\right]^{1-\lambda}
$$

ii) For $1<r<t, 0<w<1, q \geq 0$

$$
\Phi^{*}(\lambda r+(1-\lambda) t, q, w) \leq\left[\Phi^{*}(r, q, w)\right]^{\lambda}\left[\Phi^{*}(t, q, w)\right]^{1-\lambda}
$$

iii) For $N \in \mathbb{N}, w>0, q \geq 0,0<r<s<t$,

$$
\left(f_{h}(w, N, k, q, \lambda r+(1-\lambda) t)\right)^{-1} \leq\left(f_{h}(w, N, k, q, r)\right)^{-\lambda}\left(f_{h}(w, N, k, q, t)\right)^{-(1-\lambda)} .
$$

iv) For $0<w<1, q \geq 0,1<r<s<t$,

$$
\left(f_{h}(w, k, q, \lambda r+(1-\lambda) t)\right)^{-1} \leq\left(f_{h}(w, k, q, r)\right)^{-\lambda}\left(f_{h}(w, k, q, t)\right)^{-(1-\lambda)} .
$$

Proof. i) and ii) follow from Theorem 6.89. iii) and iv) follow from (1.67) and (1.68) respectively.

The results in the previous corollary can be extended further to exponential convexity.
Definition 1.2 A function $h: I \rightarrow \mathbb{R}$ is exponentially convex on an open interval $I \subseteq \mathbb{R}$ if it is continuous and

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} h\left(\frac{x_{i}+x_{j}}{2}\right) \geq 0
$$

for all $n \in \mathbb{N}$ and all choices $\xi_{i} \in \mathbb{R}, x_{i} \in I, i=1, \ldots, n$.
Theorem 1.21 The function $s \mapsto \Phi^{*}(s, q, w)$ is exponentially convex function on $(1, \infty)$.
Proof. For a given $n \in \mathbb{N}$ let $\xi_{m} \in \mathbb{R}, s_{m} \in(1, \infty)(m=1, \ldots, n)$ we have

$$
\begin{align*}
\sum_{l, m=1}^{n} \xi_{l} \xi_{m} \Phi^{*}\left(\frac{s_{l}+s_{m}}{2}, q, w\right) & =\sum_{l, m=1}^{n} \xi_{l} \xi_{m} \sum_{i=1}^{\infty} \frac{w^{i}}{(i+q)^{\frac{s_{l}+s_{m}}{2}}}  \tag{1.74}\\
& =\sum_{i=1}^{\infty} w^{i} \sum_{l, m=1}^{n} \frac{\xi_{l} \xi_{m}}{(i+q)^{\frac{s_{l}+s_{m}}{2}}} \tag{1.75}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{i=1}^{\infty} w^{i}\left(\sum_{m=1}^{n} \frac{\xi_{m}}{(i+q)^{\frac{s m}{2}}}\right)^{2} \geq 0 . \tag{1.76}
\end{equation*}
$$

Since the function $s \mapsto \Phi^{*}(s, q, w)$ is continuous function on $(1, \infty)$, we conclude its exponential convexity on $(1, \infty)$.

Using (1.68) we have also the next corollary.
Corollary 1.8 The function $s \mapsto\left(f_{h}(w, k, q, s)\right)^{-1}$ is exponentially convex function on $(1, \infty)$.
 positive semidefinite for all $n \in \mathbb{N}, s_{1}, \ldots, s_{n}$ in $(1, \infty)$.

We can deduce exponential convexity for the second parameter in generalized polylogarithm function. First, we will prove theorem on integral representation of generalized polylogarithm function as a variant of Mellin transformation for Hurwitz $\zeta$ function.

Lemma 1.1 For $0<w<1, q \geq 0$

$$
\begin{equation*}
\Phi^{*}(s, q, w)=\frac{w}{\Gamma(s)} \int_{0}^{\infty} \frac{u^{s-1} e^{-(q+1) u}}{1-w e^{-u}} d u \tag{1.77}
\end{equation*}
$$

Proof. In Gamma function integral we change variable, $x=(n+q) u$,

$$
\Gamma(s)=\int_{0}^{\infty} e^{-x} x^{s-1} d x=(k+q)^{s} \int_{0}^{\infty} e^{-(k+q) u} u^{s-1} d u
$$

hence,

$$
\begin{equation*}
\Rightarrow(k+q)^{-s} \Gamma(s)=\int_{0}^{\infty} e^{-k u} e^{-q u} u^{s-1} d u . \tag{1.78}
\end{equation*}
$$

By multiplying both sides of (1.78) with $w^{k}$, summing over $k \in \mathbb{N}$, and using Beppo-Levi's theorem on the right side, we have

$$
\begin{aligned}
\Phi^{*}(s, q, w) \Gamma(s) & =\int_{0}^{\infty} \sum_{k=1}^{\infty} w^{k} e^{-k u} e^{-q u} u^{s-1} d u \\
& =w \int_{0}^{\infty} \frac{u^{s-1} e^{-(q+1) u}}{1-w e^{-u}} d u
\end{aligned}
$$

Theorem 1.22 The function $q \mapsto \Phi^{*}(s, q, w)$ is exponentially convex function on $(0, \infty)$.
Proof. For a given $n \in \mathbb{N}, \xi_{m} \in \mathbb{R}, q_{m} \in(0, \infty)(m=1, \ldots, n)$, we have, using (1.77) and

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \exp \left(-\left(\frac{q_{i}+q_{j}}{2}+1\right) t\right)=\left(\sum_{i=1}^{n} \xi_{i} \exp \left(-\frac{q_{i}+1}{2} t\right)\right)^{2} \geq 0
$$

concluding

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} \Phi^{*}\left(s, \frac{q_{i}+q_{j}}{2}, w\right) \geq 0
$$

Corollary 1.10 For $s>1$, the matrix $\left[\Phi^{*}\left(s, \frac{q_{i}+q_{j}}{2}, w\right)\right]_{i, j=1}^{n}$ is positive semi definite for all $n \in \mathbb{N}, q_{1}, \ldots, q_{n}$ in $(0, \infty)$.

Corollary 1.11 For any $s>1$, the function

$$
q \mapsto \Phi^{*}(s, q, w)
$$

is log-convex on $(0, \infty)$.
Theorem 1.23 The function $w \mapsto \frac{\Phi^{*}(s, q, w)}{w}$ is exponentially convex on $(0,1)$.
Proof. From $\frac{1}{w}=\int_{0}^{\infty} e^{-w t} d t$ we have

$$
\frac{1}{1-w e^{-u}}=\int_{0}^{\infty} e^{t+w e^{-u} t} d t
$$

If we now rewrite (1.77)

$$
\frac{\Phi^{*}(s, q, w)}{w}=\frac{1}{\Gamma(s)} \int_{0}^{\infty} u^{s-1} e^{-(q+1) u} \int_{0}^{\infty} e^{t+w e^{-u} t} d t d u
$$

and use Fubini with

$$
\sum_{i, j=1}^{n} \xi_{i} \xi_{j} e^{t+\frac{w_{i}+w_{j}}{2} e^{-u_{t}}}=e^{t}\left(\sum_{i=1}^{n} e^{\frac{w_{j} e^{-u_{t}}}{2}}\right)^{2} \geq 0
$$

our proof is done.
Corollary 1.12 For any $\alpha>1$ the function $w \mapsto \frac{\Phi^{*}(s, q, w)}{w^{\alpha}}$ is exponentially convex on $(0,1)$.

Proof. This follows from the fact that, for $\gamma>0, x \mapsto x^{-\gamma}$ is exponentially convex on $(0,1)$ and that product of exponentially convex function (on the same domain) is again exponentially convex (for details see [5]).

Let us recall Chebyshev's inequality (see [15, pp. 197]).
Theorem 1.24 Let $\left(a_{1}, \ldots, a_{N}\right)$ and $\left(b_{1}, \ldots, b_{N}\right)$ be two $N$-tuples of real numbers such that

$$
\left(a_{i}-a_{j}\right)\left(b_{i}-b_{j}\right) \geq 0, \text { for } i, j=1, \ldots, N,
$$

and $\left(w_{1}, \ldots, w_{N}\right)$ be a positive $n-$ tuple. Then

$$
\begin{equation*}
\left(\sum_{i=1}^{N} w_{i}\right)\left(\sum_{i=1}^{N} w_{i} a_{i} b i\right) \geq\left(\sum_{i=1}^{N} w_{i} a_{i}\right)\left(\sum_{i=1}^{N} w_{i} b_{i}\right) . \tag{1.79}
\end{equation*}
$$

Remark 1.5 The previous theorem can be extended to infinite sequences if we impose some obvious convergence

$$
\begin{equation*}
\left(\sum_{i=1}^{\infty} w_{i}\right)\left(\sum_{i=1}^{\infty} w_{i} a_{i} b i\right) \geq\left(\sum_{i=1}^{\infty} w_{i} a_{i}\right)\left(\sum_{i=1}^{\infty} w_{i} b_{i}\right) . \tag{1.80}
\end{equation*}
$$

Let us introduce mean version of Lerch's transcendent

$$
\overline{\Phi^{*}}(s, q, w)=\frac{1-w}{w} \Phi^{*}(s, q, w) .
$$

Theorem 1.25 The mean version of Lerch's transcendent is log-subadditive, i.e. for $s, r>0$

$$
\begin{equation*}
\overline{\Phi^{*}}(s+r, q, w) \leq \overline{\Phi^{*}}(s, q, w) \overline{\Phi^{*}}(r, q, w) \tag{1.81}
\end{equation*}
$$

Proof. We apply Chebyshev's inequality (1.80) for

$$
a_{i}=\left(\frac{k+q}{i+q}\right)^{s}, b_{i}=\left(\frac{k+q}{i+q}\right)^{r}, w_{i}=w^{i} ; i \in \mathbb{N}
$$

i.e.

$$
\frac{w}{1-w} \Phi^{*}(s+r, q, w) \leq \Phi^{*}(s, q, w) \Phi^{*}(r, q, w) .
$$

Remark 1.6 A similar version of the previous theorem can be proved for cut Lerch's transcendent $\overline{\Phi^{*}}{ }_{N}(s, q, w)$.

### 1.3.4 Hybrid means

For a fixed $p_{i} \geq 0, a_{i} \geq 0, i=1 \ldots, N$ let us define linear functional on $C[a, b]$ with

$$
A(f)=\sum_{i=1}^{n} p_{i} f\left(a_{i}\right)
$$

where $a \leq \min a_{i} \leq \max a_{i} \leq b$. Then, the next theorem is valid.
Theorem 1.26 For a continuous function $g:[a, b] \rightarrow \mathbb{R}_{+}$, the function $t \mapsto A\left(g^{t}\right)$ is exponentially convex on $(0, \infty)$ andfor positive $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} ; \alpha_{1} \leq \alpha_{2}, \beta_{1} \leq \beta_{2}, \alpha_{1} \neq \beta_{1}, \alpha_{2} \neq$ $\beta_{2}$,

$$
\begin{equation*}
\left(\frac{A\left(g^{\alpha_{1}}\right)}{A\left(g^{\alpha_{2}}\right)}\right)^{\frac{1}{\alpha_{1}-\beta_{1}}} \leq\left(\frac{A\left(g^{\alpha_{2}}\right)}{A\left(g^{\beta_{2}}\right)}\right)^{\frac{1}{\alpha_{2}-\beta_{2}}} \tag{1.82}
\end{equation*}
$$

Proof. For a fixed $n \in \mathbb{N}, u_{i} \in \mathbb{R}, t_{i}>0, i=1, \ldots, n$, we define an auxiliary function

$$
\Psi(x)=\sum_{i, j=1}^{n} u_{i} u_{j} x^{\frac{t_{i}+t_{j}}{2}} .
$$

Since $\Psi(x)=\left(\sum_{i=1}^{n} u_{i} x^{\frac{t_{i}}{2}}\right)^{2} \geq 0$, we have $A(\Psi(g)) \geq 0$, i.e.

$$
\sum_{i, j=1}^{n} u_{i} u_{j} A\left(g^{\frac{t_{i}+t_{j}}{2}}\right) \geq 0
$$

concluding exponential convexity of the function $t \mapsto A\left(g^{t}\right)$. Since exponential convexity implies log-convexity (see [5]), (1.82) follows from [15] pp. 7.

Remark 1.7 For fixed $t>0$, let $m=\min _{x \in[a, b]} g^{t}(x), M=\max _{x \in[a, b]} g^{t}(x)$. Then, from $A\left(g^{t}-\right.$ $m) \geq 0$ and $A\left(M-g^{t}\right) \geq 0$ it follows

$$
m A(1) \leq A\left(g^{t}\right) \leq M A(1)
$$

By the mean value theorem it follows that exists $\xi \in[a, b]$ such that

$$
g^{t}(\xi)=\frac{A\left(g^{t}\right)}{A(1)}
$$

Also, for fixed $\alpha, \beta \in(0, \infty), \alpha \neq \beta$, following the very standard technique, we can also prove that there exists $\eta \in[a, b]$ such that

$$
\begin{equation*}
g^{\alpha-\beta}(\eta)=\frac{A\left(g^{\alpha}\right)}{A\left(g^{\beta}\right)} \tag{1.83}
\end{equation*}
$$

Now, if $g(\eta) \in[a, b]$, then the expression

$$
\begin{equation*}
\left(\frac{A\left(g^{\alpha}\right)}{A\left(g^{\beta}\right)}\right)^{\frac{1}{\alpha-\beta}} \tag{1.84}
\end{equation*}
$$

stands for the mean and, as (1.82) shows, these means have monotonicity property.
For fixed, $k \in \mathbb{N}, q \geq 0$, let us take $p_{i}=w^{i}, a_{i}=\frac{k+q}{i+q}, i=1, \ldots, N, g=\mathrm{id}$. Using Remark (1.7) and (1.67), we can define hybrid means

$$
H(\alpha, \beta)=\left\{\begin{array}{ll}
\left(\frac{f_{h}(w, N, k, q, \beta)}{f_{h}(w, N, k, q, \alpha)}\right)^{\frac{1}{\alpha-\beta}}, & \alpha \neq \beta  \tag{1.85}\\
\exp \left(-\frac{d}{f_{h} f_{h}(w, N, k, q, \alpha)}\right. \\
f_{h}(w, N, k, q, \alpha)
\end{array}\right), \alpha=\beta
$$

Theorem 1.27 For $0<\alpha_{1} \leq \alpha_{2}, 0<\beta_{1} \leq \beta_{2}, \alpha_{1} \neq \beta_{1}, \alpha_{2} \neq \beta_{2}$;

$$
\begin{equation*}
H\left(\alpha_{1}, \beta_{1}\right) \leq H\left(\alpha_{2}, \beta_{2}\right) \tag{1.86}
\end{equation*}
$$
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## Chapter 2

# On Zipf-Mandelbrot entropy 

Muhammad Adil Khan, Đilda Pečarić, Josip Pečarić, and Zaid Mohammad Al-Sahwi

Abstract. In this paper we present several results for Shannon entropy. By using these results we give inequalities for Zipf-Mandelbrot entropy. We also discuss the results of Shannon entropy for different parametric Zipf-Mandelbrot laws. At the end we give example which shows that some of the results for Shannon entropy can not be applied for Zipf-Mandelbrot entropy.

### 2.1 Introduction

Zipf law is one of the necessary law in information science and is very frequently utilized in linguistics[2, 3, 20, 4, 5]. George Zipf [1] observed in the study of human language that the size of the $\mathbf{k}$-th biggest occurrence of the event is inversely proportional to it's rank to according to

$$
\begin{equation*}
f(k)=\frac{c}{k^{s}}, \tag{2.1}
\end{equation*}
$$

where $c$ is a normalizing constant for the corpus, $f(k)$ is the number of occurrences of the $k$-th ranked and $s>0$ is close to unite.

[^0]If $n \in\{1,2, \ldots\}, s>0$ and $k \in\{1,2, \ldots, n\}$, then Zipf's law (probability mass function ) is defined by: $f(k, n, s)=\frac{1 / k^{s}}{H_{n, s}}$, where $H_{n, s}$ is the $n$-th generalized Harmonic number [7].

The more general model introduced Benoit Mandelbrot [[8] pp. 503-512], by utilizing arguments on the fractal structure lexical trees: $g(i)=\frac{c}{(i+h)^{r}}$, when $h=0$, we obtain Zipf's law.

If $n \in \mathbb{N}, r>0, h \geq 0$ and $i \in\{1,2, \ldots, n\}$, then Zipf-Mandelbrot law (probability mass function) is defined by

$$
G(i, n, h, r)=\frac{1}{(i+h)^{r} \cdot H_{n, h, r}} .
$$

The formula for Zipf-Mandelbrot entropy is given by

$$
\begin{equation*}
Z(H, h, r)=\frac{r}{H_{n, h, r}} \sum_{i=1}^{n} \frac{\log (i+h)}{(i+h)^{r}}+\log H_{n, h, r}, \tag{2.2}
\end{equation*}
$$

where $H_{n, h, r}=\sum_{i=1}^{n} \frac{1}{(i+h)^{r}}$.
There are many applications of Zipf-Mandelbrot law which can be found in ecological field studies [29], and also applicable in information sciences [28]. Recently, ZipfMandelbrot law, Zipf-Mandelbrot entropy have been applied to various types of distances and $f$-divergences, for example Kullback-Leibler divergence, Bhattacharyya distance (via coefficient), Hellinger distance, $x^{2}$-divergence, Csiszâr divergence, etc, [11, 12].

### 2.2 Preliminary results on Shannon inequality

In this section we give some basic inequalities for Shannon entropy from [17].
A fundamental result related to the notion of the Shannon entropy is the inequality

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} \log \left(\frac{1}{p_{i}}\right) \leq \sum_{i=1}^{n} p_{i} \log \left(\frac{1}{q_{i}}\right) \tag{2.3}
\end{equation*}
$$

which holds for all positive real numbers $p_{i}, q_{i}$ with

$$
\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} q_{i}=1
$$

Throughout this chapter "log" denotes the logarithmic function taken to a fixed base $b>1$. Equality holds in (2.3) if and only if $p_{i}=q_{i}$ for all $i$. For details see [[15], pp. 635-650]. The following theorem [[16], pp. 278-279] extend (2.3) and we can call it Shannon's inequality.

Theorem 2.1 Let I be a finite or countable set of integers and $\left\{p_{i}, i \in I\right\}$ a set of positive real numbers such that $\sum_{i \in I} p_{i}=1$. If $\left\{q_{i}, i \in I\right\}$ is a set of nonnegative real numbers with
$\sum_{i \in I} q_{i}=\alpha>0$, then

$$
\begin{equation*}
\sum_{i \in I} p_{i} \log \left(\frac{1}{p_{i}}\right) \leq \sum_{i \in I} p_{i} \log \left(\frac{1}{q_{i}}\right)+\log \alpha, \tag{2.4}
\end{equation*}
$$

with equality if and only if $q_{i}=\alpha p_{i}$ for all $i \in I$.
Theorem 2.2 Let I be a finite or countable set of integers and $\left\{p_{i}, i \in I\right\}$ and $\left\{q_{i}, i \in I\right\}$ sets of positive numbers such that $\sum_{i \in I} p_{i}=1$ and $\alpha:=\sum_{i \in I} q_{i}<\infty$. If $S_{q}=\sum_{i \in I} p_{i} \log \left(\frac{1}{q_{i}}\right)$ is a finite, then $S_{p}=\sum_{i \in I} p_{i} \log \left(\frac{1}{p_{i}}\right)$ is also finite and

$$
0<S_{p} \leq S_{q}+\log \alpha
$$

If in addition $\sum_{i \in I} p_{i}^{2} / q_{i}<\infty$, then we have

$$
\begin{align*}
0 & \leq S_{q}-S_{p}+\log \alpha \\
& \leq \log \left[\alpha \sum_{i \in I} \frac{p_{i}^{2}}{q_{i}}\right] \\
& \leq \frac{1}{\ln b}\left[\alpha \sum_{i \in I} \frac{p_{i}^{2}}{q_{i}}-1\right] . \tag{2.5}
\end{align*}
$$

with equality throughout if and only if $q_{i}=\alpha p_{i}$ for all $i \in I$.
Theorem 2.3 Let assumptions of Theorem 2.2 be satisfied and let

$$
0<m \leq p_{i} / q_{i} \leq M \quad \text { for all } \quad i \in I .
$$

Then we have

$$
\begin{equation*}
0 \leq S_{q}-S_{p}+\log \alpha \leq \log \frac{(M+m)^{2}}{4 M m} \leq \frac{1}{4 \ln b} \cdot \frac{(M-m)^{2}}{M m} \tag{2.6}
\end{equation*}
$$

Also, if $M / m \leq \Phi(\varepsilon)$ for some $\varepsilon>0$, then

$$
0 \leq S_{q}-S_{p}+\log \alpha \leq \varepsilon
$$

Theorem 2.4 Under the assumptions of Theorem 2.3 we have

$$
\begin{align*}
0 & \leq S_{q}-S_{p}+\log \alpha \\
& \leq \log \left[\alpha(\sqrt{M}-\sqrt{m})^{2}+1\right] \\
& \leq \frac{\alpha}{\ln b}(\sqrt{M}-\sqrt{m})^{2} . \tag{2.7}
\end{align*}
$$

First we consider a discrete valued random variable $X$ with finite range $\left\{x_{i}\right\}_{i}^{r}$. Assume that $p_{i}=P\left\{X=x_{i}\right\}>0$ for $i=1, \cdots, r$. The $b$-entropy of $X$ is defined by

$$
H_{b}(X)=\sum_{i=1}^{r} p_{i} \log \left(\frac{1}{p_{i}}\right), b>1 .
$$

Let $L(\boldsymbol{p}, \boldsymbol{q})=\sum_{i \in I} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right)$ be represent the discrimination, Kulbackack-Leibler distance or relative entropy between the probability distribution $\boldsymbol{p}=\left\{p_{i}\right\}_{i \in I}$ and $\boldsymbol{q}=\{q\}_{i \in I}$. Also, let $H(\boldsymbol{p})=S$ be the entropy and $d(\boldsymbol{p}, \boldsymbol{q})=\sum_{i \in I}\left|p_{i}-q_{i}\right|$ be the variational distance between probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$.

Theorem 2.5 With the above notations

$$
\begin{align*}
L(\boldsymbol{p}, \boldsymbol{q})+H(\boldsymbol{p}) & \geq-\log \left[1-\frac{1}{2} d(\boldsymbol{p}, \boldsymbol{q})\right]  \tag{2.8}\\
& \geq \frac{1}{2 \ln b} d(\boldsymbol{p}, \boldsymbol{q})
\end{align*}
$$

The following bounds on the entropy function give a further improvement of Theorem 2.1.
Theorem 2.6 (a) : Suppose $X$ is a discrete valued random variable with finite range, we have

$$
\begin{align*}
0 \leq \log r-H_{b}(X) & \leq \log \left[r \sum_{k=1}^{r} p_{k}^{2}\right] \\
& \leq \frac{1}{\ln b}\left[\sum_{k=1}^{r} p_{k}^{2}-1\right] \tag{2.9}
\end{align*}
$$

Equality holds throughout if and only if $p_{i}=\frac{1}{r}$ for $i=1,2, \cdots, r$.
(b) : If $\rho=\max _{i, k} \frac{p_{i}}{p_{k}}$, then

$$
\begin{align*}
0 \leq \log r-H_{b}(X) & \leq \log \left[\frac{1}{4}\left(\sqrt{\rho}+\frac{1}{\sqrt{\rho}}\right)^{2}\right]  \tag{2.10}\\
& \leq \frac{1}{4 \ln b}\left(\sqrt{\rho}-\frac{1}{\sqrt{\rho}}\right)^{2}
\end{align*}
$$

If $\rho<\Phi(\varepsilon)$ for $\varepsilon>0$, then

$$
\begin{equation*}
0 \leq \log r-H_{b}(X) \leq \varepsilon \tag{2.11}
\end{equation*}
$$

In the following theorem $[x]$ denotes the largest integer less than or equal to $x$.
Theorem 2.7 With $X$ as above, define $M=\max _{i} p_{i}$ and $m=\min _{i} p_{i}$, then

$$
\begin{equation*}
0 \leq \log _{b} r-H_{b}(X) \leq \log _{b}\left\{\left[\frac{r^{2}}{4}\right](M-m)^{2}+1\right\} \leq \frac{(M-m)^{2}}{\ln b}\left[\frac{r^{2}}{4}\right] \tag{2.12}
\end{equation*}
$$

If

$$
\begin{equation*}
\max _{1 \leq i \leq j \leq r}\left|p_{i}-p_{j}\right| \leq \sqrt{\frac{b^{\varepsilon}-1}{\left[\frac{r^{2}}{4}\right]}}, \tag{2.13}
\end{equation*}
$$

then (2.10) holds.
Theorem 2.8 Let $X$ be a discrete valued random variable with finite range $\left\{x_{i}\right\}_{i=1}^{r}$ and probability distribution $p_{k}=P\left\{X=x_{k}\right\}>0$ for $1 \leq k \leq r$ and set $\rho=\max _{i, k} \frac{p_{i}}{p_{k}}$. Let $\delta$ be a permutation of $(1,2, \cdots, r)$ such that $\left(p_{\delta(k)}\right)_{1}^{r}$ is monotone. Define $P_{k}=\sum_{i=1}^{k} p_{\delta(i)}$ and $M=\max _{1 \leq k \leq r} P_{k}\left(1-P_{k}\right)$. Then

$$
\begin{equation*}
0 \leq \log r-H_{b}(X) \leq \log \left[M\left(\sqrt{\rho}-\frac{1}{\sqrt{\rho}}\right)^{2}+1\right] \leq \frac{M}{\ln b}\left(\sqrt{\rho}-\frac{1}{\sqrt{\rho}}\right)^{2} . \tag{2.14}
\end{equation*}
$$

If $\rho \leq \Phi_{M}(\varepsilon)$ for some $\varepsilon>0$, then

$$
\begin{equation*}
0<\log r-H_{b}(X) \leq \varepsilon \tag{2.15}
\end{equation*}
$$

In the case when $X$ is a discrete random variable with countable range $\left\{x_{i}\right\}_{i \geq r}$ and probability distribution $p_{i}=P\left\{X=x_{i}\right\}>0\left(\sum_{i=1}^{\infty} p_{i}=1\right)$. The $b$-entropy of $X$ is defined by

$$
\begin{equation*}
H_{b}(X)=\sum_{i=1}^{\infty} p_{i} \log \left(\frac{1}{p_{i}}\right), b>1 . \tag{2.16}
\end{equation*}
$$

Consider

$$
\begin{equation*}
v=\sum_{i=1}^{\infty} i p_{i} \tag{2.17}
\end{equation*}
$$

Theorem 2.9 Let $X$ be a discrete valued random variable countable range $\left\{x_{i}\right\}_{i \geq 1}$ and probability distribution $p_{i}=P\left\{X=x_{i}\right\}>0\left(\sum_{i=1}^{\infty} p_{i}=1\right)$ such that $v<\infty$. Then the entropy $H_{b}(X)$ defined by (7.48) is finite and

$$
0<H_{b}(X) \leq \log \frac{v^{v}}{(v-1)^{v-1}} .
$$

If in addition $\sum_{i=1}^{\infty}\left[v^{i} /(v-1)^{i-1}\right] p_{i}^{2}<\infty$, then

$$
\begin{align*}
0 & \leq \log \frac{v^{v}}{(v-1)^{v-1}}-H_{b}(X) \\
& \leq \log \left[\sum_{i=1}^{\infty} \frac{v^{i}}{(v-1)^{i-1}} p_{i}^{2}\right] \\
& \leq \frac{1}{\ln b}\left[\sum_{i=1}^{\infty} \frac{v^{i}}{(v-1)^{i-1}} p_{i}^{2}-1\right], \tag{2.18}
\end{align*}
$$

with equalities throughout if and only if $p_{i}=(v-1)^{i-1} / v^{i}$ for all $i \in N$.

Theorem 2.10 (i) Under the assumptions of Theorem 2.9. If

$$
0<L \leq \frac{v^{i}}{(v-1)^{i-1}} p_{i} \leq U \quad \text { for all } \quad i \in N
$$

then

$$
\begin{align*}
0 & \leq \log K-H_{b}(X) \\
& \leq \log \frac{(U+L)^{2}}{4 L U} \\
& \leq \frac{1}{4 \ln b} \frac{(U-L)^{2}}{L U} . \tag{2.19}
\end{align*}
$$

Also, if $U / L \leq \Phi(\varepsilon)$ for some $\varepsilon>0$, then

$$
0 \leq \log K-H_{b}(X) \leq \varepsilon
$$

(ii) Further, we have

$$
\begin{align*}
0 & \leq \log K-H_{b}(X) \\
& \leq \log \left[(\sqrt{U}-\sqrt{L})^{2}+1\right] \\
& \leq \frac{1}{\ln b}(\sqrt{U}-\sqrt{L})^{2} . \tag{2.20}
\end{align*}
$$

Theorem 2.11 Let $X$ be a discrete valued random variable with finite range $R=\left\{x_{i}, i \geq\right.$ $I\}$ and probability distribution $p_{i}=P\left\{X=x_{i}\right\}>0\left(\sum_{i \in I} p_{i}=1\right), \beta$ an arbitrary real number. And let that $A:=\sum_{i \in I} b^{-\beta f\left(x_{i}\right)}$ and $E[f(x)]:=\sum_{i \in I} p_{i} f\left(x_{i}\right)$ are finite. If $\sum_{i \in I} p_{i}^{2} b^{\beta f\left(x_{i}\right)}<$ $\infty$. Then

$$
\begin{align*}
0 & \leq \beta E[f(x)]-H_{b}(X)+\log A \\
& \leq \log \left[A \sum_{i \in I} p_{i}^{2} b^{\beta f\left(x_{i}\right)}\right] \\
& \leq \frac{1}{\ln b}\left[A \sum_{i \in I} p_{i}^{2} b^{\beta f\left(x_{i}\right)}-1\right], \tag{2.21}
\end{align*}
$$

with equalities throughout if and only if $p_{i}=A^{-1} b^{-\beta f\left(x_{i}\right)}$ for all $i \in I$. Furthermore, if there are constants $L, U>0$ such that $L \leq p_{i} b^{\beta f\left(x_{i}\right)} \leq U$ for all $i \in I$, then

$$
\begin{align*}
0 & \leq \beta E[f(x)]-H_{b}(X)+\log A \\
& \leq \log \frac{(U+L)^{2}}{4 L U} \\
& \leq \frac{1}{4 \ln b} \frac{(U-L)^{2}}{L U} . \tag{2.22}
\end{align*}
$$

Also, if $U / L \leq \Phi(x)$ for some $\varepsilon>0$,

$$
0 \leq \beta E[f(x)]-H_{b}(X)+\log \leq \varepsilon
$$

Further, we have

$$
\begin{align*}
0 & \leq \beta E[f(x)]-H_{b}(X)+\log A \\
& \leq \log \left[A(\sqrt{U}-\sqrt{L})^{2}+1\right] \\
& \leq \frac{A}{\ln b}(\sqrt{U}-\sqrt{L})^{2} . \tag{2.23}
\end{align*}
$$

Remark 2.1 In [17], there are serval results presented for Shannon entropy involving $\lambda=\sup a_{n}$, where $n \in \mathbb{N}$

$$
\begin{equation*}
a_{n}=\left(p_{n}^{-1} \sum_{k=n+1}^{\infty} p_{k}\right), p_{k}>0, \sum_{k=1}^{\infty} p_{k}=1 . \tag{2.24}
\end{equation*}
$$

But we will show those results are not valid for Zipf-Mandelbrot law.

### 2.3 Inequalities for Zipf-Mandelbrot entropy

In this section we give applications of results presented in Section 2 for Zipf-Mandelbrot entropy.

Theorem 2.12 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, q_{i}>0, i=1,2, \ldots, n$ with $\sum_{i=1}^{n} q_{i}=1$, then

$$
\begin{equation*}
Z(H, q, s) \leq \sum_{i=1}^{n} \frac{\log \left(\frac{1}{q_{i}}\right)}{(i+q)^{s} H_{n, q, s}}, \tag{2.25}
\end{equation*}
$$

Proof. Replacing $p_{i}$ by $\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, we have

$$
\begin{aligned}
-\sum_{i=1}^{n} p_{i} \log p_{i} & =-\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \log \frac{1}{(i+q)^{s} H_{n, q, s}} \\
& =\sum_{i=1}^{n} \frac{\log \left[\left((i+q)^{s} H_{n, q, s]}\right.\right.}{(i+q)^{s} H_{n, q, s}} \\
& =\sum_{i=1}^{n} \frac{s \log (i+q)}{(i+q)^{s} H_{n, q, s}}+\sum_{i=1}^{n} \frac{\log H_{n, q, s}}{(i+q)^{s} H_{n, q, s}} \\
& =\frac{s}{H_{n, q, s}} \sum_{i=1}^{n} \frac{\log (i+q)}{(i+q)^{s}}+\frac{\log H_{n, q, s}}{H_{n, q, s}} \sum_{i=1}^{n} \frac{1}{(i+q)^{s}} .
\end{aligned}
$$

Then

$$
\sum_{i=1}^{n} p_{i} \log \left(\frac{1}{p_{i}}\right)=Z(H, q, s)
$$

where $H_{n, q, s}=\sum_{i=1}^{n} \frac{1}{(i+q)^{s}}$.
Therefore, for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$, in (2.3) we obtain (2.25).
Theorem 2.13 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, q_{i}>0, i=1,2, \ldots, n$ with $\sum_{i=1}^{n} q_{i}=\alpha$, then

$$
\begin{equation*}
Z(H, q, s) \leq \sum_{i=1}^{n} \frac{\log \left(\frac{1}{q_{i}}\right)}{(i+q)^{s} H_{n, q, s}}+\log \alpha \tag{2.26}
\end{equation*}
$$

Equality holds in (2.26) if and only if $q_{i}=\frac{\alpha}{(i+q)^{s} H_{n, q, s}}$ for all $i=1,2, \ldots, n$.
Proof. Accordingly to the proof of Theorem 2.12, using (2.4) for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$, $i=1,2, \ldots, n$, we get (2.26).

Theorem 2.14 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, q_{i}>0, i=1,2, \ldots, n$ with $\sum_{i=1}^{n} q_{i}=\alpha$, then

$$
\begin{align*}
0 & \leq \sum_{i=1}^{n} \frac{\log \left(\frac{1}{q_{i}}\right)}{(i+q)^{s} H_{n, q, s}}+\log \alpha-Z(H, q, s) \\
& \leq \log \left[\alpha \sum_{i=1}^{n} \frac{1}{q_{i}\left((i+q)^{s} H_{n, q, s}\right)^{2}}\right] \\
& \leq \frac{1}{\ln b}\left[\alpha \sum_{i=1}^{n} \frac{1}{q_{i}\left((i+q)^{s} H_{n, q, s}\right)^{2}}-1\right], \tag{2.27}
\end{align*}
$$

with equality throughout if and only if $q_{i}=\frac{\alpha}{(i+q)^{s} H_{n, q, s}}$ for all $i=1,2, \ldots, n$.
Proof. By taking $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ in (2.5), $i=1,2, \ldots, n$, we obtain we obtain the required result.

Theorem 2.15 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, q_{i}>0, i=1,2, \ldots, n$ with $\sum_{i=1}^{n} q_{i}=\alpha$ and let

$$
0<m \leq \frac{1}{q_{i}\left((i+q)^{s} H_{n, q, s}\right)} \leq M \quad \text { for all } \quad i=1,2, \ldots, n
$$

Then we have

$$
\begin{equation*}
0 \leq \sum_{i=1}^{n} \frac{\log \left(\frac{1}{q_{i}}\right)}{(i+q)^{s} H_{n, q, s}}+\log \alpha-Z(H, q, s) \leq \log \frac{(M+m)^{2}}{4 M m} \leq \frac{1}{4 \ln b} \cdot \frac{(M-m)^{2}}{M m} \tag{2.28}
\end{equation*}
$$

Also, if $M / m \leq \Phi(\varepsilon)$ for some $\varepsilon>0$, then

$$
0 \leq \sum_{i=1}^{n} \frac{\log \left(\frac{1}{q_{i}}\right)}{(i+q)^{s} H_{n, q, s}}+\log \alpha-Z(H, q, s) \leq \varepsilon .
$$

Proof. By taking $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ in (2.6), $i=1,2, \ldots, n$, we get Theorem 2.15.

Theorem 2.16 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, i=1,2, \ldots, n$ with $\sum_{i=1}^{n} q_{i}=\alpha$ and let

$$
\begin{align*}
0<m \leq & \frac{1}{q_{i}\left((i+q)^{s} H_{n, q, s}\right)} \leq M \quad \text { for all } \quad i=1,2, \ldots, n \\
0 & \leq \sum_{i=1}^{n} \frac{\log \left(\frac{1}{q_{i}}\right)}{(i+q)^{s} H_{n, q, s}}+\log \alpha-Z(H, q, s) \\
& \leq \log \left[\alpha(\sqrt{M}-\sqrt{m})^{2}+1\right] \\
& \leq \frac{\alpha}{\ln b}(\sqrt{M}-\sqrt{m})^{2} \tag{2.29}
\end{align*}
$$

Proof. By taking $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ in (2.7), $i=1,2, \ldots, n$, we get (2.29).

Theorem 2.17 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, q_{i}>0, i=1,2, \ldots, n$ with $\sum_{i=1}^{n} q_{i}=\alpha$, then we have

$$
\begin{align*}
\sum_{i=1}^{n} \frac{\log \left[q_{i}\left((i+q)^{s} H_{n, q, s}\right)\right]}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s) & \leq \log \left[1-\frac{1}{2} \sum_{i=1}^{n}\left|\frac{1-q_{i}\left[(i+q)^{s} H_{n, q, s}\right]}{(i+q)^{s} H_{n, q, s}}\right|\right]  \tag{2.30}\\
& \leq \frac{-1}{2 \ln b} \sum_{i=1}^{n}\left|\frac{1-q_{i}\left[(i+q)^{s} H_{n, q, s}\right]}{(i+q)^{s} H_{n, q, s}}\right|
\end{align*}
$$

OR

$$
\begin{align*}
\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}} & \leq \log \left[1-\frac{1}{2} \sum_{i=1}^{n}\left|\frac{1-q_{i}\left[(i+q)^{s} H_{n, q, s}\right]}{(i+q)^{s} H_{n, q, s}}\right|\right]  \tag{2.31}\\
& \leq \frac{-1}{2 \ln b} \sum_{i=1}^{n}\left|\frac{1-q_{i}\left[(i+q)^{s} H_{n, q, s}\right]}{(i+q)^{s} H_{n, q, s}}\right|
\end{align*}
$$

Proof. By taking $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ in (2.8), $i=1,2, \ldots, n$, we get Theorem 2.17.

Theorem 2.18 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, i=1,2, \ldots, n$, then we have

$$
\begin{align*}
0 \leq \log n-Z(H, q, s) & \leq \log \left[n \sum_{i=1}^{n} \frac{1}{\left[(i+q)^{s} H_{n, q, s}\right]^{2}}\right]  \tag{2.32}\\
& \leq \frac{1}{\ln b}\left[\sum_{i=1}^{n} \frac{1}{\left[(i+q)^{s} H_{n, q, s}\right]^{2}}-1\right] .
\end{align*}
$$

Equality holds throughout if and only if $\frac{1}{(i+q)^{s} H_{n, q, s}}=\frac{1}{n}$ for $i=1,2, \cdots, n$.
If $\rho=\max _{i, k} \frac{(k+q)^{s} H_{n, q, s}}{(i+q)^{s} H_{n, q, s}}$, then

$$
\begin{align*}
0 \leq \log n-Z(H, q, s) & \leq \log \left[\frac{1}{4}\left(\sqrt{\rho}+\frac{1}{\sqrt{\rho}}\right)^{2}\right]  \tag{2.33}\\
& \leq \frac{1}{4 \ln b}\left(\sqrt{\rho}-\frac{1}{\sqrt{\rho}}\right)^{2}
\end{align*}
$$

If $\rho<\Phi(\varepsilon)$ for $\varepsilon>0$, then

$$
\begin{equation*}
0 \leq \log n-Z(H, q, s) \leq \varepsilon . \tag{2.34}
\end{equation*}
$$

Proof. By taking $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ in (2.9) and (2.10), $i=1,2, \ldots, n$, we get Theorem 2.18.

In the following theorem $[x]$ denotes the largest integer less than or equal to x .
Theorem 2.19 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, i=1,2, \ldots, n, M=\max _{i} \frac{1}{(i+q)^{s} H_{n, q, s}}$ and $m=\min _{i} \frac{1}{(i+q)^{s} H_{n, q, s}}$, then

$$
\begin{equation*}
0 \leq \log n-Z(H, q, s) \leq \log \left\{\left[\frac{n^{2}}{4}\right](M-m)^{2}+1\right\} \leq \frac{(M-m)^{2}}{\ln b}\left[\frac{n^{2}}{4}\right] . \tag{2.35}
\end{equation*}
$$

Theorem 2.20 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, i=1,2, \ldots, n, \rho=\max _{i, k} \frac{(k+q)^{s} H_{n, q, s}}{(i+q)^{s} H_{n, q, s}}$.
Define $M=\max _{1 \leq k \leq n} \sum_{i=1}^{k} \frac{1}{(i+q)^{s} H_{n, q, s}}\left(1-\sum_{i=1}^{k} \frac{1}{(i+q)^{s} H_{n, q, s}}\right)$. Then

$$
\begin{equation*}
0 \leq \log n-Z(H, q, s) \leq \log \left[M\left(\sqrt{\rho}-\frac{1}{\sqrt{\rho}}\right)^{2}+1\right] \leq \frac{M}{\ln b}\left(\sqrt{\rho}-\frac{1}{\sqrt{\rho}}\right)^{2} . \tag{2.36}
\end{equation*}
$$

If $\rho \leq \Phi_{M}(\varepsilon)$ for some $\varepsilon>0$, then

$$
\begin{equation*}
0<\log n-Z(H, q, s) \leq \varepsilon . \tag{2.37}
\end{equation*}
$$

Theorem 2.21 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, i=1,2, \ldots$, and $v:=\sum_{i=1}^{\infty} \frac{i}{(i+q)^{s} H_{n, q, s}}<$ $\infty$. Then $Z(H, q, s)$ is finite and

$$
0<Z(H, q, s) \leq \log \frac{v^{v}}{(v-1)^{v-1}}
$$

If in addition $\sum_{i=1}^{\infty} \frac{v^{i} /(v-1)^{i-1}}{\left[(i+q)^{s} H_{n, q, s}\right]^{2}}<\infty$, then

$$
\begin{align*}
0 & \leq \log \frac{v^{v}}{(v-1)^{v-1}}-Z(H, q, s) \\
& \leq \log \left[\sum_{i=1}^{\infty} \frac{v^{i}}{\left[(i+q)^{s} H_{n, q, s}\right]^{2}(v-1)^{i-1}}\right] \\
& \leq \frac{1}{\ln b}\left[\sum_{i=1}^{\infty} \frac{v^{i}}{\left[(i+q)^{s} H_{n, q, s}\right]^{2}(v-1)^{i-1}}-1\right], \tag{2.38}
\end{align*}
$$

with equalities throughout if and only if $\frac{1}{(i+q)^{s} H_{n, q, s}}=(v-1)^{i-1} / v^{i}$ for all $i \in N$.
Theorem 2.22 (i) Under the assumptions of Theorem 2.21. If

$$
0<L \leq \frac{v^{i}}{(i+q)^{s} H_{n, q, s}(v-1)^{i-1}} \leq U \quad \text { for all } \quad i \in N
$$

then

$$
\begin{align*}
0 & \leq \log K-Z(H, q, s) \\
& \leq \log \frac{(U+L)^{2}}{4 L U} \\
& \leq \frac{1}{4 \ln b} \frac{(U-L)^{2}}{L U} \tag{2.39}
\end{align*}
$$

Also, if $U / L \leq \Phi(\varepsilon)$ for some $\varepsilon>0$, then

$$
0 \leq \log K-Z(H, q, s) \leq \varepsilon
$$

(ii) Further, we have

$$
\begin{align*}
0 & \leq \log K-Z(H, q, s) \\
& \leq \log \left[(\sqrt{U}-\sqrt{L})^{2}+1\right] \\
& \leq \frac{1}{\ln b}(\sqrt{U}-\sqrt{L})^{2} . \tag{2.40}
\end{align*}
$$

Theorem 2.23 Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, i=1,2, \ldots, n, \beta$ an arbitrary real number. If $\sum_{i=1}^{n} \frac{b^{\beta f\left(x_{i}\right)}}{\left((i+q)^{s} H_{n, q, s}\right)^{2}}<\infty$. Then

$$
0 \leq \beta \sum_{i=1}^{n} \frac{f(x)}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s)+\log \left(\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}\right)
$$

$$
\begin{align*}
& \leq \log \left[\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)} \sum_{i=1}^{n} \frac{b^{\beta f\left(x_{i}\right)}}{\left((i+q)^{s} H_{n, q, s}\right)^{2}}\right] \\
& \leq \frac{1}{\ln b}\left[\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)} \sum_{i=1}^{n} \frac{b^{\beta f\left(x_{i}\right)}}{\left((i+q)^{s} H_{n, q, s}\right)^{2}}-1\right], \tag{2.41}
\end{align*}
$$

with equalities throughout if and only if $\frac{1}{(i+q)^{s} H_{n, q, s}}=\frac{b^{-\beta f\left(x_{i}\right)}}{\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}}$ for all $i=1,2, \ldots, n$. Furthermore, if there are constants $L, U>0$ such that $L \leq \frac{b^{\beta f\left(x_{i}\right)}}{(i+q)^{S} H_{n, q, s}} \leq U$ for all $i \in I$, then

$$
\begin{align*}
0 & \leq \beta \sum_{i=1}^{n} \frac{f(x)}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s)+\log \left(\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}\right) \\
& \leq \log \frac{(U+L)^{2}}{4 L U} \\
& \leq \frac{1}{4 \ln b} \frac{(U-L)^{2}}{L U} \tag{2.42}
\end{align*}
$$

Also, if $U / L \leq \Phi(x)$ for some $\varepsilon>0$,

$$
0 \leq \beta \sum_{i=1}^{n} \frac{f(x)}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s)+\log \left(\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}\right) \leq \varepsilon
$$

Further, we have

$$
\begin{align*}
0 & \leq \beta \sum_{i=1}^{n} \frac{f(x)}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s)+\log \left(\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}\right) \\
& \leq \log \left[\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}(\sqrt{U}-\sqrt{L})^{2}+1\right] \\
& \leq \frac{\sum_{i=1}^{n} b^{-\beta f\left(x_{i}\right)}}{\ln b}(\sqrt{U}-\sqrt{L})^{2} . \tag{2.43}
\end{align*}
$$

In the following theorems, we use two Zipf-Mandelbrot laws for different parameters.
Theorem 2.24 Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{equation*}
Z\left(H, t_{1}, s_{1}\right) \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \tag{2.44}
\end{equation*}
$$

Proof. Let $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s, 1} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s} H_{n, t_{2}, s_{2}}^{s}}, i=1,2, \ldots, n$. Then, using the proof of Theorem 2.12, we get

$$
\sum_{i=1}^{n} p_{i} \log \left(\frac{1}{p_{i}}\right)=\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}=Z\left(H, t_{1}, s_{1}\right)
$$

$$
\sum_{i=1}^{n} p_{i} \log \left(\frac{1}{q_{i}}\right)=\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}
$$

Therefore, $\operatorname{using}(2.3)$ for $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{\frac{3}{2}} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, we obtain required result.

Theorem 2.25 Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{align*}
0 & \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right) \\
& \leq \log \left[\alpha \sum_{i \in I} \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)^{2}}\right] \\
& \leq \frac{1}{\ln b}\left[\alpha \sum_{i \in I} \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)^{2}}-1\right] \tag{2.45}
\end{align*}
$$

Proof. Taking $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}$, in (2.5), $i=1,2, \ldots, n$, we obtain (2.45).

Theorem 2.26 Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

Then we have

$$
\begin{equation*}
0 \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right) \leq \log \frac{(M+m)^{2}}{4 M m} \leq \frac{1}{4 \ln b} \cdot \frac{(M-m)^{2}}{M m} . \tag{2.46}
\end{equation*}
$$

Also, if $M / m \leq \Phi(\varepsilon)$ for some $\varepsilon>0$, then

$$
0 \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right) \leq \varepsilon .
$$

Theorem 2.27 Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{align*}
0<m & \leq \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \leq M \quad \text { for all } \quad i=1,2, \ldots, n \\
0 & \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right) \\
& \leq \log \left[\alpha(\sqrt{M}-\sqrt{m})^{2}+1\right] \\
& \leq \frac{\alpha}{\ln b}(\sqrt{M}-\sqrt{m})^{2} \tag{2.47}
\end{align*}
$$

Theorem 2.28 Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{align*}
\sum_{i=1}^{n} \frac{\log \left(\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right) & \leq \log \left[1-\frac{1}{2} \sum_{i=1}^{n}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}-\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)\left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}\right|\right] \\
& \leq \frac{-1}{2 \ln b} \sum_{i=1}^{n}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}-\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)\left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}\right| \tag{2.48}
\end{align*}
$$

OR

$$
\begin{align*}
\sum_{i=1}^{n} \frac{\log \left(\frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} & \leq \log \left[1-\frac{1}{2} \sum_{i=1}^{n}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}-\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)\left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}\right|\right] \\
& \leq \frac{-1}{2 \ln b} \sum_{i=1}^{n}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}-\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)\left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}\right| \tag{2.49}
\end{align*}
$$

Example 2.1 Let

$$
\begin{equation*}
a_{n}=(n+q)^{s} \sum_{i=n+1}^{\infty} \frac{1}{(i+q)^{s}} \text { and } \lambda=\sup _{n \in N} a_{n} \tag{2.50}
\end{equation*}
$$

Since for $i>n$ we have $\frac{q}{n}>\frac{q}{i} \Rightarrow\left(1+\frac{q}{n}\right)^{s}>\left(1+\frac{q}{i}\right)^{s} \Rightarrow\left(\frac{n+q}{n}\right)^{s}>\left(\frac{i+q}{i}\right)^{s} \Rightarrow\left(\frac{n+q}{i+q}\right)^{s}>\left(\frac{n}{i}\right)^{s}$. Therefore

$$
\begin{equation*}
a_{n}=(n+q)^{s} \sum_{i=n+1}^{\infty} \frac{1}{(i+q)^{s}}>n^{s} \sum_{i=n+1}^{\infty} \frac{1}{i^{s}} \tag{2.51}
\end{equation*}
$$

Now for $n=2^{k}$ we have

$$
\begin{aligned}
a_{2^{k}} & >\left(2^{k}\right)^{s}\left[\frac{1}{\left(2^{k}+1\right)^{s}}+\cdots+\frac{1}{\left(2^{k+1}\right)^{s}}+\frac{1}{\left(2^{k+1}+1\right)^{s}}+\cdots+\frac{1}{\left(2^{k+2}\right)^{s}}+\ldots\right] \\
& \geq\left(2^{k}\right)^{s}\left[\frac{2^{k}}{\left(2^{k+1}\right)^{s}}+\frac{2^{k+1}}{\left(2^{k+2}\right)^{s}}+\ldots\right] \\
& =\frac{2^{k}}{2^{s}-2} .
\end{aligned}
$$

If $k \rightarrow \infty$ then $\frac{2^{k}}{2^{s}-2} \rightarrow \infty$. Therefore $\lambda=\infty$.
Remark 2.2 It is obvious that the sequence $a_{n}$ in Example 2.1 is the related sequence of $a_{n}$ in (2.24) for Zipf Mandelbrot law. But from Example 2.1 it is clear that we can not apply results of Shannon entropy involving $\lambda$ for Zipf Mandelbrot law.
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# Approximating $f$-divergence via Hermite interpolating polynomial 

Đilda Pečarić, Josip Pečarić and Ana Vukelić

Abstract. In this paper we introduce a new functional based on the $f$-divergence functional, and then we obtain some estimates for two special cases. We use the Cauchy's error representation of Hermite interpolating polynomial and the results concerning to the Hermite-Hadamard inequalities are presented. Zipf-Mandelbrot law is used to illustrate the results.

### 3.1 Introduction

We follow here notations and terminology about Hermite interpolating polynomial from [1, p. 62]:

Let $-\infty<a<b<\infty$, and $a \leq a_{1}<a_{2}<\ldots<a_{r} \leq b,(r \geq 2)$ be given. For $f \in$ $C^{n}[a, b]$ a unique polynomial $P_{H}(t)$ of degree ( $n-1$ ), exists, fulfilling one of the following

[^1]conditions:
Hermite conditions
$$
P_{H}^{(i)}\left(a_{j}\right)=f^{(i)}\left(a_{j}\right) ; 0 \leq i \leq k_{j}, 1 \leq j \leq r, \sum_{j=1}^{r} k_{j}+r=n,
$$
in particular:

## Simple Hermite or Osculatory conditions

( $n=2 m, r=m, k_{j}=1$ for all $j$ )

$$
P_{O}\left(a_{j}\right)=f\left(a_{j}\right), P_{O}^{\prime}\left(a_{j}\right)=f^{\prime}\left(a_{j}\right), 1 \leq j \leq m,
$$

Lagrange conditions ( $r=n, k_{j}=0$ for all $j$ )

$$
P_{L}\left(a_{j}\right)=f\left(a_{j}\right), 1 \leq j \leq n
$$

Type $(m, n-m)$ conditions $\left(r=2,1 \leq m \leq n-1, k_{1}=m-1, k_{2}=n-m-1\right)$

$$
\begin{aligned}
& P_{m n}^{(i)}(a)=f^{(i)}(a), 0 \leq i \leq m-1, \\
& P_{m n}^{(i)}(b)=f^{(i)}(b), 0 \leq i \leq n-m-1,
\end{aligned}
$$

Two-point Taylor conditions ( $n=2 m, r=2, k_{1}=k_{2}=m-1$ )

$$
P_{2 T}^{(i)}(a)=f^{(i)}(a), P_{2 T}^{(i)}(b)=f^{(i)}(b), 0 \leq i \leq m-1 .
$$

Divergences between probability distributions have introduced to measure the difference between them. A lot of different type of divergences exist. The following notion was introduced by Csiszár in [3] and [4]:

Definition 3.1 Let $f:(0, \infty) \rightarrow(0, \infty)$ be a convex function, and let $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right)$ be positive probability distributions. The $f$-divergence functional is

$$
I_{f}(\mathbf{p}, \mathbf{q}):=\sum_{i=1}^{s} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)
$$

It is possible to use nonnegative probability distributions in the $f$-divergence functional, by define

$$
f(0):=\lim _{t \rightarrow 0+} f(t) ; 0 f\left(\frac{0}{0}\right):=0 ; 0 f\left(\frac{a}{0}\right):=\lim _{t \rightarrow 0+} t f\left(\frac{a}{t}\right), a>0 .
$$

Based on the previous definition we introduce a new functional:
Definition 3.2 Let $J \subset(0, \infty)$ be an interval, and let $f: J \rightarrow \mathbb{R}$ be a function. Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right) \in(0, \infty)^{s}$, and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right) \in(0, \infty)^{s}$ such that

$$
\frac{p_{i}}{q_{i}} \in J, \quad i=1, \ldots, s .
$$

Then let

$$
\tilde{I}_{f}(\mathbf{p}, \mathbf{q}):=\sum_{i=1}^{s} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) .
$$

We mention two special cases of the previous functional.
The first case corresponds to the entropy of a discrete probability distribution ( $f:=$ $\ln , \mathbf{p}:=\mathbf{e}=(1, \ldots, 1))$ :

Definition 3.3 The Shannon entropy of a positive probability distributions $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right)$ is defined by

$$
H(\mathbf{p}):=-\sum_{i=1,}^{s} p_{i} \ln p_{i}
$$

The second case corresponds to the relative entropy or Kullback-Leibler divergence between two probability distribution $(f:=i d \ln )$ :

Definition 3.4 The Kullback-Leibler between the positive probability distributions $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right)$ is defined by

$$
D(\mathbf{p} \| \mathbf{q}):=\sum_{i=1}^{s} p_{i} \ln \left(\frac{p_{i}}{q_{i}}\right) .
$$

In this paper we obtain some estimations of above functionals by using the Cauchy's error representation of Hermite interpolating polynomial. As a special case, HermiteHadamard type inequalities, will be considered. By using Zipf-Manedelbrot law we will give the applications of these results.

For some results related to $f$-divergence see the papers [2] and [6].

### 3.2 Cauchy's error representation and inequalities for $f$-divergence

In [1, p. 71] the following theorem is proved:
Theorem 3.1 Let $F(t) \in C^{n-1}([a, b])$ and suppose that $F^{(n)}(t)$ exists at each point of $(a, b)$. Then

$$
\begin{equation*}
F(t)-\sum_{j=1}^{r} \sum_{i=0}^{k_{j}} H_{i j}(t) F^{(i)}\left(a_{j}\right)=\frac{1}{n!} \omega(t) F^{(n)}(\xi), \tag{3.1}
\end{equation*}
$$

where $\xi \in(a, b)$ and $H_{i j}$ are fundamental polynomials of the Hermite basis defined by

$$
\begin{equation*}
H_{i j}(t)=\frac{1}{i!} \frac{\omega(t)}{\left(t-a_{j}\right)^{k_{j}+1-i}} \sum_{k=0}^{k_{j}-i} \frac{1}{k_{j}!}\left[\frac{\left(t-a_{j}\right)^{k_{j}+1}}{\omega(t)}\right]_{t=a_{j}}^{(k)}\left(t-a_{j}\right)^{k}, \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(t)=\prod_{j=1}^{r}\left(t-a_{j}\right)^{k_{j}+1} \tag{3.3}
\end{equation*}
$$

Now, using Theorem 3.1 for $\tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})$ and $D(\mathbf{p} \| \mathbf{q})$ we get the following corollaries:
Corollary 3.1 Let $n$ is even, and $H_{i j}$ are defined on $[a, b] \subseteq(0, \infty)$ by (3.2), such that $k_{j}$ is odd for all $j=1, \ldots, r$. Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right) \in(0, \infty)^{s}$, and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right) \in(0, \infty)^{s}$ such that

$$
\frac{p_{i}}{q_{i}} \in[a, b], \quad i=1, \ldots, s
$$

Then we have

$$
\begin{equation*}
\tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\sum_{j=1}^{r}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{k_{j}} \frac{(-1)^{i-1}(i-1)!}{a_{j}^{i}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \leq 0 \tag{3.4}
\end{equation*}
$$

and

$$
\begin{align*}
& D(\mathbf{p} \| \mathbf{q})-\sum_{j=1}^{r}\left[a_{j} \ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right. \\
& \left.+\sum_{i=2}^{k_{j}} \frac{(-1)^{i-2}(i-2)!}{a_{j}^{i-1}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \geq 0 \tag{3.5}
\end{align*}
$$

For $n$ odd the inequalities are reversed.
Proof. We apply Theorem 3.1 with $J:=[a, b], F:=\ln$ for first inequality and $F:=i d \ln$ for second inequality. Since $k_{j}$ is odd for all $j=1, \ldots, r$, then using (3.3), we get that $\omega(t) \geq 0$. By using (3.1) for $n$ even, (3.4) and (3.5) obviously hold.

Remark 3.1 If we put that $n=2 m, r=m$ and $k_{j}=1$ for all $j$ we get Hermite interpolating polynomial with simple Hermite or Osculatory conditions and then

$$
\tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\sum_{j=1}^{m}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\frac{1}{a_{j}} \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \leq 0
$$

and

$$
D(\mathbf{p} \| \mathbf{q})-\sum_{j=1}^{m}\left[a_{j} \ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \geq 0
$$

Corollary 3.2 Let $n$ is even, and $H_{i j}$ are defined on $[a, b] \subseteq(0, \infty)$ by (3.2), such that $a_{1}=$ $a$ and $k_{j}$ is odd for all $j=2, \ldots, r$. Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right) \in(0, \infty)^{s}$, and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right) \in$ $(0, \infty)^{s}$ such that

$$
\frac{p_{i}}{q_{i}} \in[a, b], \quad i=1, \ldots, s
$$

Then we have

$$
\tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{k_{1}} \frac{(-1)^{i-1}(i-1)!}{a^{i}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q})
$$

$$
\begin{equation*}
-\sum_{j=2}^{r}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{k_{j}} \frac{(-1)^{i-1}(i-1)!}{a_{j}^{i}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \leq 0 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
& D(\mathbf{p} \| \mathbf{q})-a \ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-(\ln a+1) \tilde{I}_{H_{11}}(\mathbf{p}, \mathbf{q}) \\
& -\sum_{i=2}^{k_{1}} \frac{(-1)^{i-2}(i-2)!}{a^{i-1}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q})-\sum_{j=2}^{r}\left[a_{j} \ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})\right. \\
& \left.+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=2}^{k_{j}} \frac{(-1)^{i-2}(i-2)!}{a_{j}^{i-1}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \geq 0 . \tag{3.7}
\end{align*}
$$

For $n$ odd the inequalities are reversed.
Proof. Now $\omega(t)=(t-a)^{k_{1}+1} \prod_{j=2}^{r}\left(t-a_{j}\right)^{k_{j}+1}$. Since $k_{j}$ is odd for all $j=2, \ldots, r$, we get that $\omega(t) \geq 0$. So, by using (3.1) for $n$ even, (3.6) and (3.7) obviously hold.

Corollary 3.3 Let $n$ is even, and $H_{i j}$ are defined on $[a, b] \subseteq(0, \infty)$ by (3.2), such that $a_{r}=b$. Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right) \in(0, \infty)^{s}$, and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right) \in(0, \infty)^{s}$ such that

$$
\frac{p_{i}}{q_{i}} \in[a, b], \quad i=1, \ldots, s
$$

Then
(a) If $k_{j}$ is odd for all $j=1, \ldots, r$, we have

$$
\begin{align*}
& \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\sum_{j=1}^{r-1}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{k_{j}} \frac{(-1)^{i-1}(i-1)!}{a_{j}^{i}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \\
- & \ln b \tilde{I}_{H_{0 r}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{k_{r}} \frac{(-1)^{i-1}(i-1)!}{b^{i}} \tilde{I}_{H_{i r}}(\mathbf{p}, \mathbf{q}) \leq 0 \tag{3.8}
\end{align*}
$$

and

$$
\begin{align*}
& D(\mathbf{p} \| \mathbf{q})-\sum_{j=1}^{r-1}\left[a_{j} \ln a_{j} \tilde{I}_{H_{j}}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=2}^{k_{j}} \frac{(-1)^{i-2}(i-2)!}{a_{j}^{i-1}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \\
- & b \ln b \tilde{I}_{H_{0 r}}(\mathbf{p}, \mathbf{q})-(\ln b+1) \tilde{I}_{H_{1 r}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{k_{r}} \frac{(-1)^{i-2}(i-2)!}{b^{i-1}} \tilde{I}_{H_{i r}}(\mathbf{p}, \mathbf{q}) \geq 0 \tag{3.9}
\end{align*}
$$

(b) If $k_{j}$ is odd for all $j=1, \ldots, r-1$ and $k_{r}$ is even, we have the reversed inequalities. For $n$ odd the inequalities are reversed.

Proof. Now $\omega(t)=(t-b)^{k_{r}+1} \prod_{j=1}^{r-1}\left(t-a_{j}\right)^{k_{j}+1}$.
(a) Since $k_{j}$ is odd for all $j=1, \ldots, r$, we get that $\omega(t) \geq 0$.
(b) Since $k_{j}$ is odd for all $j=1, \ldots, r-1$ and $k_{r}$ is even, we get that $\omega(t) \leq 0$.

So, by using (3.1) for $n$ even, (3.8) and (3.9) obviously hold.

Corollary 3.4 Let $n$ is even, and $H_{i j}$ are defined on $[a, b] \subseteq(0, \infty)$ by (3.2), such that $a_{1}=a$ and $a_{r}=b$. Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{s}\right) \in(0, \infty)^{s}$, and $\mathbf{q}:=\left(q_{1}, \ldots, q_{s}\right) \in(0, \infty)^{s}$ such that

$$
\frac{p_{i}}{q_{i}} \in[a, b], \quad i=1, \ldots, s
$$

Then
(a) If $k_{j}$ is odd for all $j=2, \ldots, r$, we have

$$
\begin{align*}
& \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{k_{1}} \frac{(-1)^{i-1}(i-1)!}{a^{i}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q}) \\
- & \sum_{j=2}^{r-1}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{k_{j}} \frac{(-1)^{i-1}(i-1)!}{a_{j}^{i}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \\
- & \ln b \tilde{I}_{H_{0 r}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{k_{r}} \frac{(-1)^{i-1}(i-1)!}{b^{i}} \tilde{I}_{H_{i r}}(\mathbf{p}, \mathbf{q}) \leq 0 \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
& D(\mathbf{p} \| \mathbf{q})-a \ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-(\ln a+1) \tilde{I}_{H_{11}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{k_{1}} \frac{(-1)^{i-2}(i-2)!}{a^{i-1}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q}) \\
- & \sum_{j=2}^{r-1}\left[a_{j} \ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})+\sum_{i=2}^{k_{j}} \frac{(-1)^{i-2}(i-2)!}{a_{j}^{i-1}} \tilde{I}_{H_{i j}}(\mathbf{p}, \mathbf{q})\right] \\
- & b \ln b \tilde{I}_{H_{0 r}}(\mathbf{p}, \mathbf{q})-(\ln b+1) \tilde{I}_{H_{1 r}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{k_{r}} \frac{(-1)^{i-2}(i-2)!}{b^{i-2}} \tilde{I}_{H_{i r}}(\mathbf{p}, \mathbf{q}) \geq 0 . \tag{3.11}
\end{align*}
$$

(b) If $k_{j}$ is odd for all $j=2, \ldots, r-1$ and $k_{r}$ is even, we have the reversed inequalities. For $n$ odd the inequalities are reversed.

Proof. Now $\omega(t)=(t-a)^{k_{1}+1}(t-b)^{k_{r}+1} \prod_{j=2}^{r-1}\left(t-a_{j}\right)^{k_{j}+1}$.
(a) Since $k_{j}$ is odd for all $j=2, \ldots, r$, we get that $\omega(t) \geq 0$.
(b) Since $k_{j}$ is odd for all $j=2, \ldots, r-1$ and $k_{r}$ is even, we get that $\omega(t) \leq 0$.

So, by using (3.1) for $n$ even, (3.10) and (3.11) obviously hold.
Remark 3.2 If we put $r=2,1 \leq m \leq n-1, k_{1}=m-1, k_{2}=n-m-1$ and $k_{2}$ is even then we get Hermite interpolating polynomial with $(m, n-m)$ type conditions and then

$$
\begin{aligned}
& \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{m-1} \frac{(-1)^{i-1}(i-1)!}{a^{i}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q}) \\
- & \ln b \tilde{I}_{H_{02}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{n-m-1} \frac{(-1)^{i-1}(i-1)!}{b^{i}} \tilde{I}_{H_{i 2}}(\mathbf{p}, \mathbf{q}) \leq 0
\end{aligned}
$$

and

$$
D(\mathbf{p} \| \mathbf{q})-a \ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-(\ln a+1) \tilde{I}_{H_{11}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{m-1} \frac{(-1)^{i-2}(i-2)!}{a^{i-1}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q})
$$

$$
-b \ln b \tilde{I}_{H_{02}}(\mathbf{p}, \mathbf{q})-(\ln b+1) \tilde{I}_{H_{12}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{n-m-1} \frac{(-1)^{i-2}(i-2)!}{b^{i-1}} \tilde{I}_{H_{i 2}}(\mathbf{p}, \mathbf{q}) \geq 0
$$

For $k_{2}$ odd, the above inequalities are reversed.
If we put $n=2 m, r=2, k_{1}=k_{2}=m-1$ and $m$ is even then we get Hermite interpolating polynomial with two-point Taylor conditions and then

$$
\begin{aligned}
& \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})-\ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{m-1} \frac{(-1)^{i-1}(i-1)!}{a^{i}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q}) \\
- & \ln b \tilde{I}_{H_{02}}(\mathbf{p}, \mathbf{q})-\sum_{i=1}^{m-1} \frac{(-1)^{i-1}(i-1)!}{b^{i}} \tilde{I}_{H_{i 2}}(\mathbf{p}, \mathbf{q}) \leq 0
\end{aligned}
$$

and

$$
\begin{aligned}
& D(\mathbf{p} \| \mathbf{q})-a \ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})-(\ln a+1) \tilde{I}_{H_{11}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{m-1} \frac{(-1)^{i-2}(i-2)!}{a^{i-1}} \tilde{I}_{H_{i 1}}(\mathbf{p}, \mathbf{q}) \\
- & \ln b \tilde{I}_{H_{02}}(\mathbf{p}, \mathbf{q})-(\ln b+1) \tilde{I}_{H_{12}}(\mathbf{p}, \mathbf{q})-\sum_{i=2}^{m-1} \frac{(-1)^{i-2}(i-2)!}{b^{i-1}} \tilde{I}_{H_{i 2}}(\mathbf{p}, \mathbf{q}) \geq 0 .
\end{aligned}
$$

For $m$ odd, the above inequalities are reversed.
Remark 3.3 By using $\mathbf{p}:=\mathbf{e}=(1, \ldots, 1)$ in Corollaries 3.1-3.4, $\tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})=H(\mathbf{q})$ and $\tilde{I}_{f}(\mathbf{p}, \mathbf{q})=\tilde{I}_{f}(\mathbf{e}, \mathbf{q})$ we get inequalities for Shannon entropy.

Also, we can notice that $-\tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})=\tilde{I}_{-\ln }(\mathbf{p}, \mathbf{q})=D(\mathbf{q} \| \mathbf{p})$.

### 3.3 Hermite-Hadamard type inequalities

As a consequences of our results given in Section 2, here we give the Hermite-Hadamard type inequalities for Csiszár $f$-divergence and Shannon entropy.

Let $H_{i j}$ and $\bar{H}_{i j}$ are defined on $[a, b]$ by

$$
\begin{equation*}
H_{i j}(t)=\frac{1}{i!} \frac{\omega(t)}{\left(t-a_{j}\right)^{k_{j}+1-i}} \sum_{k=0}^{k_{j}-i} \frac{1}{k_{j}!}\left[\frac{\left(t-a_{j}\right)^{k_{j}+1}}{\omega(t)}\right]_{t=a_{j}}^{(k)}\left(t-a_{j}\right)^{k}, \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{H}_{i j}(t)=\frac{1}{i!} \frac{\bar{\omega}(t)}{\left(t-b_{j}\right)^{l_{j}+1-i}} \sum_{k=0}^{l_{j}-i} \frac{1}{l_{j}!}\left[\frac{\left(t-b_{j}\right)^{l_{j}+1}}{\bar{\omega}(t)}\right]_{t=b_{j}}^{(k)}\left(t-b_{j}\right)^{k} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(t)=\prod_{j=1}^{r}\left(t-a_{j}\right)^{k_{j}+1}, \quad \bar{\omega}(t)=\prod_{j=1}^{\bar{r}}\left(t-b_{j}\right)^{l_{j+1}} \tag{3.14}
\end{equation*}
$$

for $a \leq a_{1}<a_{2} \leq \ldots<a_{r} \leq b, a \leq b_{1}<b_{2}<\ldots<b_{\bar{r}} \leq b,(r, \bar{r} \geq 2)$ and $\sum_{j=1}^{r} k_{j}+r=\sum_{j=1}^{\bar{r}} l_{j}+\bar{r}=n$.

Theorem 3.2 Let $a_{1}=a, b_{\bar{r}}=b, k_{1}=0$ and $k_{j}=1$ for all $j=2, \ldots, r, l_{j}=1$ for all $j=1, \ldots, \bar{r}-1$ and $l_{\bar{r}}=0$. Then, we have

$$
\begin{align*}
& \ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})+\sum_{j=2}^{r}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\frac{1}{a_{j}} \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \\
\leq & \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q})  \tag{3.15}\\
\leq & \sum_{j=1}^{r-1}\left[\ln b_{j} \tilde{I}_{\bar{H}_{0 j}}(\mathbf{p}, \mathbf{q})+\frac{1}{b_{j}} \tilde{I}_{\bar{H}_{1 j}}(\mathbf{p}, \mathbf{q})\right]+\ln b \tilde{I}_{\bar{U}_{0 r}}(\mathbf{p}, \mathbf{q})
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{j=1}^{\bar{r}-1}\left[b_{j} \ln b_{j} \tilde{I}_{\bar{H}_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln b_{j}+1\right) \tilde{I}_{\bar{H}_{1 j}}(\mathbf{p}, \mathbf{q})\right]+b \ln b \tilde{I}_{\bar{H}_{0 r}}(\mathbf{p}, \mathbf{q}) \\
\leq & D(\mathbf{p} \| \mathbf{q})  \tag{3.16}\\
\leq & a \ln a \tilde{I}_{H_{01}}(\mathbf{p}, \mathbf{q})+\sum_{j=2}^{r}\left[a_{j} \ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right],
\end{align*}
$$

where

$$
H_{01}(t)=\frac{P_{r-1}^{2}(t)}{P_{r-1}^{2}(a)}
$$

$$
\begin{gathered}
H_{0 j}(t)=\frac{(t-a) P_{r-1}^{2}(t)}{\left(t-a_{j}\right)^{2}\left[P_{r-1}^{\prime}\left(a_{j}\right)\right]^{2}\left(a_{j}-a\right)}\left(1-\frac{P_{r-1}^{\prime}\left(a_{j}\right)+\left(a_{j}-a\right) P_{r-1}^{\prime \prime}\left(a_{j}\right)}{\left(a_{j}-a\right) P_{r-1}^{\prime}\left(a_{j}\right)}\left(t-a_{j}\right)\right), \\
H_{1 j}(t)=\frac{(t-a) P_{r-1}^{2}(t)}{\left(t-a_{j}\right)\left(a_{j}-a\right)\left[P_{r-1}^{\prime}\left(a_{j}\right)\right]^{2}}, \\
\bar{H}_{0 j}(t)=\frac{(b-t) \bar{P}_{r-1}^{2}(t)}{\left(t-b_{j}\right)^{2}\left[\bar{P}_{r-1}^{\prime}\left(b_{j}\right)\right]^{2}\left(b-b_{j}\right)}\left(1+\frac{\bar{P}_{r-1}^{\prime}\left(b_{j}\right)-\left(b-b_{j}\right) \overline{P_{r-1}^{\prime \prime}}\left(b_{j}\right)}{\left(b-b_{j}\right) P_{r-1}^{\prime}\left(b_{j}\right)}\left(t-b_{j}\right)\right), \\
\bar{H}_{1 j}(t)=\frac{(b-t) \bar{P}_{r-1}^{2}(t)}{\left(t-b_{j}\right)\left(b-b_{j}\right)\left[\bar{P}_{r-1}^{\prime}\left(b_{j}\right)\right]^{2}}, \\
\bar{H}_{0 r}(t)=\frac{\bar{P}_{r-1}^{2}(t)}{P_{r-1}^{2}(b)},
\end{gathered}
$$

and

$$
P_{r-1}(t)=\prod_{j=2}^{r}\left(t-a_{j}\right), \quad \bar{P}_{r-1}(t)=\prod_{j=1}^{r-1}\left(t-b_{j}\right)
$$

for $a<a_{2}<\ldots<a_{r} \leq b, a \leq b_{1}<b_{2}<\ldots<b_{r-1}<b,(r \geq 2)$.

Proof. We use Corollary 3.2 and Corollary 3.3(b) for $n=2 r-1$ and then calculate

$$
\begin{gathered}
H_{01}(t)=\frac{(t-a) P_{r-1}^{2}(t)}{(t-a)} \cdot\left[\frac{(t-a)}{(t-a) P_{r-1}^{2}(t)}\right]_{t=a}=\frac{P_{r-1}^{2}(t)}{P_{r-1}^{2}(a)}, \\
H_{0 j}(t)=\frac{(t-a) P_{r-1}^{2}(t)}{\left(t-a_{j}\right)^{2}}\left\{\left[\frac{\left(t-a_{j}\right)^{2}}{(t-a) P_{r-1}^{2}(t)}\right]_{t=a_{j}}+\left[\frac{\left(t-a_{j}\right)^{2}}{(t-a) P_{r-1}^{2}(t)}\right]_{t=a_{j}}^{\prime}\left(t-a_{j}\right)\right\} \\
=\frac{(t-a) P_{r-1}^{2}(t)}{\left(t-a_{j}\right)^{2}\left[P_{r-1}^{\prime}\left(a_{j}\right)\right]^{2}\left(a_{j}-a\right)}\left(1-\frac{P_{r-1}^{\prime}\left(a_{j}\right)+\left(a_{j}-a\right) P_{r-1}^{\prime \prime}\left(a_{j}\right)}{\left(a_{j}-a\right) P_{r-1}^{\prime}\left(a_{j}\right)}\left(t-a_{j}\right)\right)
\end{gathered}
$$

and

$$
H_{1 j}(t)=\frac{(t-a) P_{r-1}^{2}(t)}{\left(t-a_{j}\right)}\left[\frac{\left(t-a_{j}\right)^{2}}{(t-a) P_{r-1}^{2}(t)}\right]_{t=a_{j}}=\frac{(t-a) P_{r-1}^{2}(t)}{\left(t-a_{j}\right)\left(a_{j}-a\right)\left[P_{r-1}^{\prime}\left(a_{j}\right)\right]^{2}}
$$

Coefficients $\bar{H}_{0 j}, \bar{H}_{1 j}$ and $\bar{H}_{0 r}$ we get similarly.
Theorem 3.3 Let $H_{i j}$ and $\bar{H}_{i j}$ are defined on $[a, b]$ by (3.12) and (3.13) respectively. Then, if $b_{1}=a, b_{\bar{r}}=b, k_{j}=1$ for all $j=1, \ldots, r, l_{j}=1$ for all $j=2, \ldots, \bar{r}-1$ and $l_{1}=l_{\bar{r}}=0$, we have

$$
\begin{align*}
& \ln a \tilde{I}_{\bar{H}_{01}}(\mathbf{p}, \mathbf{q})+\sum_{j=2}^{\bar{r}-1}\left[\ln b_{j} \tilde{I}_{\bar{H}_{0 j}}(\mathbf{p}, \mathbf{q})+\frac{1}{b_{j}} \tilde{I}_{\bar{H}_{1 j}}(\mathbf{p}, \mathbf{q})\right]+\ln b \tilde{I}_{\bar{H}_{0 r}}(\mathbf{p}, \mathbf{q}) \\
\leq & \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{r}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\frac{1}{a_{j}} \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \tag{3.17}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{j=1}^{r}\left[a_{j} \ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \leq D(\mathbf{p} \| \mathbf{q})  \tag{3.18}\\
\leq & a \ln a \tilde{I}_{\bar{H}_{01}}(\mathbf{p}, \mathbf{q})+\sum_{j=2}^{r-1}\left[b_{j} \ln b_{j} \tilde{I}_{\bar{H}_{0 j}}(\mathbf{p}, \mathbf{q})+\left(\ln b_{j}+1\right) \tilde{I}_{\bar{H}_{1 j}}(\mathbf{p}, \mathbf{q})\right]+b \ln b \tilde{I}_{\bar{H}_{0 r}}(\mathbf{p}, \mathbf{q})
\end{align*}
$$

where

$$
\begin{gathered}
H_{0 j}(t)=\frac{P_{r}^{2}(t)}{\left(t-a_{j}\right)^{2}\left[P_{r}^{\prime}\left(a_{j}\right)\right]^{2}}\left(1-\frac{P_{r}^{\prime \prime}\left(a_{j}\right)}{P_{r}^{\prime}\left(a_{j}\right)}\left(t-a_{j}\right)\right), \\
H_{1 j}(t)=\frac{P_{r}^{2}(t)}{\left(t-a_{j}\right)\left[P_{r}^{\prime}\left(a_{j}\right)\right]^{2}} \\
\bar{H}_{01}(t)=\frac{(b-t) \bar{P}_{r-1}^{2}(t)}{(b-a) P_{r-1}^{2}(a)}
\end{gathered}
$$

$$
\begin{gathered}
\bar{H}_{0 j}(t)=\frac{(t-a)(b-t) \bar{P}_{r-1}^{2}(t)}{\left(b_{j}-a\right)\left(b-b_{j}\right)\left(t-b_{j}\right)^{2}\left[\bar{P}_{r-1}^{\prime}\left(b_{j}\right)\right]^{2}} \\
\times\left(1+\frac{\left(2 b_{j}-a-b\right) \bar{P}_{r-1}^{\prime}\left(b_{j}\right)-\left(b-b_{j}\right)\left(b_{j}-a\right) \overline{P_{r-1}^{\prime \prime}}\left(b_{j}\right)}{\left(b-b_{j}\right)\left(b_{j}-a\right) \bar{P}_{r-1}^{\prime}\left(b_{j}\right)}\left(t-b_{j}\right)\right), \\
\bar{H}_{1 j}(t)=\frac{(t-a)(b-t) \bar{P}_{r-1}^{2}(t)}{\left(t-b_{j}\right)\left(b_{j}-a\right)\left(b-b_{j}\right)\left[\bar{P}_{r-1}^{\prime}\left(b_{j}\right)\right]^{2}}, \\
\bar{H}_{0(r+1)}(t)=\frac{(t-a) \bar{P}_{r-1}^{2}(t)}{(b-a) P_{r-1}^{2}(b)}
\end{gathered}
$$

and

$$
P_{r}(t)=\prod_{j=1}^{r}\left(t-a_{j}\right), \quad \bar{P}_{r-1}(t)=\prod_{j=2}^{r}\left(t-b_{j}\right)
$$

for $a \leq a_{1}<a_{2}<\ldots<a_{r} \leq b, a<b_{2}<\ldots<b_{r}<b,(r \geq 2)$.
Proof. We use Corollary 3.1 and Corollary 3.4(b) for $n=2 r$ and then calculate

$$
\begin{gathered}
H_{0 j}=\frac{P_{r}^{2}(t)}{\left(t-a_{j}\right)^{2}}\left\{\left[\frac{\left(t-a_{j}\right)^{2}}{P_{r}^{2}(t)}\right]_{t=a_{j}}+\left[\frac{\left(t-a_{j}\right)^{2}}{P_{r}^{2}(t)}\right]_{t=a_{j}}^{\prime}\left(t-a_{j}\right)\right\} \\
=\frac{P_{r}^{2}(t)}{\left(t-a_{j}\right)^{2}\left[P_{r}^{\prime}\left(a_{j}\right)\right]^{2}}\left(1-\frac{P_{r}^{\prime \prime}\left(a_{j}\right)}{P_{r}^{\prime}\left(a_{j}\right)}\left(t-a_{j}\right)\right), \\
H_{1 j}(t)=\frac{P_{r}^{2}(t)}{t-a_{j}}\left[\frac{\left(t-a_{j}\right)^{2}}{P_{r}^{2}(t)}\right]_{t=a_{j}}=\frac{P_{r}^{2}(t)}{\left(t-a_{j}\right)\left[P_{r}^{\prime}\left(a_{j}\right)\right]^{2}}, \\
\bar{H}_{01}(t)=\frac{(t-a)(t-b) \overline{P_{r-1}^{2}}(t)}{t-a}\left[\frac{t-a}{(t-a)(t-b) P_{r-1}^{2}(t)}\right]_{t=a}=\frac{(b-t) \overline{P_{r-1}^{2}}(t)}{(b-a) P_{r-1}^{2}(a)}, \\
\bar{H}_{0 j}(t)=\frac{(t-a)(t-b) \overline{P_{r-1}^{2}}(t)}{\left(t-b_{j}\right)^{2}} \\
\times\left\{\left[\frac{\left(t-b_{j}\right)^{2}}{(t-a)(t-b) P_{r-1}^{2}(t)}\right]_{t=b_{j}}^{\left.+\left[\frac{\left(t-b_{j}\right)^{2}}{(t-a)(t-b) P_{r-1}^{2}(t)}\right]_{t=b_{j}}^{\prime}\left(t-b_{j}\right)\right\}}\right\} \\
=\frac{(t-a)(b-t) \bar{P}_{r-1}^{2}(t)}{\left(b_{j}-a\right)\left(b-b_{j}\right)\left(t-b_{j}\right)^{2}\left[\overline{P_{r-1}^{\prime}}\left(b_{j}\right)\right]^{2}} \\
\times\left(1+\frac{\left(2 b_{j}-a-b\right) \bar{P}_{r-1}^{\prime}\left(b_{j}\right)-\left(b-b_{j}\right)\left(b_{j}-a\right) \overline{P_{r-1}^{\prime \prime}\left(b_{j}\right)}}{\left(b-b_{j}\right)\left(b_{j}-a\right) P_{r-1}^{\prime}\left(b_{j}\right)}\left(t-b_{j}\right)\right),
\end{gathered}
$$

$$
\begin{aligned}
\bar{H}_{1 j}(t) & =\frac{(t-a)(t-b) \bar{P}_{r-1}^{2}(t)}{\left(t-b_{j}\right)}\left[\frac{\left(t-b_{j}\right)^{2}}{(t-a)(t-b) P_{r-1}^{2}(t)}\right]_{t=b_{j}} \\
& =\frac{(t-a)(b-t) \bar{P}_{r-1}^{2}(t)}{\left(t-b_{j}\right)\left(b_{j}-a\right)\left(b-b_{j}\right)\left[\bar{P}_{r-1}^{\prime}\left(b_{j}\right)\right]^{2}} .
\end{aligned}
$$

Coefficient $\bar{H}_{0(r+1)}$ we get similarly as coefficient $\bar{H}_{01}(t)$.
Corollary 3.5 If $n=2 m$ and $m$ is odd, we have

$$
\begin{align*}
& \ln a \tilde{I}_{\bar{H}_{01}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{m-1} \frac{(-1)^{i-1}(i-1)!}{a^{i}} \tilde{I}_{\bar{H}_{i 1}}(\mathbf{p}, \mathbf{q}) \\
& \quad+\ln b \tilde{I}_{\bar{H}_{02}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{m-1} \frac{(-1)^{i-1}(i-1)!}{b^{i}} \tilde{I}_{\bar{H}_{i 2}}(\mathbf{p}, \mathbf{q}) \\
& \leq \tilde{I}_{\ln }(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left[\ln a_{j} \tilde{I}_{H_{0 j}}(\mathbf{p}, \mathbf{q})+\frac{1}{a_{j}} \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \tag{3.19}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{j=1}^{m}\left[a_{j} \ln a_{j} \tilde{I}_{0 j}(\mathbf{p}, \mathbf{q})+\left(\ln a_{j}+1\right) \tilde{I}_{H_{1 j}}(\mathbf{p}, \mathbf{q})\right] \leq D(\mathbf{p} \| \mathbf{q})  \tag{3.20}\\
\leq & a \ln a \tilde{I}_{\bar{H}_{01}}(\mathbf{p}, \mathbf{q})+(\ln a+1) \tilde{I}_{\bar{H}_{11}}(\mathbf{p}, \mathbf{q})+\sum_{i=2}^{m-1} \frac{(-1)^{i-2}(i-2)!}{a^{i-1}} \tilde{I}_{\bar{H}_{i 1}}(\mathbf{p}, \mathbf{q}) \\
& +b \ln b \tilde{I}_{\bar{H}_{02}}(\mathbf{p}, \mathbf{q})+(\ln b+1) \tilde{I}_{\bar{H}_{12}}(\mathbf{p}, \mathbf{q})+\sum_{i=1}^{m-1} \frac{(-1)^{i-2}(i-2)!}{b^{i-2}} \tilde{I}_{\bar{H}_{i 2}}(\mathbf{p}, \mathbf{q}),
\end{align*}
$$

where $H_{0 j}$ and $H_{1 j}$ as in Theorem 3.3 with $r=m$,

$$
\bar{H}_{i 1}(t)=\frac{(t-a)^{i}(t-b)^{m}}{i!} \sum_{k=0}^{m-1-i} \frac{(-1)^{k}(m+k-1)!}{[(m-1)!]^{2}(a-b)^{m+k}}(t-a)^{k},
$$

and

$$
\bar{H}_{i 2}(t)=\frac{(t-a)^{m}(t-b)^{i}}{i!} \sum_{k=0}^{m-1-i} \frac{(-1)^{k}(m+k-1)!}{[(m-1)!]^{2}(b-a)^{m+k}}(t-b)^{k}
$$

If $m$ even, the inequalities are reversed.
Proof. We use Remark 3.1 and 3.2 and then calculate

$$
\begin{aligned}
\bar{H}_{i 1}(t) & =\frac{1}{i!} \frac{(t-a)^{m}(t-b)^{m}}{(t-a)^{m-i}} \sum_{k=0}^{m-1-i} \frac{1}{(m-1)!}\left[\frac{(t-a)^{m}}{(t-a)^{m}(t-b)^{m}}\right]_{t=a}^{(k)}(t-a)^{k} \\
& =\frac{(t-a)^{i}(t-b)^{m}}{i!} \sum_{k=0}^{m-1-i} \frac{(-1)^{k}(m+k-1)!}{[(m-1)!]^{2}(a-b)^{m+k}}(t-a)^{k} .
\end{aligned}
$$

Coefficient $\bar{H}_{i 2}(t)$ we get similarly.

Remark 3.4 Similarly as in Remark 3.3 we get inequalities of Hermite-Hadamard type related for Shannon entropy.

### 3.4 Inequalities by using the Zipf-Mandelbrot law

Definition 3.5 Zipf-Mandelbrot law is a discrete probability distribution depends on three parameters $N \in\{1,2, \ldots\}, q \in[0, \infty)$ and $s>0$, and it is defined by

$$
f(i ; N, q, s):=\frac{1}{(i+q)^{s} H_{N, q, s}}, \quad i=1, \ldots, N
$$

where

$$
H_{N, q, s}:=\sum_{k=1}^{N} \frac{1}{(k+q)^{s}} .
$$

If $q=0$, then Zipf-Mandelbrot law becomes Zipf's law.
Zipf's law is one of the basic laws in information science and bibliometrics. Zipf's law is concerning the frequency of words in the text. We count the number of times each word appears in the text. Words are ranked $(r)$ according to the frequency of occurrence $(f)$. The product of these two numbers is a constant: $r \cdot f=c$.

Apart from the use of this law in bibliometrics and information science, Zipf's law is frequently used in linguistics (see [5], p. 167). In economics and econometrics, this distribution is known as Pareto's law which analyze the distribution of the wealthiest members of the community (see [5], p. 125). These two laws are the same in the mathematical sense, they are only applied in a different context (see [7], p. 294).

The same type of distribution that we have in Zipf's and Pareto's law can be also found in other scientific disciplines, such as: physics, biology, earth and planetary sciences, computer science, demography and the social sciences. For example, the same type of distribution, which we also call the Power law, we can analyze the number of hits on web sites, the magnitude of earthquakes, diameter of moon craters, intensity of solar flares, intensity of wars, population of cities, and others (see [11]).

More general model introduced Benoit Mandelbrot (see [9]), by using arguments on the fractal structure of lexical trees.

The are also quite different interpretation of Zipf-Mandelbrot law in ecology, as it is pointed out in [10] (see also [8] and [12]).

We illustrate our results by using Zipf-Mandelbrot law.
Remark 3.5 Let q be the Zipf-Mandelbrot law as in Definition 3.5. By applying Theorem 3.2, we have:

$$
\ln a \sum_{i=1}^{N} f(i ; N, q, s) H_{01}\left(\frac{1}{f(i ; N, q, s)}\right)
$$

$$
\begin{aligned}
& +\sum_{j=2}^{r} \sum_{i=1}^{N} f(i ; N, q, s)\left[\ln a_{j} H_{0 j}\left(\frac{1}{f(i ; N, q, s)}\right)+\frac{1}{a_{j}} H_{1 j}\left(\frac{1}{f(i ; N, q, s)}\right)\right] \\
\leq & -\sum_{i=1}^{N} f(i ; N, q, s) \ln f(i ; N, q, s) \\
\leq & \sum_{j=1}^{r-1} \sum_{i=1}^{N} f(i ; N, q, s)\left[\ln b_{j} \bar{H}_{0 j}\left(\frac{1}{f(i ; N, q, s)}\right)+\frac{1}{b_{j}} \bar{H}_{1 j}\left(\frac{1}{f(i ; N, q, s)}\right)\right] \\
& +\ln b \sum_{i=1}^{N} f(i ; N, q, s) \bar{H}_{0 r}\left(\frac{1}{f(i ; N, q, s)}\right)
\end{aligned}
$$

Let $\mathbf{p}_{\mathbf{1}}$ and $\mathbf{p}_{\mathbf{2}}$ be the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}, q_{1}, q_{2} \in$ $[0, \infty)$ and $s_{1}, s_{2}>0$, respectively. By applying Theorem 3.2, we have:

$$
\begin{aligned}
& \sum_{j=1}^{r-1} \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right)\left[b_{j} \ln b_{j} \bar{H}_{0 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)+\left(\ln b_{j}+1\right) \bar{H}_{1 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)\right] \\
& +b \ln b \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right) \bar{H}_{0 r}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right) \\
\leq & \sum_{i=1}^{N} f\left(i ; N, q_{1}, s_{1}\right) \ln \left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N,, q_{2}, s_{2}\right)}\right) \\
\leq & a \ln a \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right) H_{01}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i, N, q_{2}, s_{2}\right)}\right) \\
+ & \sum_{j=2}^{r} \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right)\left[a_{j} \ln a_{j} H_{0 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)+\left(\ln a_{j}+1\right) H_{1 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)\right] .
\end{aligned}
$$

Remark 3.6 Let $\mathbf{q}$ be the Zipf-Mandelbrot law as in Definition 3.5. By applying Theorem 3.3, we have:

$$
\begin{aligned}
& \ln a \sum_{i=1}^{N} f(i ; N, q, s) \bar{H}_{01}\left(\frac{1}{f(i ; N, q, s)}\right)+\sum_{j=2}^{\bar{r}-1} \sum_{i=1}^{N} f(i ; N, q, s)\left[\ln b_{j} \bar{H}_{0 j}\left(\frac{1}{f(i ; N, q, s)}\right)\right. \\
& \left.+\frac{1}{b_{j}} \bar{H}_{1 j}\left(\frac{1}{f(i ; N, q, s)}\right)\right]+\ln b \sum_{i=1}^{N} f(i ; N, q, s) \bar{H}_{0 r}\left(\frac{1}{f(i ; N, q, s)}\right) \\
\leq & -\sum_{i=1}^{N} f(i ; N, q, s) \ln f(i ; N, q, s) \\
\leq & \sum_{j=1}^{r} \sum_{i=1}^{N} f(i ; N, q, s)\left[\ln a_{j} H_{0 j}\left(\frac{1}{f(i ; N, q, s)}\right)+\frac{1}{a_{j}} H_{1 j}\left(\frac{1}{f(i ; N, q, s)}\right)\right] .
\end{aligned}
$$

Let $\mathbf{p}_{\mathbf{1}}$ and $\mathbf{p}_{\mathbf{2}}$ be the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}, q_{1}, q_{2} \in$
$[0, \infty)$ and $s_{1}, s_{2}>0$, respectively. By applying Theorem 3.3, we have:

$$
\begin{aligned}
& \sum_{j=1}^{r} \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right)\left[a_{j} \ln a_{j} H_{0 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)+\left(\ln a_{j}+1\right) H_{1 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; i, N q_{2}, s_{2}\right)}\right)\right] \\
\leq & \sum_{i=1}^{N} f\left(i ; N, q_{1}, s_{1}\right) \ln \left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right) \\
\leq & a \ln a \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right) \bar{H}_{01}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right) \\
& +\sum_{j=2}^{\bar{r}} \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right)\left[b_{j} \ln b_{j} \bar{H}_{0 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)+\left(\ln b_{j}+1\right) \bar{H}_{1 j}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right)\right] \\
& +b \ln b \sum_{i=1}^{N} f\left(i ; N, q_{2}, s_{2}\right) \bar{H}_{0 r}\left(\frac{f\left(i ; N, q_{1}, s_{1}\right)}{f\left(i ; N, q_{2}, s_{2}\right)}\right) .
\end{aligned}
$$
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## Zipf-Mandelbrot law and superadditivity of the Jensen functional
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#### Abstract

Superadditivity property of the discrete Jensen functional is brought in relation to the Csiszár divergence functional. Its monotonicity property and specific bounds are observed consequently in the same context. Some of the well known $f$ - divergences, e.g. the Kullback-Leibler divergence, the Hellinger distance, the Bhattacharyya coefficient, the $\chi^{2}$ - divergence and the total variation distance are analyzed in a similar way. All obtained inequalities are eventually interpreted in the environment of the Zipf and the Zipf-Mandelbrot law.


[^2]
### 4.1 Introduction and preliminaries

Superadditivity property of the discrete Jensen functional

$$
\begin{equation*}
J(f, \mathbf{x}, \mathbf{p}):=\sum_{i=1}^{n} p_{i} f\left(x_{i}\right)-P_{n} f\left(\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}\right) \tag{4.1}
\end{equation*}
$$

was established in [4] as:

$$
\begin{equation*}
J(f, \mathbf{x}, \mathbf{p}+\mathbf{q}) \geq J(f, \mathbf{x}, \mathbf{p})+J(f, \mathbf{x}, \mathbf{q}), \tag{4.2}
\end{equation*}
$$

where $f$ is a convex function on an interval $I \subset \mathbb{R}, \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in I^{n}, n \geq 2, \mathbf{p}$ and $\mathbf{q}$ are nonnegative $n$-tuples, $P_{n}=\sum_{i=1}^{n} p_{i}, Q_{n}=\sum_{i=1}^{n} q_{i}, i=1, \ldots, n$. Superadditivity was accompanied therein by monotonicity property of the same functional, as its consequent result. Namely, if $\mathbf{p}$ and $\mathbf{q}$ are such that $\mathbf{p} \geq \mathbf{q}$, (i.e. $p_{i} \geq q_{i}, i=1, \ldots, n$ ) then

$$
\begin{equation*}
J(f, \mathbf{x}, \mathbf{p}) \geq J(f, \mathbf{x}, \mathbf{q}) \geq 0 \tag{4.3}
\end{equation*}
$$

or

$$
\begin{align*}
& \sum_{i=1}^{n} p_{i} f\left(x_{i}\right)-P_{n} f\left(\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}\right) \\
& \quad \geq \sum_{i=1}^{n} q_{i} f\left(x_{i}\right)-Q_{n} f\left(\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} x_{i}\right) \geq 0 . \tag{4.4}
\end{align*}
$$

In the monograph [19, p. 717] J. E. Pečarić investigated monotonicity property of the discrete Jensen functional from a different point of view and proved it by using Jensen's inequality and its reverse. Superadditivity property that was thoroughly analyzed in [4] served later as the basis for a more generalized approach e.g. in [7], [8], [9] with the results suitably summarized in the monograph [10].
On the other hand, we observe $f$ - divergences which measure the distance between two probability distributions using Csiszár's approach [1, 2]. The Csiszár divergence functional is defined by

$$
\begin{equation*}
D_{f}(\mathbf{r}, \mathbf{s})=\sum_{i=1}^{n} s_{i} f\left(\frac{r_{i}}{s_{i}}\right) \tag{4.5}
\end{equation*}
$$

where $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ are positive real $n$-tuples and $f:\langle 0, \infty) \rightarrow \mathbb{R}$ is a convex function.
Csiszár divergence functional (4.5) may also be defined for nonnegative real $n$-tuples $\mathbf{r}$ and $\mathbf{s}$ with undefined expressions interpreted as

$$
f(0):=\lim _{t \rightarrow 0+} f(t) ; \quad 0 f\left(\frac{0}{0}\right):=0 ; \quad 0 f\left(\frac{a}{0}\right):=\lim _{t \rightarrow 0+} t f\left(\frac{a}{t}\right), \quad a>0
$$

or even in a more general setting where $f: I \rightarrow \mathbb{R}, I \subseteq \mathbb{R}$. Still, in all of the results in the sequel we focus on positive real $n$-tuples $\mathbf{r}$ and $\mathbf{s}$ in definition (4.5).
Furthermore, Csiszár divergence functional (4.5) can be interpreted for special choices of the kernel function $f$. Thus in the case of positive probability distributions $\mathbf{r}$ and $\mathbf{s}$, that is $r_{i}, s_{i} \in\langle 0,1]$, for $i=1, \ldots, n$ with $\sum_{i=1}^{n} r_{i}=\sum_{i=1}^{n} s_{i}=1$ it assumes special forms which we recognize as some well known divergences.

The Kullback-Leibler divergence (see [6], [11], [20]) for positive probability distributions $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ is defined by

$$
\begin{equation*}
K L(\mathbf{r}, \mathbf{s}):=\sum_{i=1}^{n} r_{i} \log \frac{r_{i}}{s_{i}} . \tag{4.6}
\end{equation*}
$$

In the sequel we analyze results for the logarithm function for different positive bases and distinguish the cases for the bases greater and less than 1.

The Hellinger distance between positive probability distributions $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ is defined by

$$
\begin{equation*}
h(\mathbf{r}, \mathbf{s}):=\frac{1}{\sqrt{2}} \sqrt{\sum_{i=1}^{n}\left(\sqrt{r_{i}}-\sqrt{s_{i}}\right)^{2}} . \tag{4.7}
\end{equation*}
$$

The Hellinger distance is a metric and is often used in its squared form, i.e. as $h^{2}(\mathbf{r}, \mathbf{s}):=$ $\frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{r_{i}}-\sqrt{s_{i}}\right)^{2}$.

The Bhattacharyya coefficient is an approximate measure of the amount of overlapping between two positive probability distributions and as such can be used to determine their relative closeness. It is defined as

$$
\begin{equation*}
B(\mathbf{r}, \mathbf{s}):=\sum_{i=1}^{n} \sqrt{r_{i} s_{i}} \tag{4.8}
\end{equation*}
$$

Furthermore, the $\chi^{2}$ (chi-square) divergence is defined as

$$
\begin{equation*}
\chi^{2}(\mathbf{r}, \mathbf{s}):=\sum_{i=1}^{n} \frac{\left(r_{i}-s_{i}\right)^{2}}{s_{i}} \tag{4.9}
\end{equation*}
$$

and the total variation distance or statistical distance is given by

$$
\begin{equation*}
V(\mathbf{r}, \mathbf{s}):=\sum_{i=1}^{n}\left|r_{i}-s_{i}\right| . \tag{4.10}
\end{equation*}
$$

One can find an overview of $f$ - divergences e.g. in [3].
$f$ - divergences are observed via the Jensen functional and its listed properties as well as the Zipf-Mandelbrot law and its specified form known as the Zipf law.

Philologist George Kingsley Zipf (1902-1950) studied statistical occurrences in different languages and concluded that, if words of a language were sorted in the order of decreasing frequencies of usage, a word's frequency was inversely proportional to its rank or sequence number in the list [18]. Thus the most frequent word will occur approximately twice as often as the second most frequent word, three times as often as the third most frequent word etc. It was one of the first academic studies of word frequency and was originally prescribed only for linguistics. It was only later that many other disciplines took credit of it: the Pareto law in economy reveals another aspect of it and the "Zipfian distribution" is present in other fields as well: information science, bibliometrics, social sciences etc.
Benoit Mandelbrot (1924-2010) generalized the Zipf law in 1966 [16, 17] and gave its improvement for the count of the low-rank words [13]. It is also used in information sciences for the purpose of indexing [5, 22], in ecological field studies [21] and has its role in art when determining the esthetics criteria in music [15]. The Zipf-Mandelbrot law is a discrete probability distribution and is defined by the following probability mass function:

$$
\begin{equation*}
f(i ; N, v, w)=\frac{1}{(i+w)^{v} H_{N, v, w}}, \quad i=1, \ldots, N \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{N, v, w}=\sum_{k=1}^{N} \frac{1}{(k+w)^{v}} \tag{4.12}
\end{equation*}
$$

is a generalization of a harmonic number and $N \in\{1,2, \ldots\}, v>0$ and $w \in[0, \infty)$ are parameters.
For finite $N$ and for $w=0$ the Zipf-Mandelbrot law is simply called the Zipf law. (In particular, if we observe the infinite $N$ and $w=0$ we actually have the Zeta distribution.) According to the expressions above, the probability mass function referring to the Zipf law is

$$
\begin{equation*}
f(i ; N, v)=\frac{1}{i^{\nu} \cdot H_{N, v}}, \quad \text { where } \quad H_{N, v}=\sum_{k=1}^{N} \frac{1}{k^{v}}, \tag{4.13}
\end{equation*}
$$

that is, out of population of $N$ elements the frequency of elements of rank $i$ is $f(i ; N, v)$, where $v$ is the value of the exponent that characterizes the distribution.

The general main inequalities are obtained for Csiszár divergence functional (4.5) via (4.2) and (4.4) in Section 4.2 as well as for the derived special divergences. These yield further working out in the light of the Zipf-Mandelbrot law and the Zipf law, in Section 4.3. Furthermore, results that are presented here generalize for the most part the results previously obtained in [11] and in [14], which is accentuated wherever they occur.

## 4.2 f-divergences and superadditivity of the Jensen functional

Csiszár divergence functional (4.5) and superadditivity property (4.2) of the discrete Jensen functional (4.1) are integrated in the following theorem.

Theorem 4.1 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be a convex function and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=$ $\left(s_{1}, \ldots, s_{n}\right)$ be positive real $n$-tuples such that $R_{n}=\sum_{i=1}^{n} r_{i}, S_{n}=\sum_{i=1}^{n} s_{i}$. Suppose $\mathbf{v}=$ $\left(v_{1}, \ldots, v_{n}\right)$ is a positive real $n$-tuple such that $V_{n}=\sum_{i=1}^{n} v_{i}$. Then

$$
\begin{align*}
& \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) f\left(\frac{r_{i}}{s_{i}}\right)-\left(S_{n}+V_{n}\right) f\left(\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}\right) \\
\geq & D_{f}(\mathbf{r}, \mathbf{s})-S_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\sum_{i=1}^{n} v_{i} f\left(\frac{r_{i}}{s_{i}}\right)-V_{n} f\left(\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}\right) . \tag{4.14}
\end{align*}
$$

If $f$ is a concave function, then reverse inequality holds in (4.14).
Proof. Inequality (4.14) follows from inequality (4.2) via definition (4.1) if $x_{i}$ is replaced by $\frac{r_{i}}{s_{i}}$ and $p_{i}$ replaced by $s_{i}$, where $D_{f}(\mathbf{r}, \mathbf{s})$ is the Csiszár functional defined by (4.5). Inequality changes its sign in case of concavity of the function $f$ as a consequence of the Jensen inequality implicitly included.

Superadditivity of regarding Jensen functional (4.1) yields its monotonicity which reflects on Csiszár functional (4.5) in the following way.

Corollary 4.1 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be a convex function and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=$ $\left(s_{1}, \ldots, s_{n}\right)$ be positive real $n$-tuples such that $R_{n}=\sum_{i=1}^{n} r_{i}, S_{n}=\sum_{i=1}^{n} s_{i}$. Suppose $\mathbf{t}=$ $\left(t_{1}, \ldots, t_{n}\right)$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)$ are positive real $n-$ tuples such that $T_{n}=\sum_{i=1}^{n} t_{i}$ and $U_{n}=$ $\sum_{i=1}^{n} u_{i}$. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
D_{f}(\mathbf{r}, \mathbf{s}) \geq S_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\sum_{i=1}^{n} u_{i} f\left(\frac{r_{i}}{s_{i}}\right)-U_{n} f\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right) . \tag{4.15}
\end{equation*}
$$

If $s_{i} \leq t_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
D_{f}(\mathbf{r}, \mathbf{s}) \leq S_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\sum_{i=1}^{n} t_{i} f\left(\frac{r_{i}}{s_{i}}\right)-T_{n} f\left(\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right) . \tag{4.16}
\end{equation*}
$$

If $f$ is a concave function, then reverse inequalities hold in (4.15) and (4.16).

Proof. Inequality (4.15) is obtained from superadditivity (4.2) or (4.14) as we write:

$$
\begin{align*}
\sum_{i=1}^{n} s_{i} f\left(\frac{r_{i}}{s_{i}}\right)-S_{n} f\left(\frac{R_{n}}{S_{n}}\right) & \geq \sum_{i=1}^{n}\left(s_{i}-u_{i}\right) f\left(\frac{r_{i}}{s_{i}}\right) \\
& -\left(S_{n}-U_{n}\right) f\left(\frac{1}{S_{n}-U_{n}} \sum_{i=1}^{n}\left(s_{i}-u_{i}\right) \frac{r_{i}}{s_{i}}\right) \\
& +\sum_{i=1}^{n} u_{i} f\left(\frac{r_{i}}{s_{i}}\right)-U_{n} f\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right), \tag{4.17}
\end{align*}
$$

wherefrom we get inequality that corresponds to (4.15):

$$
\begin{equation*}
\sum_{i=1}^{n} s_{i} f\left(\frac{r_{i}}{s_{i}}\right)-S_{n} f\left(\frac{R_{n}}{S_{n}}\right) \geq \sum_{i=1}^{n} u_{i} f\left(\frac{r_{i}}{s_{i}}\right)-U_{n} f\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right) \tag{4.18}
\end{equation*}
$$

since $\sum_{i=1}^{n}\left(s_{i}-u_{i}\right) f\left(\frac{r_{i}}{s_{i}}\right)-\left(S_{n}-U_{n}\right) f\left(\frac{1}{S_{n}-U_{n}} \sum_{i=1}^{n}\left(s_{i}-u_{i}\right) \frac{r_{i}}{s_{i}}\right) \geq 0$ in the observed case of $s_{i} \geq u_{i}, i=1, \ldots, n$. On the other side,

$$
\begin{align*}
\sum_{i=1}^{n} s_{i} f\left(\frac{r_{i}}{s_{i}}\right)-S_{n} f\left(\frac{R_{n}}{S_{n}}\right) & \geq \sum_{i=1}^{n}\left(s_{i}-t_{i}\right) f\left(\frac{r_{i}}{s_{i}}\right) \\
& -\left(S_{n}-T_{n}\right) f\left(\frac{1}{S_{n}-T_{n}} \sum_{i=1}^{n}\left(s_{i}-t_{i}\right) \frac{r_{i}}{s_{i}}\right) \\
& +\sum_{i=1}^{n} t_{i} f\left(\frac{r_{i}}{s_{i}}\right)-T_{n} f\left(\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right), \tag{4.19}
\end{align*}
$$

wherefrom we get inequality that corresponds to (4.16):

$$
\begin{equation*}
\sum_{i=1}^{n} s_{i} f\left(\frac{r_{i}}{s_{i}}\right)-S_{n} f\left(\frac{R_{n}}{S_{n}}\right) \leq \sum_{i=1}^{n} t_{i} f\left(\frac{r_{i}}{s_{i}}\right)-T_{n} f\left(\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right) \tag{4.20}
\end{equation*}
$$

since $\sum_{i=1}^{n}\left(s_{i}-t_{i}\right) f\left(\frac{r_{i}}{s_{i}}\right)-\left(S_{n}-T_{n}\right) f\left(\frac{1}{S_{n}-T_{n}} \sum_{i=1}^{n}\left(s_{i}-t_{i}\right) \frac{r_{i}}{s_{i}}\right) \leq 0$ in the observed case of $s_{i} \leq t_{i}, i=1, \ldots n$.

Corollary 4.1 was established as the main result in [14] when it was deduced directly from monotonicity property (4.4) similarly as it had been done with the Jensen functional in [19].

Remark 4.1 Inequalities (4.15) and (4.16) are a generalization of specific bounds for Csiszár functional (4.5) that were previously obtained in [11]. Namely, by means of simultaneous inserting the constant $n$-tuples $\mathbf{u}$ and $\mathbf{t}$ into inequalities (4.15) and (4.16), where
$u_{i}=\min _{i=1, \ldots, n}\left\{s_{i}\right\}$ and $t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$, we get the following bounds as in [11]:

$$
\begin{gather*}
S_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n} f\left(\frac{r_{i}}{s_{i}}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}\right)\right) \geq D_{f}(\mathbf{r}, \mathbf{s}) \\
\geq S_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n} f\left(\frac{r_{i}}{s_{i}}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}\right)\right) . \tag{4.21}
\end{gather*}
$$

In the following theorem we establish a similar relation between Csiszár divergence functional (4.5) and superadditivity property (4.2) of discrete Jensen functional (4.1).

Theorem 4.2 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be such that $t \mapsto t f(t)$ is a convex function. Assume $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ to be positive real $n$-tuples such that $R_{n}=\sum_{i=1}^{n} r_{i}$, $S_{n}=\sum_{i=1}^{n} s_{i}$. Suppose $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ is a positive real $n-$ tuple such that $V_{n}=\sum_{i=1}^{n} v_{i}$. Then

$$
\begin{array}{r}
\quad \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}} f\left(\frac{r_{i}}{s_{i}}\right)-\left(\sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}\right) f\left(\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}\right) \\
\geq D_{i d \cdot f}(\mathbf{r}, \mathbf{s})-R_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}} f\left(\frac{r_{i}}{s_{i}}\right)-\left(\sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}\right) f\left(\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}\right) . \tag{4.22}
\end{array}
$$

where $D_{i d \cdot f}(\mathbf{r}, \mathbf{s}):=\sum_{i=1}^{n} r_{i} f\left(\frac{r_{i}}{s_{i}}\right)$.
If $t \mapsto t f(t)$ is a concave function, then reverse inequality holds in (4.22).
Proof. Inequality (4.22) follows from inequality (4.2) via definition (4.1) for convex function $t \mapsto t f(t)$ if $x_{i}$ is replaced by $\frac{r_{i}}{s_{i}}$ and $p_{i}$ replaced by $s_{i}$. Functional $D_{i d \cdot f}(\mathbf{r}, \mathbf{s})$ is deduced from Csiszár functional (4.5), also for convex function $t \mapsto t f(t)$. Inequality reverses in case of concavity of the function $t \mapsto t f(t)$ as a consequence of the Jensen inequality implicitly included.

Similarly as the previous one, Corollary 4.2 was also established as the main result in [14] where it was deduced directly from monotonicity property (4.4).

Corollary 4.2 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be such that $t \mapsto t f(t)$ is a convex function. Assume $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$ to be positive real $n$-tuples such that $R_{n}=\sum_{i=1}^{n} r_{i}$, $S_{n}=\sum_{i=1}^{n} s_{i}$. Suppose $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)$ are positive real $n-$ tuples such that $T_{n}=\sum_{i=1}^{n} t_{i}$ and $U_{n}=\sum_{i=1}^{n} u_{i}$. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{gather*}
D_{i d \cdot f}(\mathbf{r}, \mathbf{s}) \geq R_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}} f\left(\frac{r_{i}}{s_{i}}\right)-\left(\sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right) f\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right) .  \tag{4.23}\\
D_{i d \cdot f}(\mathbf{r}, \mathbf{s}) \leq R_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}} f\left(\frac{r_{i}}{s_{i}}\right)-\left(\sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right) f\left(\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right) . \tag{4.24}
\end{gather*}
$$

If $t \mapsto t f(t)$ is a concave function, then reverse inequalities hold in (4.23) and (4.24).

Proof. Follows the same lines as in Corollary 4.1 when we introduce the result from Theorem 4.2 regarding functional $D_{i d \cdot f}(\mathbf{r}, \mathbf{s})$.

Remark 4.2 Inequalities (4.23) and (4.24) are a generalization of specific bounds for the functional $D_{\text {id } \cdot f}(\mathbf{r}, \mathbf{s})$ that were previously obtained in [11]. Namely, by means of simultaneous inserting the constant $n$-tuples $\mathbf{u}$ and $\mathbf{t}$ into inequalities (4.23) and (4.24), where $u_{i}=\min _{i=1, \ldots, n}\left\{s_{i}\right\}$ and $t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$, we get the following bounds as in [11]:

$$
\begin{array}{r}
R_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} f\left(\frac{r_{i}}{s_{i}}\right)-\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}\right)\right) \geq D_{i d \cdot f}(\mathbf{r}, \mathbf{s}) \\
\quad \geq R_{n} f\left(\frac{R_{n}}{S_{n}}\right)+\min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} f\left(\frac{r_{i}}{s_{i}}\right)-\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}\right)\right) . \tag{4.25}
\end{array}
$$

Corollary 4.2 allows a specific implementation for Kullback-Leibler divergence (4.6).
Corollary 4.3 Let $\mathbf{r}, \mathbf{s}$ and $\mathbf{v}$ be as in Theorem 4.2. If the logarithm base is greater than 1, then

$$
\begin{align*}
& \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}} \log \frac{r_{i}}{s_{i}}-\left(\sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}\right) \log \left(\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}\right) \\
\geq & \sum_{i=1}^{n} r_{i} \log \frac{r_{i}}{s_{i}}-R_{n} \log \frac{R_{n}}{s_{n}}+\sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}} \log \frac{r_{i}}{s_{i}}-\left(\sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}\right) \log \left(\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}\right) . \tag{4.26}
\end{align*}
$$

If the logarithm base is less than 1, then the inequality sign is reversed.
Proof. Follows from Theorem 4.2 for function $t \mapsto t \log t$ which is convex when the logarithm base is greater than 1 and is concave when the logarithm base is less than 1.

The following corollary leans on (4.26), but the result was also established in [14] directly from (4.4).

Corollary 4.4 Let $\mathbf{r}$ and $\mathbf{s}$ be positive probability distributions, i.e. $r_{i}, s_{i} \in\langle 0,1], \sum_{i=1}^{n} r_{i}=$ $\sum_{i=1}^{n} s_{i}=1$ and $\mathbf{t}$ and $\mathbf{u}$ are as in Corollary 4.2. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
K L(\mathbf{r}, \mathbf{s}) \geq \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}} \log \frac{r_{i}}{s_{i}}-\left(\sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right) \log \left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}\right), \tag{4.27}
\end{equation*}
$$

where the logarithm base is greater than 1.
If $s_{i} \leq t_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
K L(\mathbf{r}, \mathbf{s}) \leq \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}} \log \frac{r_{i}}{s_{i}}-\left(\sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right) \log \left(\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}\right), \tag{4.28}
\end{equation*}
$$

where the logarithm base is greater than 1.
If the logarithm base is less than 1, then reverse inequalities hold in (4.27) and (4.28).

Proof. Taking into account the assumptions on $\mathbf{r}$ and $\mathbf{s}$, functional $\sum_{i=1}^{n} r_{i} \log \frac{r_{i}}{s_{i}}$ from Corollary 4.3 stands now for Kullback-Leibler divergence (4.6). The proof starts with Corollary 4.3 and follows the lines of the proof of Corollary 4.2 (or Corollary 4.1 given here in detail) for function $t \mapsto \log t$ which is convex when the logarithm base is greater than 1 and is concave when the base is less than 1 .

Remark 4.3 Inequalities (4.27) and (4.28) generalize specific bounds for the KullbackLeibler divergence which were previously obtained in [11]. Namely, by means of simultaneous inserting the constant $n$-tuples $\mathbf{u}$ and $\mathbf{t}$ into inequalities (4.27) and (4.28), where $u_{i}=\min _{i=1, \ldots, n}\left\{s_{i}\right\}$ and $t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$, we get the following bounds as presented in [11]:

$$
\begin{array}{r}
\max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} \log \frac{r_{i}}{s_{i}}-\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} \log \left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}\right)\right) \geq K L(\mathbf{r}, \mathbf{s}) \\
\geq \min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} \log \frac{r_{i}}{s_{i}}-\sum_{i=1}^{n} \frac{r_{i}}{s_{i}} \log \left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}\right)\right), \tag{4.29}
\end{array}
$$

where the logarithm base is greater than 1 . If the logarithm base is less than 1 , then the inequality signs are reversed.

We proceed with similar results related to other previously introduced divergences: Hellinger distance (4.7), Bhattacharyya coefficient (4.8), chi-square distance (4.9) and total variation distance (4.10).

Corollary 4.5 Let $\mathbf{r}, \mathbf{s}$ and $\mathbf{v}$ be as in Theorem 4.1. Then

$$
\begin{align*}
& \frac{1}{2} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right)\left(\sqrt{\frac{r_{i}}{s_{i}}}-1\right)^{2}-\frac{S_{n}+V_{n}}{2}\left(\sqrt{\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}}-1\right)^{2} \\
\geq & \frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{r_{i}}-\sqrt{s_{i}}\right)^{2}-\frac{S_{n}}{2}\left(\sqrt{\frac{R_{n}}{S_{n}}}-1\right)^{2}+\frac{1}{2} \sum_{i=1}^{n} v_{i}\left(\sqrt{\frac{r_{i}}{s_{i}}}-1\right)^{2}- \\
- & \frac{V_{n}}{2}\left(\sqrt{\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}}-1\right)^{2} . \tag{4.30}
\end{align*}
$$

Proof. Follows from Theorem 4.1 for convex function $t \mapsto \frac{1}{2}(\sqrt{t}-1)^{2}$.
The following corollary concerning the Hellinger distance $h^{2}(\mathbf{r}, \mathbf{s})$ can also be compared with the corresponding result in [14] where it was obtained only by means of monotonicity property (4.4).
Corollary 4.6 Let $\mathbf{r}$ and $\mathbf{s}$ be positive probability distributions, i.e. $r_{i}, s_{i} \in\langle 0,1], \sum_{i=1}^{n} r_{i}=$ $\sum_{i=1}^{n} s_{i}=1$ and $\mathbf{t}$ and $\mathbf{u}$ are as in Corollary 4.1. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
h^{2}(\mathbf{r}, \mathbf{s}) \geq \frac{S_{n}}{2}\left(\sqrt{\frac{R_{n}}{S_{n}}}-1\right)^{2}+\frac{1}{2} \sum_{i=1}^{n} u_{i}\left(\sqrt{\frac{r_{i}}{s_{i}}}-1\right)^{2}-\frac{U_{n}}{2}\left(\sqrt{\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}}-1\right)^{2} \tag{4.31}
\end{equation*}
$$

If $s_{i} \leq t_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
h^{2}(\mathbf{r}, \mathbf{s}) \leq \frac{S_{n}}{2}\left(\sqrt{\frac{R_{n}}{S_{n}}}-1\right)^{2}+\frac{1}{2} \sum_{i=1}^{n} t_{i}\left(\sqrt{\frac{r_{i}}{s_{i}}}-1\right)^{2}-\frac{T_{n}}{2}\left(\sqrt{\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}}-1\right)^{2} . \tag{4.32}
\end{equation*}
$$

Proof. Since $\mathbf{r}$ and $\mathbf{s}$ are positive probability distributions, we observe the Hellinger distance $h^{2}(\mathbf{r}, \mathbf{s})$ defined by (4.7) as a specific role of $\frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{r_{i}}-\sqrt{s_{i}}\right)^{2}$ in (4.30). Making use of (4.30) the proof follows the lines as in Corollary 4.1, for convex function $t \mapsto \frac{1}{2}(\sqrt{t}-1)^{2}$.

Remark 4.4 Inequalities (4.31) and (4.32) generalize by means of the constant $n$ - tuples $\mathbf{u}$ and $\mathbf{t}, u_{i}=\min _{i=1, \ldots, n}\left\{s_{i}\right\}, t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$ specific bounds for the Hellinger distance which were previously obtained in [11]:

$$
\begin{align*}
& \frac{1}{2} \max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n}\left(\sqrt{\frac{r_{i}}{s_{i}}}-1\right)^{2}-n\left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}}-1\right)^{2}\right) \\
\geq & h^{2}(\mathbf{r}, \mathbf{s}) \\
\geq & \frac{1}{2} \min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n}\left(\sqrt{\frac{r_{i}}{s_{i}}}-1\right)^{2}-n\left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}}-1\right)^{2}\right) . \tag{4.33}
\end{align*}
$$

Corollary 4.7 Let $\mathbf{r}, \mathbf{s}$ and $\mathbf{v}$ be as in Theorem 4.1. Then

$$
\begin{align*}
& \left(S_{n}+V_{n}\right) \sqrt{\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}}-\sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \sqrt{\frac{r_{i}}{s_{i}}} \\
\geq & S_{n} \sqrt{\frac{R_{n}}{S_{n}}}-\sum_{i=1}^{n} \sqrt{r_{i} s_{i}}+V_{n} \sqrt{\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}}-\sum_{i=1}^{n} v_{i} \sqrt{\frac{r_{i}}{s_{i}}} \tag{4.34}
\end{align*}
$$

Proof. Follows from Theorem 4.1 for convex function $t \mapsto-\sqrt{t}$.
Monotonicity property for Bhattacharyya coefficient (4.8) is deduced from superadditivity property (4.34) as follows, although it was formerly deduced in [14] with the help of (4.4).

Corollary 4.8 Let $\mathbf{r}$ and $\mathbf{s}$ be positive probability distributions, i.e. $r_{i}, s_{i} \in\langle 0,1], \sum_{i=1}^{n} r_{i}=$ $\sum_{i=1}^{n} s_{i}=1$ and $\mathbf{t}$ and $\mathbf{u}$ are as in Corollary 4.1. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
B(\mathbf{r}, \mathbf{s}) \geq-S_{n} \sqrt{\frac{R_{n}}{S_{n}}}-\sum_{i=1}^{n} u_{i} \sqrt{\frac{r_{i}}{s_{i}}}+U_{n} \sqrt{\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}} . \tag{4.35}
\end{equation*}
$$

If $s_{i} \leq t_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
B(\mathbf{r}, \mathbf{s}) \leq-S_{n} \sqrt{\frac{R_{n}}{S_{n}}}-\sum_{i=1}^{n} t_{i} \sqrt{\frac{r_{i}}{s_{i}}}+T_{n} \sqrt{\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}} . \tag{4.36}
\end{equation*}
$$

Proof. With positive probability distributions $\mathbf{r}$ and $\mathbf{s}$ involved, we actually deal with the Bhattacharyya coefficient $B(\mathbf{r}, \mathbf{s})$ defined by (4.8), when observing functional $-\sum_{i=1}^{n} \sqrt{r_{i} s_{i}}$. The proof is carried out by (4.34) analogously as in Corollary 4.1, for convex function $t \mapsto-\sqrt{t}$.

Remark 4.5 If we make use of constant $n$-tuples $\mathbf{u}$ and $\mathbf{t}$ with $u_{i}=\min _{i=1, \ldots, n}\left\{s_{i}\right\}$ and $t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$ and insert them into inequalities (4.35) and (4.36), we get:

$$
\begin{array}{r}
1-\min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(n \sqrt{\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}}-\sum_{i=1}^{n} \sqrt{\frac{r_{i}}{s_{i}}}\right) \geq B(\mathbf{r}, \mathbf{s}) \\
\quad \geq 1-\max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(n \sqrt{\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}}-\sum_{i=1}^{n} \sqrt{\frac{r_{i}}{s_{i}}}\right), \tag{4.37}
\end{array}
$$

that is, bounds from [11] which are a special case in this more general setting.
Corollary 4.9 Let $\mathbf{r}, \mathbf{s}$ and $\mathbf{v}$ be as in Theorem 4.1. Then

$$
\begin{align*}
& \sum_{i=1}^{n}\left(s_{i}+v_{i}\right)\left(\frac{r_{i}}{s_{i}}-1\right)^{2}-\left(S_{n}+V_{n}\right)\left(\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}-1\right)^{2} \\
\geq & \sum_{i=1}^{n} \frac{\left(r_{i}-s_{i}\right)^{2}}{s_{i}}-S_{n}\left(\frac{R_{n}}{S_{n}}-1\right)^{2}+\sum_{i=1}^{n} v_{i}\left(\frac{r_{i}}{s_{i}}-1\right)^{2}-V_{n}\left(\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}-1\right)^{2} . \tag{4.38}
\end{align*}
$$

Proof. Follows from Theorem 4.1 for convex function $t \mapsto(t-1)^{2}$.
The following corollary on chi-square divergence (4.9) leans on (4.38), but the result was also established in [14] from (4.4).

Corollary 4.10 Let $\mathbf{r}$ and $\mathbf{s}$ be positive probability distributions, i.e. $r_{i}, s_{i} \in\langle 0,1], \sum_{i=1}^{n} r_{i}=$ $\sum_{i=1}^{n} s_{i}=1$ and $\mathbf{t}$ and $\mathbf{u}$ are as in Corollary 4.1. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
\chi^{2}(\mathbf{r}, \mathbf{s}) \geq \sum_{i=1}^{n} u_{i}\left(\frac{r_{i}}{s_{i}}-1\right)^{2}-U_{n}\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}-1\right)^{2} \tag{4.39}
\end{equation*}
$$

If $s_{i} \leq t_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
\chi^{2}(\mathbf{r}, \mathbf{s}) \leq \sum_{i=1}^{n} t_{i}\left(\frac{r_{i}}{s_{i}}-1\right)^{2}-T_{n}\left(\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}-1\right)^{2} \tag{4.40}
\end{equation*}
$$

Proof. When we observe functional $\sum_{i=1}^{n} \frac{\left(r_{i}-s_{i}\right)^{2}}{s_{i}}$ in (4.38) under the additional assumptions on $\mathbf{r}$ and $\mathbf{s}$, then inequalities (4.39) and (4.40) concern the chi-square divergence $\chi^{2}(\mathbf{r}, \mathbf{s})$ defined by (4.9). The proof is carried out by (4.38) analogously as in Corollary 4.1, for convex function $t \mapsto(t-1)^{2}$.

Remark 4.6 Inequalities (4.39) and (4.40) generalize specific bounds for the chi-square divergence which had been previously obtained in [11]. Namely, by means of simultaneous inserting the constant $n$-tuples $\mathbf{u}$ and $\mathbf{t}$ into inequalities (4.39) and (4.40), where $u_{i}=$ $\min _{i=1, \ldots, n}\left\{s_{i}\right\}$ and $t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$, we get the following bounds as presented in [11]:

$$
\begin{align*}
& \max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n}\left(\frac{r_{i}}{s_{i}}-1\right)^{2}-n\left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}-1\right)^{2}\right) \\
\geq & \chi^{2}(\mathbf{r}, \mathbf{s}) \\
\geq & \min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n}\left(\frac{r_{i}}{s_{i}}-1\right)^{2}-n\left(\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}-1\right)^{2}\right) . \tag{4.41}
\end{align*}
$$

Corollary 4.11 Let $\mathbf{r}, \mathbf{s}$ and $\mathbf{v}$ be as in Theorem 4.1. Then

$$
\begin{align*}
& \sum_{i=1}^{n}\left(s_{i}+v_{i}\right)\left|\frac{r_{i}}{s_{i}}-1\right|-\left(S_{n}+V_{n}\right)\left|\frac{1}{S_{n}+V_{n}} \sum_{i=1}^{n}\left(s_{i}+v_{i}\right) \frac{r_{i}}{s_{i}}-1\right| \\
\geq & \sum_{i=1}^{n}\left|r_{i}-s_{i}\right|-S_{n}\left|\frac{R_{n}}{S_{n}}-1\right|+\sum_{i=1}^{n} v_{i}\left|\frac{r_{i}}{s_{i}}-1\right|-V_{n}\left|\frac{1}{V_{n}} \sum_{i=1}^{n} v_{i} \frac{r_{i}}{s_{i}}-1\right| \tag{4.42}
\end{align*}
$$

Proof. Follows from Theorem 4.1 for convex function $t \mapsto|t-1|$.
The following corollary concerns the total variation distance $V(\mathbf{r}, \mathbf{s})$ and can also be compared with the corresponding result in [14] where it was obtained only by means of monotonicity property (4.4).

Corollary 4.12 Let $\mathbf{r}$ and $\mathbf{s}$ be positive probability distributions, i.e. $r_{i}, s_{i} \in\langle 0,1], \sum_{i=1}^{n} r_{i}=$ $\sum_{i=1}^{n} s_{i}=1$ and $\mathbf{t}$ and $\mathbf{u}$ are as in Corollary 4.1. If $s_{i} \geq u_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
V(\mathbf{r}, \mathbf{s}) \geq S_{n}\left|\frac{R_{n}}{S_{n}}-1\right|+\sum_{i=1}^{n} u_{i}\left|\frac{r_{i}}{s_{i}}-1\right|-U_{n}\left|\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \frac{r_{i}}{s_{i}}-1\right| \tag{4.43}
\end{equation*}
$$

If $s_{i} \leq t_{i}$, for $i=1, \ldots, n$ then

$$
\begin{equation*}
V(\mathbf{r}, \mathbf{s}) \leq S_{n}\left|\frac{R_{n}}{S_{n}}-1\right|+\sum_{i=1}^{n} t_{i}\left|\frac{r_{i}}{s_{i}}-1\right|-T_{n}\left|\frac{1}{T_{n}} \sum_{i=1}^{n} t_{i} \frac{r_{i}}{s_{i}}-1\right| . \tag{4.44}
\end{equation*}
$$

Proof. When $\mathbf{r}$ and $\mathbf{s}$ are observed as positive probability distributions, then functional $\sum_{i=1}^{n}\left|r_{i}-s_{i}\right|$ is the total variation distance $V(\mathbf{r}, \mathbf{s})$ defined by (4.10). The proof follows the lines of the proof of Corollary 4.1, after relation (4.42), for convex function $t \mapsto|t-1|$.

Remark 4.7 Inequalities (4.43) and (4.44) generalize by means of the constant $n$ - tuples $\mathbf{u}$ and $\mathbf{t}, u_{i}=\min _{i=1, \ldots, n}\left\{s_{i}\right\}, t_{i}=\max _{i=1, \ldots, n}\left\{s_{i}\right\}$ specific bounds for the total variation distance
which were previously obtained in [11]:

$$
\begin{array}{r}
\max _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n}\left|\frac{r_{i}}{s_{i}}-1\right|-n\left|\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}-1\right|\right) \geq V(\mathbf{r}, \mathbf{s}) \\
\geq \min _{i=1, \ldots, n}\left\{s_{i}\right\}\left(\sum_{i=1}^{n}\left|\frac{r_{i}}{s_{i}}-1\right|-n\left|\frac{1}{n} \sum_{i=1}^{n} \frac{r_{i}}{s_{i}}-1\right|\right) . \tag{4.45}
\end{array}
$$

### 4.3 Zipf-Mandelbrot law in $f$ - divergences

If we define $s_{i}$ as (4.11), that is as the Zipf-Mandelbrot law probability mass functions $f(i ; N, v, w)$, for $i=1, \ldots, N$, we can use a new environment to observe the previously obtained results. When observed with the Zipf-Mandelbrot $N$-tuple s included, the Csiszár functional $D_{f}(\mathbf{r}, \mathbf{s})$ defined by (4.5) becomes

$$
\begin{equation*}
D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)=\sum_{i=1}^{N} \frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right), \tag{4.46}
\end{equation*}
$$

where $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ and $N \in \mathbb{N}, v_{2}, w_{2}>0$ are parameters.
Csiszár functional (4.5) assumes the following form when $\mathbf{r}$ and $\mathbf{s}$ are both defined as ZipfMandelbrot law $N$-tuples:

$$
\begin{equation*}
D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)=\sum_{i=1}^{N} \frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right), \tag{4.47}
\end{equation*}
$$

where $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ and $N \in \mathbb{N}, \nu_{1}, v_{2}, w_{1}, w_{2}>0$ are parameters.
Finally, both $N-$ tuples $\mathbf{r}$ and $\mathbf{s}$ may be defined via the Zipf law (4.13) where $w_{1}=w_{2}=0$ and thus Csiszár functional (4.5) assumes the form:

$$
\begin{equation*}
D_{f}\left(i, N, v_{1}, v_{2}\right)=\sum_{i=1}^{N} \frac{1}{i^{v_{2}} H_{N, v_{2}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.48}
\end{equation*}
$$

Remark 4.8 For all three types of the Csiszár functional defined via the Zipf and the ZipfMandelbrot laws, superadditivity (4.2) provides new types of results related to Theorem 4.1 and Theorem 4.2. All results on monotonicity presented in sequel were deduced previously in [14] from (4.4) and are now deduced from superadditivity, which is a more general aspect.

In the first case, that is for the Csiszár functional $D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)$ given as in (4.46) we transform Theorem 4.1 and Theorem 4.2 in the following way.

Corollary 4.13 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be a convex function, $v_{2}, w_{2}>0$ and $\mathbf{r}=\left(r_{1}, \ldots, r_{N}\right)$, $\overline{\mathbf{v}}=\left(\bar{v}_{1}, \ldots, \bar{v}_{N}\right)$ be positive real $N-$ tuples such that $R_{N}=\sum_{i=1}^{N} r_{i}, \bar{V}_{N}=\sum_{i=1}^{N} \bar{v}_{i}$. Then

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
- & \left(1+\bar{V}_{N}\right) f\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
\geq & D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)-f\left(R_{N}\right)+\sum_{i=1}^{N} \bar{v}_{i} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
- & \bar{V}_{N} f\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) . \tag{4.49}
\end{align*}
$$

If $f$ is a concave function, then reverse inequality holds in (4.49).
Suppose $t \mapsto t f(t)$ is a convex function. Then

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
- & \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}} \\
\cdot & f\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
\geq & D_{i d \cdot f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)-R_{N} f\left(R_{N}\right)+\sum_{i=1}^{N} \bar{v}_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
- & \left(\sum_{i=1}^{N} \bar{v}_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) f\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \tag{4.50}
\end{align*}
$$

where $D_{i d \cdot f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right):=\sum_{i=1}^{N} r_{i} f\left(\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right)$.
If $t \mapsto t f(t)$ is a concave function, then reverse inequality holds in (4.50).
Proof. Inequality (4.49) leans on the proof of Theorem 4.1 wherein we insert for $s_{i}$ the expression $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w 2}}$ by definition (4.11) of the Zipf-Mandelbrot law and $S_{N}=1$. Inequality (4.50) follows analogously after the proof of Theorem 4.2. Inequalities change their signs in the case of concavity of functions $f$ or $t \mapsto t f(t)$ as a consequence of the Jensen inequality implicitly included.

Monotonicity property of Jensen functional (4.1) reflects on $D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)$ and $D_{i d \cdot f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)$ as follows.

Corollary 4.14 Let $f, v_{2}, w_{2}$ and $\mathbf{r}$ be as in Corollary 4.13. Suppose $\mathbf{t}=\left(t_{1}, \ldots, t_{N}\right)$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right)$ are positive real $N-$ tuples such that $T_{N}=\sum_{i=1}^{N} t_{i}$ and $U_{N}=\sum_{i=1}^{N} u_{i}$. If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \geq u_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right) & \geq f\left(R_{N}\right)+\sum_{i=1}^{N} u_{i} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
& -U_{N} f\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) . \tag{4.51}
\end{align*}
$$

If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right) & \leq f\left(R_{N}\right)+\sum_{i=1}^{N} t_{i} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
& -T_{N} f\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \tag{4.52}
\end{align*}
$$

If $f$ is a concave function, then reverse inequalities hold in (4.51) and (4.52).
Suppose $t \mapsto t f(t)$ is a convex function.
If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \geq u_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
& D_{i d \cdot f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right) \geq R_{N} f\left(R_{N}\right)+\sum_{i=1}^{N} u_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
& \quad-\left(\sum_{i=1}^{N} u_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) f\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \tag{4.53}
\end{align*}
$$

If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
& D_{i d \cdot f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right) \leq R_{N} f\left(R_{N}\right)+\sum_{i=1}^{N} t_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
& \quad-\left(\sum_{i=1}^{N} t_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) f\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \tag{4.54}
\end{align*}
$$

If $t \mapsto t f(t)$ is a concave function, then reverse inequalities hold in (4.53) and (4.54).

Proof. Follows from Corollary 4.13 or is carried out as for Corollary 4.1 and Corollary 4.2.

Remark 4.9 If we put $u_{i}=\min _{i=1, \ldots, N}\left\{\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}\right\}=\frac{1}{\left(N+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}$ and $t_{i}=$ $\max _{i=1, \ldots, N}\left\{\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}\right\}=\frac{1}{\left(1+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}$ simultaneously into inequalities (4.51) and (4.52) we get the following bounds as a special case of Corollary 4.14. These were obtained earlier in [11]:

$$
\begin{array}{r}
f\left(R_{N}\right)+\frac{1}{\left(1+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \Lambda_{1} \geq D_{f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right) \\
\geq f\left(R_{N}\right)+\frac{1}{\left(N+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \Lambda_{1}, \tag{4.55}
\end{array}
$$

where $\Lambda_{1}=\sum_{i=1}^{N} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right)-N f\left(\frac{1}{N} \sum_{i=1}^{N} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right)$.
If we repeat the similar procedure with inequalities (4.53) and (4.54), we get the analogous bounds for $D_{i d \cdot f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right)$, previously obtained in [11], as well:

$$
\begin{gather*}
R_{N} f\left(R_{N}\right)+\frac{1}{\left(1+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \widetilde{\Lambda}_{1} \geq D_{\text {id } f f}\left(i, N, v_{2}, w_{2}, \mathbf{r}\right) \\
\geq R_{N} f\left(R_{N}\right)+\frac{1}{\left(N+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \widetilde{\Lambda}_{1} \tag{4.56}
\end{gather*}
$$

where

$$
\begin{align*}
\widetilde{\Lambda}_{1}= & \sum_{i=1}^{N} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}} f\left(r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) \\
& -\left(\sum_{i=1}^{N} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) f\left(\frac{1}{N} \sum_{i=1}^{N} r_{i}\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}\right) . \tag{4.57}
\end{align*}
$$

In the second case, that is for the Csiszár functional $D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)$ as in (4.47), we transform Theorem 4.1 and Theorem 4.2 as follows.

Corollary 4.15 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be a convex function and $v_{1}, v_{2}, w_{1}, w_{2}>0$. Let $\overline{\mathbf{v}}=$ $\left(\bar{v}_{1}, \ldots, \bar{v}_{N}\right)$ be a positive real $N-$ tuple such that $\bar{V}_{N}=\sum_{i=1}^{N} \bar{v}_{i}$. Then

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
- & \left(1+\bar{V}_{N}\right) f\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
\geq & D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)-f(1)+\sum_{i=1}^{N} \bar{v}_{i} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
- & \bar{V}_{N} f\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) . \tag{4.58}
\end{align*}
$$

If $f$ is a concave function, then reverse inequality holds in (4.58).
Suppose $t \mapsto t f(t)$ is a convex function. Then

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& -\left(\sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& \text { - } f\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}+\bar{v}_{i}\right) \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& \geq D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)-f(1) \\
& +\sum_{i=1}^{N} \bar{v}_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& -\left(\sum_{i=1}^{N} \bar{v}_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) f\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right), \tag{4.59}
\end{align*}
$$

where $D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right):=\sum_{i=1}^{N} \frac{1}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right)$.
If $t \mapsto t f(t)$ is a concave function, then reverse inequality holds in (4.59).

Proof. Inequality (4.58) leans on the proof of Theorem 4.1 wherein we insert for $r_{i}$ and $s_{i}$ expressions $\frac{1}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}$ and $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}$ by definition (4.11) of the ZipfMandelbrot law and $R_{N}=S_{N}=1$. Inequality (4.59) follows analogously after the proof of Theorem 4.2. Inequalities change their signs in the case of concavity of functions $f$ or $t \mapsto t f(t)$ as a consequence of the Jensen inequality implicitly included.

Monotonicity property of Jensen functional (4.1) reflects on $D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)$ and $D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)$ as follows.

Corollary 4.16 Let $f, v_{1}, v_{2}, w_{1}$ and $w_{2}$ be as in Corollary 4.15. Suppose $\mathbf{t}=\left(t_{1}, \ldots, t_{N}\right)$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right)$ are positive real $N$-tuples such that $T_{N}=\sum_{i=1}^{N} t_{i}$ and $U_{N}=\sum_{i=1}^{N} u_{i}$. If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \geq u_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
& D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right) \geq f(1)+\sum_{i=1}^{N} u_{i} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
&-U_{N} f\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) . \tag{4.60}
\end{align*}
$$

If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right) \leq & f(1)+\sum_{i=1}^{N} t_{i} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& -T_{N} f\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) . \tag{4.61}
\end{align*}
$$

If $f$ is a concave function, then reverse inequalities hold in (4.60) and (4.61).
Suppose $t \mapsto t f(t)$ is a convex function. If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \geq u_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
& D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right) \geq f(1)+\sum_{i=1}^{N} u_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& \quad-\left(\sum_{i=1}^{N} u_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) f\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right), \tag{4.62}
\end{align*}
$$

where $D_{\text {id } \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right):=\sum_{i=1}^{N} \frac{1}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right)$. If $\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
& D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right) \leq f(1)+\sum_{i=1}^{N} t_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
& \quad-\left(\sum_{i=1}^{N} t_{i} \frac{\left.\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}^{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) f\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) .}{} .\right. \tag{4.63}
\end{align*}
$$

If $t \mapsto t f(t)$ is a concave function, then reverse inequalities hold in (4.62) and (4.63).

Proof. Follows from Corollary 4.15 or is carried out as for Corollary 4.1 and Corollary 4.2.

Remark 4.10 For $u_{i}=\min _{i=1, \ldots, N}\left\{\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}\right\}=\frac{1}{\left(N+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \quad$ and $t_{i}=\max _{i=1, \ldots, N}\left\{\frac{1}{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}\right\}=\frac{1}{\left(1+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}$ inequalities (4.60) and (4.61) assume the form of the bounds that were obtained earlier in [11] :

$$
\begin{gather*}
f(1)+\frac{1}{\left(1+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \Lambda_{2} \geq D_{f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right) \\
\geq f(1)+\frac{1}{\left(N+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \Lambda_{2}, \tag{4.64}
\end{gather*}
$$

where $\Lambda_{2}=\sum_{i=1}^{N} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right)-N f\left(\frac{1}{N} \sum_{i=1}^{N} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right)$.
If we repeat the similar procedure with inequalities (4.62) and (4.63), we get the analogous bounds for $D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right)$, as in [11]:

$$
\begin{gather*}
f(1)+\frac{1}{\left(1+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \widetilde{\Lambda}_{2} \geq D_{i d \cdot f}\left(i, N, v_{1}, v_{2}, w_{1}, w_{2}\right) \\
\geq f(1)+\frac{1}{\left(N+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}} \widetilde{\Lambda}_{2} \tag{4.65}
\end{gather*}
$$

where

$$
\begin{align*}
\widetilde{\Lambda}_{2}=\sum_{i=1}^{N} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}} f\left(\frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) \\
\quad-\left(\sum_{i=1}^{N} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) f\left(\frac{1}{N} \sum_{i=1}^{N} \frac{\left(i+w_{2}\right)^{v_{2}} H_{N, v_{2}, w_{2}}}{\left(i+w_{1}\right)^{v_{1}} H_{N, v_{1}, w_{1}}}\right) . \tag{4.66}
\end{align*}
$$

Finally, when the Csiszár functional $D_{f}\left(i, N, v_{1}, v_{2}\right)$ is defined as in (4.48), that is by means of the Zipf law $N$-tuples, Theorem 4.1 and Theorem 4.2 assume the following forms.

Corollary 4.17 Let $f:\langle 0, \infty\rangle \rightarrow \mathbb{R}$ be a convex function and $v_{1}, v_{2}>0$. Suppose $\overline{\mathbf{v}}=$ $\left(\bar{v}_{1}, \ldots, \bar{v}_{N}\right)$ be a positive real $N-$ tuple such that $\bar{V}_{N}=\sum_{i=1}^{N} \bar{v}_{i}$. Then

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
- & \left(1+\bar{V}_{N}\right) f\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
\geq & D_{f}\left(i, N, v_{1}, v_{2}\right)-f(1)+\sum_{i=1}^{N} \bar{v}_{i} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
- & \bar{V}_{N} f\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.67}
\end{align*}
$$

If $f$ is a concave function, then reverse inequality holds in (4.67).
Suppose $t \mapsto t f(t)$ is a convex function. Then

$$
\begin{aligned}
& \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
- & \left(\sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)
\end{aligned}
$$

$$
\begin{align*}
& \cdot f\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
& \geq D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right)-f(1) \\
& +\sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
& -\left(\sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) f\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right), \tag{4.68}
\end{align*}
$$

where $D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right):=\sum_{i=1}^{N} \frac{1}{i^{v_{1}} H_{N, v_{1}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)$.
If $t \mapsto t f(t)$ is a concave function, then reverse inequality holds in (4.68).
Proof. Inequality (4.67) leans on the proof of Theorem 4.1 wherein we insert for $r_{i}$ and $s_{i}$ expressions $\frac{1}{i^{v_{1}} H_{N, v_{1}}}$ and $\frac{1}{i^{v_{2}} H_{N, v_{2}}}$ by definition (4.13) of the Zipf law and $R_{N}=S_{N}=1$. Inequality (4.68) follows analogously after the proof of Theorem 4.2. Inequalities change their signs in the case of concavity of functions $f$ or $t \mapsto t f(t)$ as a consequence of the Jensen inequality implicitly included.

Monotonicity property of $D_{f}\left(i, N, v_{1}, v_{2}\right)$ and $D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right)$ is presented in the sequel.

Corollary 4.18 Let $f, v_{1}$ and $v_{2}$ be as in Corollary 4.17. Suppose $\mathbf{t}=\left(t_{1}, \ldots, t_{N}\right)$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right)$ are positive real $N$-tuples such that $T_{N}=\sum_{i=1}^{N} t_{i}$ and $U_{N}=\sum_{i=1}^{N} u_{i}$. If $\frac{1}{i^{v_{2}} H_{N, v_{2}}} \geq u_{i}$, for $i=1, \ldots, N$ then

$$
\begin{equation*}
D_{f}\left(i, N, v_{1}, v_{2}\right) \geq f(1)+\sum_{i=1}^{N} u_{i} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)-U_{N} f\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.69}
\end{equation*}
$$

If $\frac{1}{i^{v_{2}} H_{N, v_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{equation*}
D_{f}\left(i, N, v_{1}, v_{2}\right) \leq f(1)+\sum_{i=1}^{N} t_{i} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)-T_{N} f\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} i^{v_{2-v_{1}}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.70}
\end{equation*}
$$

If $f$ is a concave function, then reverse inequalities hold in (4.69) and (4.70).
Suppose $t \mapsto t f(t)$ is a convex function.
If $\frac{1}{i^{v_{2}} H_{N, v_{2}}} \geq u_{i}$, for $i=1, \ldots, N$ then

$$
D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right) \geq f(1)+\sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)
$$

$$
\begin{equation*}
-\left(\sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) f\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right), \tag{4.71}
\end{equation*}
$$

If $\frac{1}{i^{v_{2}} H_{N, v_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{array}{r}
D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right) \leq f(1)+\sum_{i=1}^{N} t_{i} v^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
-\left(\sum_{i=1}^{N} t_{i} v^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) f\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right), \tag{4.72}
\end{array}
$$

If $t \mapsto t f(t)$ is a concave function, then reverse inequalities hold in (4.71) and (4.72).
Proof. Inequalities (4.69), (4.70), (4.71) and (4.72) can be deduced from Corollary 4.17 or from Corollary 4.1 and Corollary 4.2 by analogous steps therein, if we observe the probability mass functions $r_{i}$ and $s_{i}$ as Zipf laws defined by (4.13).

Remark 4.11 For $u_{i}=\min _{i=1, \ldots, N}\left\{\frac{1}{i^{v_{2}} H_{N, v_{2}}}\right\}=\frac{1}{N^{v_{2}} H_{N, v_{2}}}$ and $t_{i}=\max _{i=1, \ldots, N}\left\{\frac{1}{i^{v_{2}} H_{N, v_{2}}}\right\}=$ $\frac{1}{H_{N, v_{2}}}$ inequalities (4.69) and (4.70) assume the form of the bounds that were obtained earlier in [11] :

$$
\begin{equation*}
f(1)+\frac{1}{H_{N, v_{2}}} \Lambda_{3} \geq D_{f}\left(i, N, v_{1}, v_{2}\right) \geq f(1)+\frac{1}{N^{v_{2}} H_{N, v_{2}}} \Lambda_{3}, \tag{4.73}
\end{equation*}
$$

where $\Lambda_{3}=\sum_{i=1}^{N} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)-N f\left(\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right)$.
If we repeat the similar procedure with inequalities (4.71) and (4.72), we get the analogous bounds for $D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right)$ :

$$
\begin{equation*}
f(1)+\frac{1}{H_{N, v_{2}}} \widetilde{\Lambda}_{3} \geq D_{i d \cdot f}\left(i, N, v_{1}, v_{2}\right) \geq f(1)+\frac{1}{N^{v_{2}} H_{N, v_{2}}} \widetilde{\Lambda}_{3}, \tag{4.74}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{\Lambda}_{3}=\sum_{i=1}^{N} i^{v_{2}-v_{1}} & \frac{H_{N, v_{2}}}{H_{N, v_{1}}} f\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
& -\left(\sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) f\left(\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.75}
\end{align*}
$$

In the sequel we present analogous results with the special choices on kernel function $f$. Although it is possible to deduce results concerning observed $f$-divergences for all three types of the Csiszár functional, that is for (4.46), (4.47) and (4.48), accompanied results for (4.48) will suffice in each implementation.

We start with Kullback-Leibler divergence (4.6) and superadditivity applied to both Zipf law $N$-tuples, i.e. those with $w_{1}=w_{2}=0$.

Corollary 4.19 Let $\bar{v}=\left(\bar{v}_{1}, \ldots, \bar{v}_{N}\right)$ be a positive real $N$-tuple such that $V_{N}=\sum_{i=1}^{N} \bar{v}_{i}$ and let $v_{1}, v_{2}>0$. If the logarithm base is greater than 1, then

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} \log \left(i^{v_{2}-v_{1}}\right. \\
- & \left(\sum_{i=1}^{N}\left(\frac{1}{H_{N, v_{2}}}\right)\right. \\
\cdot & \left.\log \left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
\geq & K L\left(i, N, v_{1}, v_{2}\right) \\
+ & \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} \log \left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
- & \left(\sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \log \left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.76}
\end{align*}
$$

If the logarithm base is less than 1, then the inequality sign is reverse.

Proof. Follows from (4.68) when observing function $t \mapsto \log t$ and its convexity (concavity) which depends on the logarithm base greater than 1 (less than 1.)

Monotonicity can now be deduced directly from (4.76) and is given in the following corollary.

Corollary 4.20 Suppose $\mathbf{t}=\left(t_{1}, \ldots, t_{N}\right)$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right)$ are positive real $N$-tuples such that $T_{N}=\sum_{i=1}^{N} t_{i}$ and $U_{N}=\sum_{i=1}^{N} u_{i}$ and let $v_{1}, v_{2}>0$.

$$
\begin{align*}
& \text { If } \frac{1}{i^{v_{2}} H_{N, v_{2}}} \geq u_{i}, \text { for } i= \\
& \qquad \begin{aligned}
K L\left(i, N, v_{1}, v_{2}\right) \geq & \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} \log \left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
& -\left(\sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \log \left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} l^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right),
\end{aligned} \tag{4.77}
\end{align*}
$$

where the logarithm base is greater than 1.
If $\frac{1}{i^{v_{2}} H_{N, v_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{align*}
K L\left(i, N, v_{1}, v_{2}\right) \leq & \sum_{i=1}^{N} t_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}} \log \left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
& -\left(\sum_{i=1}^{N} t_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \log \left(\frac{1}{T_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right), \tag{4.78}
\end{align*}
$$

where the logarithm base is greater than 1.
If the logarithm base is less than 1, then reverse inequalities hold in (4.77) and (4.78).
Remark 4.12 If $u_{i}=\min _{i=1, \ldots, N}\left\{\frac{1}{i^{v_{2}} H_{N, v_{2}}}\right\}=\frac{1}{N^{v_{2}} H_{N, v_{2}}}$ and $t_{i}=\max _{i=1, \ldots, N}\left\{\frac{1}{i^{v_{2}} H_{N, v_{2}}}\right\}=\frac{1}{H_{N, v_{2}}}$ in inequalities (4.77) and (4.78), then the following bounds for the Kullback-Leibler divergence hold, as a special case of Corollary 4.20:

$$
\begin{equation*}
\frac{1}{H_{N, v_{2}}} \Lambda_{K L} \geq K L\left(i, N, v_{1}, v_{2}\right) \geq \frac{1}{N^{v_{2}} H_{N, v_{2}}} \Lambda_{K L} \tag{4.79}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda_{K L}=\sum_{i=1}^{N} i^{v_{2}-v_{1}} & \frac{H_{N, v_{2}}}{H_{N, v_{1}}} \log \left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \\
& -\left(\sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) \log \left(\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}\right) . \tag{4.80}
\end{align*}
$$

Bounds (4.79) were obtained earlier in [11], due to a less general approach.
What follows are similar and concise results for the Hellinger distance, the Bhattacharyya coefficient, the chi-square divergence and the total variation distance.

Corollary 4.21 Let $\bar{v}=\left(\bar{v}_{1}, \ldots, \bar{v}_{N}\right)$ be a positive real $N$-tuple such that $V_{N}=\sum_{i=1}^{N} \bar{v}_{i}$ and let $v_{1}, v_{2}>0$. Then

$$
\begin{aligned}
& \frac{1}{2} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right)\left(\sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2} \\
- & \frac{1+\bar{V}_{N}}{2}\left(\sqrt{\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2} \\
\geq & h^{2}\left(i, N, v_{1}, v_{2}\right)+\frac{1}{2} \sum_{i=1}^{N} \bar{v}_{i}\left(\sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
& -\frac{\bar{V}_{N}}{2}\left(\sqrt{\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2},  \tag{4.81}\\
& \left(1+\bar{V}_{N}\right) \sqrt{\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}} \\
& -\sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) \sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}} \\
& \geq B\left(i, N, v_{1}, v_{2}\right)+1-\sum_{i=1}^{N} \bar{v}_{i} \sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}} \\
& +\bar{V}_{N} \sqrt{\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}},  \tag{4.82}\\
& \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right)\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2} \\
& -\left(1+\bar{V}_{N}\right)\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2} \\
& \geq \chi^{2}\left(i, N, v_{1}, v_{2}\right)+\sum_{i=1}^{N} \bar{v}_{i}\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2} \\
& -\bar{V}_{N}\left(\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2},  \tag{4.83}\\
& \sum_{i=1}^{N}\left(\frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right)\left|i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right| \\
& \left.-\left(1+\bar{V}_{N}\right)\left(\frac{1}{1+\bar{V}_{N}} \sum_{i=1}^{N} \left\lvert\, \frac{1}{i^{v_{2}} H_{N, v_{2}}}+\bar{v}_{i}\right.\right) i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1 \right\rvert\, \\
& \geq V\left(i, N, v_{1}, v_{2}\right)+\sum_{i=1}^{N} \bar{v}_{i}\left|i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right| \\
& -\bar{V}_{N}\left|\frac{1}{\bar{V}_{N}} \sum_{i=1}^{N} \bar{v}_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right| . \tag{4.84}
\end{align*}
$$

Proof. Inequalities (4.81)-(4.84) follow from inequality (4.67) by inserting convex functions: $t \mapsto \frac{1}{2}(\sqrt{t}-1)^{2}$ for (4.81), $t \mapsto-\sqrt{t}$ for (4.82), $t \mapsto(t-1)^{2}$ for (4.83) and $t \mapsto|t-1|$ for (4.84).

Again, superadditivity yields monotonicity which was independently given in [14] in a less general approach.

Corollary 4.22 Let $\mathbf{t}$ and $\mathbf{u}$ be as in Corollary 4.18 and let $v_{1}, v_{2}>0$.

$$
\begin{align*}
& \text { If } \frac{1}{i^{v_{2}} H_{N, v_{2}}} \geq u_{i}, \text { for } i=1, \ldots, N \text { then } \\
& \qquad \begin{aligned}
& h^{2}\left(i, N, v_{1}, v_{2}\right) \geq \frac{1}{2} \sum_{i=1}^{N} u_{i}\left(\sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2} \\
&-\frac{U_{N}}{2}\left(\sqrt{\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2} \\
& B\left(i, N, v_{1}, v_{2}\right) \geq-1-\sum_{i=1}^{N} u_{i} \sqrt{i^{v_{2}-v_{1}}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}+U_{N} \sqrt{\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}} \\
& \chi^{2}\left(i, N, v_{1}, v_{2}\right) \geq \sum_{i=1}^{N} u_{i}\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2}-U_{N}\left(\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2},
\end{aligned}
\end{align*}
$$

$$
\begin{equation*}
V\left(i, N, v_{1}, v_{2}\right) \geq \sum_{i=1}^{N} u_{i}\left|i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right|-U_{N}\left|\frac{1}{U_{N}} \sum_{i=1}^{N} u_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right| \tag{4.88}
\end{equation*}
$$

If $\frac{1}{i^{v_{2}} H_{N, v_{2}}} \leq t_{i}$, for $i=1, \ldots, N$ then

$$
\begin{gather*}
h^{2}\left(i, N, v_{1}, v_{2}\right) \leq \frac{1}{2} \sum_{i=1}^{N} t_{i}\left(\sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2} \\
-\frac{T_{N}}{2}\left(\sqrt{\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} v^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2},  \tag{4.89}\\
B\left(i, N, v_{1}, v_{2}\right) \leq-1-\sum_{i=1}^{N} t_{i} \sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}+T_{N} \sqrt{\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}},  \tag{4.90}\\
\chi^{2}\left(i, N, v_{1}, v_{2}\right) \leq \sum_{i=1}^{N} t_{i}\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2}-T_{N}\left(\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2},  \tag{4.91}\\
V\left(i, N, v_{1}, v_{2}\right) \leq \sum_{i=1}^{N} t_{i}\left|i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right|-T_{N}\left|\frac{1}{T_{N}} \sum_{i=1}^{N} t_{i} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right| \tag{4.92}
\end{gather*}
$$

Remark 4.13 If $u_{i}=\min _{i=1, \ldots, N}\left\{\frac{1}{i^{v_{2}} H_{N, v_{2}}}\right\}=\frac{1}{N^{v_{2}} H_{N, v_{2}}}$ in inequalities (4.85)-(4.88) and $t_{i}=\max _{i=1, \ldots, N}\left\{\frac{1}{i^{v_{2}} H_{N, v_{2}}}\right\}=\frac{1}{H_{N, v_{2}}}$ in inequalities (4.89)-(4.92), then the following bounds for the divergences hold, as special cases of Corollary 4.22.
Thus we have for Hellinger distance (4.7):

$$
\begin{equation*}
\frac{1}{2 H_{N, v_{2}}} \Lambda_{h} \geq h^{2}\left(i, N, v_{1}, v_{2}\right) \geq \frac{1}{2 N^{v_{2}} H_{N, v_{2}}} \Lambda_{h}, \tag{4.93}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{h}=\sum_{i=1}^{N}\left(\sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2}-N\left(\sqrt{\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-1\right)^{2} ; \tag{4.94}
\end{equation*}
$$

for Bhattacharyya coefficient (4.8):

$$
\begin{equation*}
1-\frac{1}{N^{v_{2}} H_{N, v_{2}}} \Lambda_{B} \geq B\left(i, N, v_{1}, v_{2}\right) \geq 1-\frac{1}{H_{N, v_{2}}} \Lambda_{B}, \tag{4.95}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{B}=N \sqrt{\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}}-\sum_{i=1}^{N} \sqrt{i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}} ; \tag{4.96}
\end{equation*}
$$

for chi-square divergence (4.9):

$$
\begin{equation*}
\frac{1}{H_{N, v_{2}}} \Lambda_{c h i} \geq \chi^{2}\left(i, N, v_{1}, v_{2}\right) \geq \frac{1}{N^{v_{2}} H_{N, v_{2}}} \Lambda_{c h i} \tag{4.97}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{c h i}=\sum_{i=1}^{N}\left(i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2}-N\left(\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right)^{2} \tag{4.98}
\end{equation*}
$$

and for total variation distance (4.10):

$$
\begin{equation*}
\frac{1}{H_{N, v_{2}}} \Lambda_{V} \geq V\left(i, N, v_{1}, v_{2}\right) \geq \frac{1}{N^{v_{2}} H_{N, v_{2}}} \Lambda_{V} \tag{4.99}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{V}=\sum_{i=1}^{N}\left|i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right|-N\left|\frac{1}{N} \sum_{i=1}^{N} i^{v_{2}-v_{1}} \frac{H_{N, v_{2}}}{H_{N, v_{1}}}-1\right| . \tag{4.100}
\end{equation*}
$$

Bounds (4.93), (4.95), (4.97) and (4.99) were also obtained earlier in [11], due to a less general approach.
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## Chapter

## Inequalities for Shannon and Zipf-Mandelbrot entropies by using Jensen's type inequalities
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#### Abstract

Shannon and Zipf-Mandelbrot entropies have many applications in many applied sciences for example in Information Theory, Biology and Economics etc. In this paper we consider several Jensen type discrete as well as integral inequalities and obtain different bounds for Shannon and Zipf-Mandelbrot entropies. We also focus to investigate bounds for Csiszar divergence as well as hybrid Zipfmandelbrot entropies.


[^3]
### 5.1 Introduction

Several functionals have been proposed in the literature as measures of information and each definition enjoys certain axiomatic and/or heuristic properties. A convenient way to differentiate among the various measures of information is to classify them in three categories: parametric, non-parametric and entropy-type measures of information. Parametric measures of information measure the amount of information supplied by the data about an unknown parameter $\theta$ and are functions of $\theta$. In this case the best known measure is Fisher's measure of information [13]. Non-parametric measures express the amount of information supplied by the data for discriminating in favor of a distribution $\phi_{1}$ against another $\phi_{2}$ or measure the distance or affinity between $\phi_{1}$ and $\phi_{2}$. The best known measure of this type is the Kullback-Leibler measure[16]. Measures of entropy express the amount of information contained in a distribution, that is, the amount of uncertainty concerning the outcome of an experiment. The classical measures of this type are Shannon's [17] and Renyi's [29]. In this paper our focus will be on Shanon's entropy and Zipf-Mandelbrot entropy.

The concept of Shannon's entropy [17] is the central role of information theory sometimes referred as measure of uncertainty. The entropy of a random variable is defined in terms of its probability distribution and can be shown to be a good measure of randomness or uncertainty. Shannon entropy allows to estimate the average minimum number of bits needed to encode a string of symbols based on the alphabet size and the frequency of the symbols. The formula for Shannon entropy is given by

$$
\begin{equation*}
S(\mathbf{p})=\sum_{i=1}^{n} p_{i} \log \frac{1}{p_{i}} \tag{5.1}
\end{equation*}
$$

where $p_{i^{\prime} s}$ are positive real numbers with $\sum_{i=1}^{n} p_{i}=1$.
Zipf's law is one of the fundamental law in information science and it is very often used in linguistics. George Zipf's in 1932 found that we can count how many times each word appears in the text. So if we rank $(r)$ word according to the frequency of word occurrence $(f)$, then the product of these two numbers is a constant $(C): C=r . f$.

Apart from the use of this law in information science and linguistics, Zipf's law is used in city populations, solar flare intensity, website traffic, earth quack magnitude and the size of moon craters etc. This distribution in economics is known as Pareto's law which analyze the distribution of the wealthiest members of the community [12, p. 125]. These two laws are the same in the mathematical sense, but they are applied in a different context [20, p. 294].

Benoit Mandelbrot in 1966 [18] gave a generalization of Zipf's law, known as ZipfMandelbrot law. Which gave improvement in account for the low-rank words in corpus where $k<100$ [26]: $f(k)=\frac{c}{(k+q)^{s}}$, when we put $q=0$; we get Zipf's law. Applications of Zipf-Mandelbrot law can be found in linguistics [26, 27], information sciences [28] and also mostly applicable in ecological field studies [29]. The formula for Zipf-Mandelbrot entropy is given by

$$
\begin{equation*}
Z(H, q, s)=\frac{s}{H_{n, q, s}} \sum_{k=1}^{n} \frac{\log (k+q)}{(k+q)^{s}}+\log H_{n, q, s}, \tag{5.2}
\end{equation*}
$$

where $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, k \in\{1,2, \ldots, n\}, H_{n, q, s}=\sum_{i=1}^{n} \frac{1}{(i+q)^{s}}$ and the ZipfMandelbrot law(probability mass function) is given by:

$$
\begin{equation*}
f(k, n, q, s)=\frac{1 /(k+q)^{s}}{H_{n, q, s}} . \tag{5.3}
\end{equation*}
$$

Different scientific disciplines have different interpretation of the law. At this point, we will give interpretation from ecology [27]: parameters in (5.1) can be interpreted in the following way: $n$ is the number of species present and the parameters, $q$ represents the diversity of the environment and $s$ the predictability of the ecosystem, i.e. the average probability of the appearance of species.

Further generalization of Zipf-Mandelbrot entropy is Hybrid Zipf-Mandelbrot entropy [15] which is given by

$$
H\left(\Phi^{*}, q, s\right):=\frac{1}{\Phi^{*}(s, q, w)} \sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s}} \log \left(\frac{(i+q)^{s}}{w^{i}}\right)+\log \Phi^{*}(s, q, w)
$$

where $\Phi^{*}(s, q, w)=\sum_{i=1}^{n} \frac{w^{i}}{(k+q)^{s}}$ and Hybrid Zipf-Mandelbrot law is given by

$$
g(k, n, q, s)=\frac{w^{k}}{\Phi^{*}(s, q, w)(k+q)^{s}} .
$$

In [15] the authors used maximum entropy approach [31] and proved that maximum value of the Shannon entropy under some constraints is Zipf-Mandelbrot law. That is, if $I=$ $\{1,2, . ., n\}$ or $I=\mathbb{N}$ for a given $q \geq 0$, a probability distribution that maximizes Shannon entropy under constraints $\sum_{i \in I} p_{i}=1, \sum_{i \in I} p_{i} \ln (i+q)=\chi$ is Zipf-Mandelbrot law. They also used the same technique and derived hybrid Zipf-Mandelbrot law but with one additional constraint. That is, if $I=\{1,2, . ., n\}$ or $I=\mathbb{N}$ for a given $q \geq 0$, a probability distribution that maximizes Shannon entropy under constraints $\sum_{i \in I} p_{i}=1, \sum_{i \in I} p_{i} \ln (i+q)=\chi, \sum_{i \in I} i p_{i}=\mu$ is hybrid Zipf-Mandelbrot law.

### 5.2 Discrete Jensen's type inequalities

The following improvement of Jensen's inequality has given in [30].
Theorem 5.1 Let $\phi:[a, b] \rightarrow \mathbb{R}$ be a convex function, $x_{i} \in[a, b], p_{i}>0, \sum_{i=1}^{n} p_{i}=P_{n}$. Then

$$
\begin{equation*}
\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)-\phi(\bar{x}) \geq\left|\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi\left(x_{i}\right)-\phi(\bar{x})\left|-\frac{\left|\phi_{+}^{\prime}(\bar{x})\right|}{P_{n}} \sum_{i=1}^{n} p_{i}\right| x_{i}-\bar{x}| | . \tag{5.4}
\end{equation*}
$$

where, $\bar{x}=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}$.
The following improvement of Jensen's inequality for monotone convex function has given in [1].

Theorem 5.2 Let $\phi:[a, b] \rightarrow \mathbb{R}$ be a monotone convex function, $x_{i} \in[a, b], p_{i}>0$, $\sum_{i=1}^{n} p_{i}=1$. If $x_{i} \geq \bar{x}$ for $i \in I \subset\{1,2, \ldots, n\}$, then

$$
\begin{align*}
\sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)-\phi\left(\sum_{i=1}^{n} p_{i} x_{i}\right) \geq \mid \sum_{i=1}^{n} p_{i} \operatorname{sgn}\left(x_{i}-\bar{x}\right) & {\left[\phi\left(x_{i}\right)-x_{i} \phi_{+}^{\prime}(\bar{x})\right] } \\
& +\left[\phi(\bar{x})-\bar{x} \phi_{+}^{\prime}(\bar{x})\right]\left[1-2 P_{I}\right] \mid \tag{5.5}
\end{align*}
$$

where, $\bar{x}=\sum_{i=1}^{n} p_{i} x_{i}$.
M. Matić and J. Pečarić in [21] proved general inequalities from which one can obtain some companion inequalities to the Jensen inequality:

Theorem 5.3 Let $\phi: I \rightarrow \mathbb{R}$ be differentiable convex function defined on $I$. If $x_{i} \in I, i=$ $1,2, . ., n(n \geq 2)$ are arbitrary members and $p_{i} \geq 0(i=1,2, . ., n)$ with $P_{n}=\sum_{i=1}^{n} p_{i}>0$ and let $\bar{x}=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}, \bar{y}=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)$. If $c, d \in I$ are arbitrary chosen numbers, then we have

$$
\begin{equation*}
\phi(c)+(\bar{x}-c) \phi^{\prime}(c) \leq \bar{y} \leq \phi(d)+\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\left(x_{i}-d\right) \phi^{\prime}\left(x_{i}\right) . \tag{5.6}
\end{equation*}
$$

Also, when $\phi$ is strictly convex, we have equality in the left inequality in (5.14) if and only if $x_{i}=c$ holds for all indices $i$ with $p_{i}>0$, while equality holds in the right inequality in (5.14) if and only if $x_{i}=d$ holds for all indices $i$ with $p_{i}>0$.

If we set $c=d=\bar{x}$ in (5.14), then we can obtain Jensen's inequality as well as companion inequality to the Jensen inequality:

Theorem 5.4 ([22]) Let $\phi: I \rightarrow \mathbb{R}$ be differentiable convex function defined on $I$ and let $x_{i}, p_{i}, P_{n}, \bar{x}$ and $\bar{y}$ be stated as in Theorem 5.25. Then the inequalities

$$
\begin{equation*}
0 \leq \bar{y}-\phi(\bar{x}) \leq \frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi^{\prime}\left(x_{i}\right)\left(x_{i}-\bar{x}\right) \tag{5.7}
\end{equation*}
$$

## hold.

In the case when $\phi$ is strictly convex, we have equalities in (5.15) if and only if there is some $c \in I$ such that $x_{i}=c$ holds for all $i$ with $p_{i}>0$.
Moreover, if $\sum_{i=1}^{n} p_{i} \phi^{\prime}\left(x_{i}\right) \neq 0$ and $\overline{\bar{x}}=\frac{\sum_{i=1}^{n} p_{i} x_{i} \phi^{\prime}\left(x_{i}\right)}{\sum_{i=1}^{n} p_{i} \phi^{\prime}\left(x_{i}\right)} \in I$, then by setting $d=\overline{\bar{x}}$, we get Slater's inequality:

Theorem 5.5 ([24]) Suppose that $\phi: I \rightarrow \mathbb{R}$ is convex function on $I$, for $x_{1}, x_{2}, . ., x_{n} \in I$ and for $p_{1}, p_{2}, . ., p_{n} \geq 0$ with $P_{n}=\sum_{i=1}^{n} p_{i}>0$. Let $\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right) \neq 0, \frac{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right) x_{i}}{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right)} \in I$, then the following inequality holds:

$$
\begin{equation*}
\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right) \leq \phi\left(\frac{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right) x_{i}}{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right)}\right) . \tag{5.8}
\end{equation*}
$$

The following refinement of (5.14) has been given in [21].
Theorem 5.6 Let $\phi: I \rightarrow \mathbb{R}$ be strictly convex differentiable function defined on $I$ and let $x_{i}, p_{i}, P_{n}, \bar{x}$ and $\bar{y}$ be stated as in Theorem 5.25 and $\bar{d}=\left(\phi^{\prime}\right)^{-1}\left(\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi^{\prime}\left(x_{i}\right)\right)$, then the following inequalities hold

$$
\begin{equation*}
\bar{y} \leq \phi(\bar{d})+\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi^{\prime}\left(x_{i}\right)\left(x_{i}-\bar{d}\right) \leq \phi(d)+\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\left(x_{i}-d\right) \phi^{\prime}\left(x_{i}\right) . \tag{5.9}
\end{equation*}
$$

Remark 5.1 In [25] Dragomir has also proved Theorem 5.12 for the case $d=\bar{x}$ and $P_{n}=1$.

The following improvement of the right side of the inequality (5.14) has been given in [2].

Theorem 5.7 Let $\phi: I \rightarrow \mathbb{R}$ be a convex function, $x_{i} \in I, p_{i} \geq 0(i=1, . ., n)$ such that $P_{n}=\sum_{i=1}^{n} p_{i}>0$ and $\bar{y}:=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)$, then we have

$$
\begin{align*}
& \phi(d)-\bar{y}-\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right)\left(d-x_{i}\right) \\
& \geq\left|\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi(d)-\phi\left(x_{i}\right)\left|-\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi_{+}^{\prime}\left(x_{i}\right)\left(d-x_{i}\right)| | \tag{5.10}
\end{align*}
$$

As a consequence of the above theorem, the following improvement of Slater's inequality has been obtained:

Corollary 5.1 ([2]) Let $\phi: I \rightarrow \mathbb{R}$ be a convex function, $x_{i} \in I, p_{i} \geq 0(i=1, . ., n)$ such that $P_{n}=\sum_{i=1}^{n} p_{i}>0$ and $\bar{y}:=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)$. If $\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right) \neq 0$ such that $\overline{\bar{x}}=$ $\frac{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right) x_{i}}{\sum_{i=1}^{n} p_{i}^{\prime} \phi_{+}^{\prime}\left(x_{i}\right)} \in I$, then

$$
\begin{equation*}
\phi\left(\overline{\bar{x}}-\bar{y} \geq\left|\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi(\overline{\bar{x}})-\phi\left(x_{i}\right)\left|-\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi_{+}^{\prime}\left(x_{i}\right)\left(\overline{\bar{x}}-x_{i}\right)| | .\right. \tag{5.11}
\end{equation*}
$$

As a another consequence of Theorem 5.13, the following improvement of the inequality (5.15) has been obtained:

Corollary 5.2 ([2]) Let $\phi: I \rightarrow \mathbb{R}$ be a convex function, $x_{i} \in I, p_{i} \geq 0(i=1, . ., n)$ such that $P_{n}=\sum_{i=1}^{n} p_{i}>0, \bar{y}:=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)$ and $\bar{x}:=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}$, then we have

$$
\begin{align*}
& \phi(\bar{x})-\bar{y}-\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(x_{i}\right)\left(\bar{x}-x_{i}\right) \\
& \geq\left|\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi(\bar{x})-\phi\left(x_{i}\right)\left|-\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\right| \phi_{+}^{\prime}\left(x_{i}\right)\left(\bar{x}-x_{i}\right)| | . \tag{5.12}
\end{align*}
$$

The following improvement of the left side of (5.14) is given in [3].
Theorem 5.8 Let $\phi: I \rightarrow \mathbb{R}$ be a convex function, $x_{i} \in I, p_{i} \geq 0(i=1, . ., n)$ such that $\sum_{i=1}^{n} p_{i}=1$ and $\bar{x}:=\sum_{i=1}^{n} p_{i} x_{i}$, then we have

$$
\begin{align*}
& \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)-\phi(c)-\phi^{\prime}(c)(\bar{x}-c) \\
& \quad \geq\left|\sum_{i=1}^{n} p_{i}\right| \phi\left(x_{i}\right)-\phi(c)\left|-\sum_{i=1}^{n} p_{i}\right| \phi^{\prime}(c)\left(x_{i}-c\right)| | . \tag{5.13}
\end{align*}
$$

### 5.3 Integral Jensen's type inequalities

Let $(\Omega, A, \mu)$ be a measure space and $w: \Omega \rightarrow \mathbb{R}$ be measurable function with $w(x)>0$ for $x \in \Omega$. We consider $L_{w}(\mu):=\left\{f: \Omega \rightarrow \mathbb{R}\right.$ such that $\left.\int_{\Omega} w f d \mu<\infty\right\}$.

Throughout this section $\bar{w}, \bar{f}$ and $\bar{g}$ are defined as:

$$
\bar{w}=\int_{\Omega} w d \mu, \bar{g}=\frac{1}{\bar{w}} \int_{\Omega} w \phi(f) d \mu, \bar{f}=\frac{1}{\bar{w}} \int_{\Omega} w f d \mu,
$$

where $\phi$ is a function such that the domain of $\phi$ is equal to the range of $f$.
Now we recall some results while these results are given in [21, 22, 24, 2, 3] for $w(x)=$ $1, x \in \Omega$.
M. Matić and J. Pečarić in [21] proved the following integral Jensen's type inequalities from which one can obtain some companion inequalities to the Jensen inequality:

Theorem 5.9 Let $(\Omega, A, \mu)$ be a measure space with $0<\mu(\Omega)<\infty$ and let $\phi:(a, b) \rightarrow \mathbb{R}$ be differentiable convex function defined on interval $(a, b)$. If $w: \Omega \rightarrow \mathbb{R}^{+}, f: \Omega \rightarrow(a, b)$ are such that $f, \phi(f), \phi^{\prime}(f)$ and $\phi^{\prime}(f) f$ are in $L_{w}(\mu)$, then for any $d \in(a, b)$ one has

$$
\begin{equation*}
\phi(c)+(\bar{f}-c) \phi^{\prime}(c) \leq \bar{g} \leq \phi(d)+\frac{1}{\bar{w}} \int_{\Omega} w(f-d) \phi^{\prime}(f) d \mu . \tag{5.14}
\end{equation*}
$$

The following converse of Jensen's inequality is the the integral analogue of Theorem 2.1 given in [22], which can also be directly obtain from (5.14).

Theorem 5.10 Let all the assumptions of Theorem 5.9 are satisfied. Then the following inequalities hold

$$
\begin{equation*}
0 \leq \bar{g}-\phi(\bar{f}) \leq \frac{1}{\bar{w}} \int_{\Omega} w \phi^{\prime}(f)(f-\bar{f}) d \mu \tag{5.15}
\end{equation*}
$$

The following Slater's inequality has been given in [24].
Theorem 5.11 Let $(\Omega, A, \mu)$ be a measure space with $0<\mu(\Omega)<\infty$ and let $\phi:(a, b) \rightarrow$ $\mathbb{R}$ be a convex function defined on the interval $(a, b)$. If $w: \Omega \rightarrow \mathbb{R}^{+}, f: \Omega \rightarrow(a, b)$ are such that $\phi(f), \phi_{+}^{\prime}(f)$ and $\phi_{+}^{\prime}(f) f$ are all in $L_{w}(\mu)$ and $\int_{\Omega} w \phi_{+}^{\prime}(f) d \mu \neq 0, \frac{\int_{\Omega} w \phi_{+}^{\prime}(f) f d \mu}{\int_{\Omega} w \phi_{+}^{\prime}(f) d \mu} \in(a, b)$. Then the following inequality holds.

$$
\begin{equation*}
\frac{1}{\bar{w}} \int_{\Omega} w \phi(f) d \mu \leq \phi\left(\frac{\int_{\Omega} w f \phi_{+}^{\prime}(f) d \mu}{\int_{\Omega} w \phi_{+}^{\prime}(f) d \mu}\right) . \tag{5.16}
\end{equation*}
$$

Remark 5.2 Let $\phi, f$ and $\bar{f}$ be stated as in Theorem 5.25, $\int_{\Omega} w \phi^{\prime}(f) d \mu \neq 0$ and let $\overline{\bar{f}}=$ $\frac{\int_{\Omega} w \phi^{\prime}(f) f d \mu}{\int_{\Omega} w \phi^{\prime}(f) d \mu} \in(a, b)$. If we put $d=\overline{\bar{f}}$ in (5.14) we immediately obtain Slater's inequality (5.36). On the other hand, if we put $d=\bar{f}$ in (5.14) we immediately obtain (5.15).

The following refinement of (5.15) is also valid (see [21]).
Theorem 5.12 Let $(\Omega, A, \mu)$ be a measure space with $0<\mu(\Omega)<\infty$ and let $\phi:(a, b) \rightarrow$ $\mathbb{R}$ be a differentiable, strictly convex function on interval $(a, b)$. If $w: \Omega \rightarrow \mathbb{R}^{+}, f: \Omega \rightarrow$ $(a, b)$ are such that $f, \phi(f), \phi^{\prime}(f)$ and $\phi^{\prime}(f) f$ are all in $L_{w}(\mu)$. Then there is exactly one $\bar{d} \in(a, b)$ such that $\phi^{\prime}(\bar{d})=\frac{1}{\bar{w}} \int_{\Omega} w \phi^{\prime}(f) d \mu$ and

$$
\begin{align*}
& \bar{g} \leq \phi(\bar{d})+\frac{1}{\bar{w}} \int_{\Omega} w \phi^{\prime}(f)(f-\bar{d}) d \mu,  \tag{5.17}\\
& 0 \leq \bar{g}-\phi(\bar{f}) \leq \phi(\bar{d})+ \frac{1}{\bar{w}} \int_{\Omega} w \phi^{\prime}(f)(f-\bar{d}) d \mu-\phi(\bar{f}) \\
& \leq \frac{1}{\bar{w}} \int_{\Omega} w \phi^{\prime}(f)(f-\bar{f}) d \mu . \tag{5.18}
\end{align*}
$$

The following improvement of the right side of the inequality (5.14) has been given in [2].
Theorem 5.13 Let $(\Omega, A, \mu)$ be a measure space with $0<\mu(\Omega)<\infty$ and $\phi:(a, b) \rightarrow \mathbb{R}$ be a convex function. If w: $\Omega \rightarrow \mathbb{R}^{+}, f: \Omega \rightarrow(a, b)$ are such that $\phi(f), \phi_{+}^{\prime}(f)$ and $\phi_{+}^{\prime}(f) f$ are in $L_{w}(\mu)$, then for any $d \in(a, b)$ we have

$$
\begin{align*}
& \phi(d)-\bar{g}-\frac{1}{\bar{w}} \int_{\Omega} w \phi_{+}^{\prime}(f)(d-f) d \mu \\
& \quad \geq\left|\frac{1}{\bar{w}} \int_{\Omega} w\right| \phi(d)-\phi(f)\left|d \mu-\frac{1}{\bar{w}} \int_{\Omega} w\right| \phi_{+}^{\prime}(f)(f-d)|d \mu| \tag{5.19}
\end{align*}
$$

As a consequence of the above theorem, the following improvement of Slater's inequality has been obtained:

Corollary 5.3 ([2]) Let all the assumptions of Theorem 5.13 hold. Then

$$
\begin{equation*}
\phi(\overline{\bar{f}})-\frac{1}{\bar{w}} \int_{\Omega} w \phi(f) d \mu \geq\left|\frac{1}{\bar{w}} \int_{\Omega} w\right| \phi(\overline{\bar{f}})-\phi(f)\left|d \mu-\frac{1}{\bar{w}} \int_{\Omega} w\right| \phi_{+}^{\prime}(f)(f-\overline{\bar{f}})|d \mu| \tag{5.20}
\end{equation*}
$$

holds, whenever $\int_{\Omega} w \phi_{+}^{\prime}(f) d \mu \neq 0$ and $\overline{\bar{f}}=\frac{\int_{\Omega} w \phi_{+}^{\prime}(f) f d \mu}{\int_{\Omega} w \phi_{+}^{\prime}(f) d \mu} \in(a, b)$.
As a another consequence of Theorem 5.13, the following improvement of the inequality (5.15) has been obtained:

Corollary 5.4 ([2]) Let all the assumptions of Theorem 5.13 are satisfied. Then

$$
\begin{align*}
& \phi(\bar{f})-\bar{g}-\frac{1}{\bar{w}} \int_{\Omega} w \phi_{+}^{\prime}(f)(\bar{f}-f) d \mu \\
& \left.\quad \geq\left|\frac{1}{\bar{w}} \int_{\Omega} w\right| \phi(\bar{f})-\phi(f)\left|d \mu-\frac{1}{\bar{w}} \int_{\Omega} w\right| \phi_{+}^{\prime}(f)(f-\bar{f}) \right\rvert\, d \mu \tag{5.21}
\end{align*}
$$

The following improvement of the left side of (5.14) is given in [3].
Theorem 5.14 Let all the assumptions of Theorem 5.13 are satisfied. Then for any $c \in$ $(a, b)$ we have

$$
\begin{align*}
& \bar{g}-\phi(c)-\phi_{+}^{\prime}(c)(\bar{f}-c) \\
& \quad \geq\left|\frac{1}{\bar{w}} \int_{\Omega}\right| w \phi(f)-\phi(c)\left|d \mu-\frac{\left|\phi_{+}^{\prime}(c)\right|}{\bar{w}} \int_{\Omega} w\right| f-c|d \mu| \tag{5.22}
\end{align*}
$$

### 5.4 Bounds for Shannon entropy

In the following theorem we present bound for Shannon entropy by using refinement of Jensen's inequality for convex functions.

Theorem 5.15 ([4]) Let $p_{i}$ and $q_{i}(i=1,2, \ldots, n)$ be positive real numbers with $\sum_{i=1}^{n} p_{i}=$ 1 and $\sum_{i=1}^{n} q_{i}=\alpha$, then

$$
\begin{equation*}
-S(\boldsymbol{p})-\sum_{i=1}^{n} p_{i} \log q_{i}+\log \alpha \geq\left|\sum_{i=1}^{n} p_{i}\right| \log \alpha-\log \frac{q_{i}}{p_{i}}\left|-\frac{1}{\alpha} \sum_{i=1}^{n} p_{i}\right| \frac{q_{i}}{p_{i}}-\alpha| | \tag{5.23}
\end{equation*}
$$

Proof. Let $\phi(x)=-\log x$ and $x_{i}=\frac{q_{i}}{p_{i}}$, as $p_{i}, q_{i}>0$ and $\sum_{i=1}^{n} q_{i}=\alpha$, then from (5.5) we get (5.23).

The following corollary is the special case of Theorem 5.15.

Corollary 5.5 ([4]) Let $p_{i}(i=1,2, \ldots, n)$ be positive real numbers with $\sum_{i=1}^{n} p_{i}=1$, then

$$
\begin{equation*}
-S(\boldsymbol{p})+\log n \geq\left|\sum_{i=1}^{n} p_{i}\right| \log n+\log p_{i}\left|-\frac{1}{n} \sum_{i=1}^{n} p_{i}\right| \frac{1}{p_{i}}-n| | \tag{5.24}
\end{equation*}
$$

Proof. By taking $q_{i}=1, i=1,2, . ., n$, in (5.23), we get (5.24).
In the following theorem we obtain another bound for Shannon entropy by using refinement of Jensen's inequality for convex functions.

Theorem 5.16 ([4]) Let $p_{i}$ and $q_{i}(i=1,2, \ldots, n)$ be positive real numbers with $\sum_{i=1}^{n} p_{i}=$ 1 and $\sum_{i=1}^{n} q_{i}=\alpha$, then

$$
\begin{align*}
& -S(\boldsymbol{p})-\sum_{i=1}^{n} p_{i} \log q_{i}+\log \alpha \\
& \quad \geq\left|\sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}-\frac{1}{\alpha} \log \frac{1}{\alpha}\left|-|1-\log \alpha| \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}}-\frac{1}{\alpha}| | \tag{5.25}
\end{align*}
$$

Proof. Using inequality (5.5) for $\phi(x)=x \log x$ and then replacing $p_{i}$ by $q_{i}$ and $x_{i}$ by $\frac{p_{i}}{q_{i}}$ we get

$$
\begin{align*}
& \frac{1}{\alpha} \sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}-\frac{1}{\alpha} \log \frac{1}{\alpha} \\
& \geq\left|\frac{1}{\alpha} \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}-\frac{1}{\alpha} \log \frac{1}{\alpha}\left|-\frac{1}{\alpha}\right| 1+\log \frac{1}{\alpha}\left|\sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}}-\frac{1}{\alpha}| | \tag{5.26}
\end{align*}
$$

Now using Logarithmic rules and definition of Shannon entropy we get (5.25).
The following corollary is the special case of the above Theorem.
Corollary 5.6 ([4]) Let $p_{i}(i=1,2, \ldots, n)$ be positive real numbers with $\sum_{i=1}^{n} p_{i}=1$, then

$$
\begin{equation*}
-S(\boldsymbol{p})+\log n \geq\left|\sum_{i=1}^{n}\right| p_{i} \log p_{i}+\frac{1}{n} \log n\left|-|1-\log n| \sum_{i=1}^{n}\right| p_{i}-\frac{1}{n}| | . \tag{5.27}
\end{equation*}
$$

Proof. By taking $q_{i}=1, i=1,2, . ., n$, in (5.25) we get (5.27).
In the following theorem we obtain bound for Shannon entropy by using refinement of Jensen's inequality for monotone convex functions.

Theorem 5.17 ([4]) Let $p_{i}$ and $q_{i}(i=1,2, \ldots, n)$ be positive real numbers with $\sum_{i=1}^{n} p_{i}=$ 1 and $\sum_{i=1}^{n} q_{i}=\alpha$. If $I=\left\{i \in\{1,2, . ., n\}: \frac{p_{i}}{q_{i}} \geq \alpha\right\}$, then

$$
\begin{equation*}
-S(\boldsymbol{p})-\sum_{i=1}^{n} p_{i} \log q_{i}+\log \alpha \geq\left|\sum_{i=1}^{n} p_{i} \operatorname{sgn}\left(\frac{q_{i}}{p_{i}}-\alpha\right)\left[\frac{q_{i}}{\alpha p_{i}}-\log \frac{q_{i}}{p_{i}}\right]+[1-\log \alpha]\left[1-2 P_{I}\right]\right| . \tag{5.28}
\end{equation*}
$$

Proof. Let $\phi=-\log x$ and $x_{i}=\frac{q_{i}}{p_{i}}$ and $q_{i}>0, \sum_{i=1}^{n} q_{i}=\alpha$, then from (5.5) we have

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}+\log \alpha \geq\left|\sum_{i=1}^{n} p_{i} \operatorname{sgn}\left(\frac{q_{i}}{p_{i}}-\alpha\right)\left[\frac{q_{i}}{\alpha p_{i}}-\log \frac{q_{i}}{p_{i}}\right]+[1-\log \alpha]\left[1-2 P_{I}\right]\right| \tag{5.29}
\end{equation*}
$$

Now using Logarithmic rules and definition of Shannon entropy we get (5.28)
The following corollary is the special case of the above Theorem.
Corollary 5.7 ([4]) Let $p_{i}(i=1,2, \ldots, n)$ be positive real numbers with $\sum_{i=1}^{n} p_{i}=1$, then

$$
\begin{equation*}
-S(\boldsymbol{p})+\log n \geq\left|\sum_{i=1}^{n} p_{i} \operatorname{sgn}\left(\frac{1}{p_{i}}-n\right)\left[\frac{1}{n p_{i}}+\log p_{i}\right]+[1-\log n]\left[1-2 P_{I}\right]\right| \tag{5.30}
\end{equation*}
$$

Proof. By taking $q_{i}=1, i=1,2, . ., n$, in (5.28), we get (5.58).

### 5.5 Results for Csiszar divergence

In this section we give some basic results for Csiszar divergence and present applications of the results given in Section 1 for Csiszar divergence.

Given a convex function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, the $f$-divergence functional

$$
\begin{equation*}
I_{\phi}(\mathbf{p}, \mathbf{q}):=\sum_{i=1}^{n} q_{i} \phi\left(\frac{p_{i}}{q_{i}}\right) \tag{5.31}
\end{equation*}
$$

where $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ are positive sequences, was introduced by Csiszár in [7], as a generalized measure of information, a distance function on the set of probability distributions $\mathbb{P}^{n}$. As in [7], we interpret undefined expressions by

$$
\begin{gathered}
\phi(0)=\lim _{t \rightarrow 0^{+}} f(t), \quad 0 \phi\left(\frac{0}{0}\right)=0 \\
0 \phi\left(\frac{a}{0}\right)=\lim _{q \rightarrow 0^{+}} q \phi\left(\frac{a}{q}\right), \quad a \lim _{q \rightarrow \infty} \frac{\phi(t)}{t}, a>0
\end{gathered}
$$

The following results were essentially given by Csiszár and Körner [8]:
(i) If $\phi$ is convex, then $I_{\phi}(\mathbf{p}, \mathbf{q})$ is jointly convex in $\mathbf{p}$ and $\mathbf{q}$;
(ii) For every $\mathbf{p}, \mathbf{q} \in \mathbb{R}_{+}^{n}$, we have

$$
\begin{equation*}
I_{\phi}(\mathbf{p}, \mathbf{q}) \geq \sum_{j=1}^{n} q_{j} \phi\left(\frac{\sum_{j=1}^{n} p_{j}}{\sum_{j=1}^{n} q_{j}}\right) \tag{5.32}
\end{equation*}
$$

If $\phi$ is strictly convex, equality holds in (5.32) if and only if

$$
\frac{p_{1}}{q_{1}}=\frac{p_{2}}{q_{2}}=\ldots=\frac{p_{n}}{q_{n}} .
$$

If $\phi$ is normalized, i.e., $\phi(1)=0$, then for every $\mathbf{p}, \mathbf{q} \in \mathbb{R}_{+}^{n}$ with $\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} q_{i}$, we have the inequality

$$
\begin{equation*}
I_{\phi}(\mathbf{p}, \mathbf{q}) \geq 0 \tag{5.33}
\end{equation*}
$$

In particular, if $\mathbf{p}, \mathbf{q} \in \mathbb{P}^{n}$, then (5.33) holds. This is the well-known positivity property of the $\phi$-divergence.

In [3] the authors gave application of Theorem 5.9 for Csiszar divegence for the functions defined on the linear space. Here we mention that result for the function defined on an interval which is in fact application of Theorem 5.9.

Theorem 5.18 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real $n$-tuples and let $P_{n}=\sum_{i=1}^{n} p_{i}$ and $Q_{n}=\sum_{i=1}^{n} q_{i}$. If $c, d \in \mathbb{R}_{+}$are arbitrary chosen numbers, then the following inequalities hold

$$
\begin{equation*}
\phi(c)+\left(\frac{P_{n}}{Q_{n}}-c\right) \phi^{\prime}(c) \leq \frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q}) \leq \phi(d)+\frac{1}{Q_{n}} \sum_{i=1}^{n} p_{i} \phi^{\prime}\left(\frac{p_{i}}{q_{i}}\right)-\frac{d}{Q_{n}} I_{\phi^{\prime}}(\boldsymbol{p}, \boldsymbol{q}),(5 \tag{5.34}
\end{equation*}
$$

Remark 5.3 In [3] the authors gave Theorem 5.18 for the case $P_{n}=Q_{n}=1$.
The following application of Theorem 5.25 for Csiszar divegence has been given in [23]. This result can also be obtained by using (5.18) for $c=d=\frac{P_{n}}{Q_{n}}$.

Theorem 5.19 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real $n$-tuples and let $P_{n}=\sum_{i=1}^{n} p_{i}$ and $Q_{n}=\sum_{i=1}^{n} q_{i}$. Then

$$
\begin{equation*}
0 \leq I_{\phi}(\boldsymbol{p}, \boldsymbol{q})-Q_{n} \phi\left(\frac{P_{n}}{Q_{n}}\right) \leq \frac{1}{Q_{n}} I_{\phi^{\prime}}\left(\frac{\boldsymbol{p}^{2}}{\boldsymbol{q}}, \boldsymbol{p}\right)-\frac{P_{n}}{Q_{n}} I_{\phi^{\prime}}(\boldsymbol{p}, \boldsymbol{q}), \tag{5.35}
\end{equation*}
$$

where $\frac{p^{2}}{q}=\left(\frac{p_{1}^{2}}{q_{1}}, \ldots, \frac{p_{n}^{2}}{q_{n}}\right)$.
In the following result is the application of Theorem 5.5 for Csiszar divegence.
Theorem 5.20 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real $n$-tuples and let $Q_{n}=\sum_{i=1}^{n} q_{i}, \frac{\sum_{i=1}^{n} p_{i} \phi^{\prime}\left(\frac{p_{i}}{q_{i}}\right)}{\sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)} \in \mathbb{R}_{+}$and $\sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right) \neq 0$. Then

$$
\begin{equation*}
\frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q}) \leq \phi\left(\frac{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)}{\sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)}\right) . \tag{5.36}
\end{equation*}
$$

In the following theorem we give application of Theorem 5.12 for Csiszar divegence.

Theorem 5.21 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be strictly convex and differentiable function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$, $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real n-tuples and let $Q_{n}=\sum_{i=1}^{n} q_{i}$ and $\bar{d}=\left(\phi^{\prime}\right)^{-1}\left(\frac{1}{Q_{n}} I_{\phi^{\prime}}(\boldsymbol{p}, \boldsymbol{q})\right)$. Then for any $d \in \mathbb{R}_{+}$we have

$$
\begin{align*}
& \frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q}) \leq \phi(\bar{d})+\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \phi^{\prime}\left(\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-\bar{d}\right) \\
& \quad \leq \phi(d)+\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\left(\frac{p_{i}}{q_{i}}-d\right) \phi^{\prime}\left(\frac{p_{i}}{q_{i}}\right) \tag{5.37}
\end{align*}
$$

In the following theorem we give application of Theorem 5.13 for Csiszar divegence.
Theorem 5.22 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real n-tuples and let $Q_{n}=\sum_{i=1}^{n} q_{i}$, then we have

$$
\begin{align*}
& \phi(d)-\frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q})-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right) \\
& \left.\geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi(d)-\phi\left(\frac{p_{i}}{q_{i}}\right)\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right) \right\rvert\, \tag{5.38}
\end{align*}
$$

The following result is a consequence of Theorem 5.22 which is in fact application of Corollary 5.1.

Corollary 5.8 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real n-tuples and let $Q_{n}=\sum_{i=1}^{n} q_{i}, \overline{\bar{x}}:=\frac{\sum_{i=1}^{n} p_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)}{\sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{i_{i}}{q_{i}}\right)} \in \mathbb{R}_{+}$and $\sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right) \neq$ 0 . Then

$$
\begin{equation*}
\phi(\overline{\bar{x}})-\frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q}) \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi(\overline{\bar{x}})-\phi\left(\frac{p_{i}}{q_{i}}\right)\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)\left(\overline{\bar{x}}-\frac{p_{i}}{q_{i}}\right)| | \tag{5.39}
\end{equation*}
$$

Another consequence of Theorem 5.22 which is in fact application of Corollary 5.2.
Corollary 5.9 Let $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real $n$-tuples and let $Q_{n}=\sum_{i=1}^{n} q_{i}$, then we have

$$
\begin{align*}
& \phi\left(\frac{P_{n}}{Q_{n}}\right)-\frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q})-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)\left(\frac{P_{n}}{Q_{n}}-\frac{p_{i}}{q_{i}}\right) \\
& \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi\left(\frac{P_{n}}{Q_{n}}\right)-\phi\left(\frac{p_{i}}{q_{i}}\right)\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi_{+}^{\prime}\left(\frac{p_{i}}{q_{i}}\right)\left(\frac{P_{n}}{Q_{n}}-\frac{p_{i}}{q_{i}}\right)| | \tag{5.40}
\end{align*}
$$

The following result can be obtained by using Theorem 5.8.

Theorem 5.23 Let $\phi: R_{+} \rightarrow \mathbb{R}$ be differentiable convex function, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$, $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be two positive real $n$-tuples and let $P_{n}=\sum_{i=1}^{n} p_{i}$ and $Q_{n}=\sum_{i=1}^{n} q_{i}$. If $c \in[0, \infty]$ then we have

$$
\begin{align*}
& \frac{1}{Q_{n}} I_{\phi}(\boldsymbol{p}, \boldsymbol{q})-\phi(c)-\left(\frac{P_{n}}{Q_{n}}-c\right) \phi^{\prime}(c) \\
& \quad \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \phi\left(\frac{p_{i}}{q_{i}}\right)-\phi(c)\left|-\frac{\left|\phi^{\prime}(c)\right|}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}}-c| | . \tag{5.41}
\end{align*}
$$

Remark 5.4 In [3] the authors gave Theorem 5.23 for probability distributions $\mathbf{p}$ and $\mathbf{q}$.
Now we start to give integral version of the above results:
Let $(\Omega, A, \mu)$ be a measure space and $p: \Omega \rightarrow \mathbb{R}$ be measurable function. We consider $S:=\left\{q: \Omega \rightarrow \mathbb{R}^{+}\right.$such that $\left.\bar{q}:=\int_{\Omega} q d \mu<\infty\right\}$. Let $\phi:[0, \infty) \rightarrow \mathbb{R}$ be a convex function.

In 1963, I. Csiszar [8] introduced the concept of $\phi$-divergence as follows.
Definition 5.1 Let $p, q \in S$, then the $\phi$-divergence functional is defined by

$$
\begin{equation*}
C_{\phi}(p, q):=\int_{\Omega} q(t) \phi\left(\frac{p(t)}{q(t)}\right) d \mu \tag{5.42}
\end{equation*}
$$

Now we start to give application of Theorem 5.9 for Csiszar divergence.
Theorem 5.24 Let $\phi:(0, \infty) \rightarrow \mathbb{R}$ be a differentiable convex function and $p, q \in S$ with $\bar{p}:=\int_{\Omega} p(t) d \mu, \bar{q}:=\int_{\Omega} q(t) d \mu$, then for any $c, d \in(0, \infty)$ we have

$$
\begin{equation*}
\phi(c)+\left(\frac{\bar{p}}{\bar{q}}-c\right) \phi^{\prime}(c) \leq \frac{1}{\bar{q}} C_{\phi}(p, q) \leq \phi(d)+\frac{1}{\bar{q}} \int_{\Omega} p(t) \phi^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu-\frac{d}{\bar{q}} C_{\phi^{\prime}}(p, q) \tag{5.43}
\end{equation*}
$$

Proof. Using Theorem 5.9 for $w \rightarrow q$ and $f \rightarrow \frac{p}{q}$, we obtain (5.43).
The following result is the application of Theorem 5.25.
Corollary 5.10 Let all the assumptions of Theorem 5.24 are satisfied. Then the following inequalities hold

$$
\begin{equation*}
0 \leq C_{\phi}(p, q)-\bar{q} \phi\left(\frac{\bar{p}}{\bar{q}}\right) \leq C_{\phi}\left(\frac{p^{2}}{q}, p\right)-\frac{\bar{p}}{\bar{q}} C_{\phi}(p, q) . \tag{5.44}
\end{equation*}
$$

Proof. Putting $c=d=\frac{\bar{p}}{\bar{q}}$ in (5.43) we obtain (5.44).
The following result is the application of Theorem 5.11 for Csiszar divegence.
Theorem 5.25 Let $\phi:(0, \infty) \rightarrow \mathbb{R}$ be a convex function and $p, q \in S$ with $\bar{q}:=\int_{\Omega} q(t) d \mu$ and let $\int_{\Omega} q(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu \neq 0$ and $\frac{\int_{\Omega} p(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu}{\int_{\Omega} q(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu} \in \mathbb{R}_{+}$. Then

$$
\begin{equation*}
\frac{1}{\bar{q}} C_{\phi}(p, q) \leq \phi\left(\frac{\int_{\Omega} p(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu}{\int_{\Omega} q(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu}\right) . \tag{5.45}
\end{equation*}
$$

The following theorem is the application of Theorem 5.12.
Theorem 5.26 Let $\phi:(0, \infty) \rightarrow \mathbb{R}$ be strictly convex and differentiable function, and $p, q \in S$ with $\bar{q}:=\int_{\Omega} q(t) d \mu$. Then there is exactly one $\bar{d} \in(0, \infty)$ such that $\phi^{\prime}(\bar{d})=$ $\frac{1}{\bar{q}} C_{\phi^{\prime}}(p, q)$ and for any $d \in(0, \infty)$ we have

$$
\begin{align*}
\frac{1}{\bar{q}} C_{\phi}(p, q) \leq \phi(\bar{d}) & +\frac{1}{\bar{q}} \int_{\Omega} q(t) \phi^{\prime}\left(\frac{p(t)}{q(t)}\right)\left(\frac{p(t)}{q(t)}-\bar{d}\right) d \mu \\
& \leq \phi(d)+\frac{1}{\bar{q}} \int_{\Omega} q(t) \phi^{\prime}\left(\frac{p(t)}{q(t)}-d\right) \phi^{\prime}\left(\frac{p(t)}{q(t)}\right) . \tag{5.46}
\end{align*}
$$

The following theorem is the application of Theorem 5.13 for Csiszar divergence.
Theorem 5.27 Let $\phi:(0, \infty) \rightarrow \mathbb{R}$ be a convex function and $p, q \in S$ with $\bar{p}:=\int_{\Omega} p(t) d \mu$, $\bar{q}:=\int_{\Omega} q(t) d \mu$, then for any $d \in(0, \infty)$ we have

$$
\begin{align*}
& \phi(d)-\frac{1}{\bar{q}} C_{\phi}(p, q)-\frac{1}{\bar{q}} \int_{\Omega} q(t) \phi^{\prime}\left(\frac{p(t)}{q(t)}\right)\left(d-\frac{p(t)}{q(t)}\right) d \mu \\
& \left.\geq\left|\frac{1}{\bar{q}} \int_{\Omega} q(t)\right| \phi(d)-\phi\left(\frac{p(t)}{q(t)}\right) \right\rvert\, d \mu \\
& \left.\quad-\frac{1}{\bar{q}} \int_{\Omega} q(t)\left|\phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right)\left(\frac{p(t)}{q(t)}-d\right)\right| d \mu \right\rvert\, . \tag{5.47}
\end{align*}
$$

The following result is a consequence of Theorem 5.27 which is in fact application of Corollary 5.3.
Corollary 5.11 Let $\phi:(0, \infty) \rightarrow \mathbb{R}$ be a convex function and $p, q \in S$ with $\bar{q}:=\int_{\Omega} q(t) d \mu$ and let $\int_{\Omega} q(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu \neq 0$ and $\overline{\bar{d}}:=\frac{\int_{\Omega} p(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu}{\int_{\Omega} q(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right) d \mu} \in \mathbb{R}_{+}$. Then

$$
\begin{align*}
\left.\phi(\overline{\bar{d}})-\frac{1}{\bar{q}} C_{\phi}(p, q) \geq\left|\frac{1}{\bar{q}} \int_{\Omega} q(t)\right| \phi(\overline{\bar{d}})-\phi\left(\frac{p(t)}{q(t)}\right) \right\rvert\, d \mu \\
\left.-\frac{1}{\bar{q}} \int_{\Omega} q(t)\left|\phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right)\left(\frac{p(t)}{q(t)}-\overline{\bar{d}}\right)\right| d \mu \right\rvert\, \tag{5.48}
\end{align*}
$$

Another consequence of Theorem 5.27 which is in fact application of Corollary 5.4.
Corollary 5.12 Let all the assumptions of Theorem 5.9 are satisfied. Then the following inequalities hold

$$
\begin{align*}
& \phi\left(\frac{\bar{p}}{\bar{q}}\right)-\frac{1}{\bar{q}} C_{\phi}(p, q)-\frac{1}{\bar{q}} \int_{\Omega} q(t) \phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right)\left(\frac{\bar{p}}{\bar{q}}-\frac{p(t)}{q(t)}\right) d \mu \\
& \left.\geq\left|\frac{1}{\bar{q}} \int_{\Omega} q(t)\right| \phi\left(\frac{\bar{p}}{\bar{q}}\right)-\phi\left(\frac{p(t)}{q(t)}\right) \right\rvert\, d \mu \\
& \quad-\frac{1}{\bar{q}} \int_{\Omega} q(t)\left|\phi_{+}^{\prime}\left(\frac{p(t)}{q(t)}\right)\left(\frac{p(t)}{q(t)}-\frac{\bar{p}}{\bar{q}}\right)\right| d \mu . \mid \tag{5.49}
\end{align*}
$$

The following result can be obtained by using Theorem 5.14.
Theorem 5.28 Let $\phi:(0, \infty) \rightarrow \mathbb{R}$ be a convex function and $p, q \in S$ with $\bar{p}:=\int_{\Omega} p(t) d \mu$, $\bar{q}:=\int_{\Omega} q(t) d \mu$, then for any $c \in(0, \infty)$, we have

$$
\begin{align*}
& \frac{1}{\bar{q}} C_{\phi}(p, q)-\phi(c)-\phi_{+}^{\prime}(c)\left(\frac{\bar{p}}{\bar{q}}-c\right) \\
& \quad \geq\left|\frac{1}{\bar{q}} \int_{\Omega}\right| q(t) \phi\left(\frac{p(t)}{q(t)}\right)-\phi(c)\left|d \mu-\frac{\left|\phi_{+}^{\prime}(c)\right|}{\bar{q}} \int_{\Omega} q(t)\right| \frac{p(t)}{q(t)}-c|d \mu| . \tag{5.50}
\end{align*}
$$

### 5.6 Bounds for Zipf-Mandelbrot entropy

In the following theorem we use Zipf-Mandelbrot law and deduce bounds for Zipf-Mandelbrot entropy.

Theorem 5.29 ([4]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=$ $\alpha$, then

$$
\begin{array}{r}
\left.-Z(H, q, s)-\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}+\log \alpha \geq\left|\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right| \log \alpha-\log \left(q_{i}(i+q)^{s} H_{n, q, s}\right) \right\rvert\, \\
\left.-\frac{1}{\alpha} \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\left|q_{i}(i+q)^{s} H_{n, q, s}-\alpha\right| \right\rvert\, . \tag{5.51}
\end{array}
$$

Proof. Let $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, then

$$
\begin{aligned}
\sum_{i=1}^{n} p_{i} \log p_{i} & =\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \log \frac{1}{(i+q)^{s} H_{n, q, s}} \\
& =-\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \log \left((i+q)^{s} H_{n, q, s}\right) \\
& =-\sum_{i=1}^{n} \frac{s}{(i+q)^{s} H_{n, q, s}} \log (i+q)-\sum_{i=1}^{n} \frac{\log H_{n, q, s}}{(i+q)^{s} H_{n, q, s}} \\
& =-\frac{s}{(i+q)^{s} H_{n, q, s}} \sum_{i=1}^{n} \frac{\log (i+q)}{(i+q)^{s}}-\frac{\log H_{n, q, s}}{H_{n, q, s}} \sum_{i=1}^{n} \frac{1}{(i+q)^{s}}=-Z(H, q, s) .
\end{aligned}
$$

As $H_{n, q, s}=\sum_{i=1}^{n} \frac{1}{(i+q)^{s}}$, therefore $\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}=1$. Hence using (5.23) for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$, $i=1,2, . ., n$, we obtain (5.51).

The following corollary is the special case of above theorem.

Corollary 5.13 ([4]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s>0$, then

$$
\begin{align*}
-Z(H, q, s)+\log n \geq \left\lvert\, \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right. & \left|\log n-\log \left((i+q)^{s} H_{n, q, s}\right)\right| \\
& \left.-\frac{1}{n} \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\left|(i+q)^{s} H_{n, q, s}-n\right| \right\rvert\, \tag{5.52}
\end{align*}
$$

Proof. By taking $q_{i}=1, i=1,2, . ., n$, in (5.51), we get (5.52).
In the following theorem we use two Zipf-Mandelbrot laws for different parameters and deduce bound for Zipf-Mandelbrot entropy.

Theorem 5.30 ([4]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{align*}
\left.-Z\left(H, t_{1}, s_{1}\right)+\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\right| \log \frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \right\rvert\, \\
\left.-\sum_{i=1}^{n} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\left|\frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-1\right| \right\rvert\, . \tag{5.53}
\end{align*}
$$

Proof. Let $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, then as in the proof of Theorem 5.29 we have

$$
\begin{gathered}
\sum_{i=1}^{n} p_{i} \log p_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \log \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}=-Z\left(H, t_{1}, s_{1}\right) . \\
\sum_{i=1}^{n} p_{i} \log q_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \log \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}=-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{1}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} . \\
\text { Also } \sum_{i=1}^{n} q_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}=\alpha=1 \text { and } \sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}=1 .
\end{gathered}
$$

Therefore using (5.23) for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s} H_{n, t_{2}, s 2}}, i=1,2, . ., n$, we obtain (5.53).

Theorem 5.31 ([4]) Let $n \in\{1,2,3, \ldots\}, q>0, s>0, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=$ $\alpha$, then

$$
\begin{align*}
-Z(H, q, s) & -\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}+\log \alpha \\
& \left.\geq\left|\sum_{i=1}^{n} q_{i}\right| \frac{1}{q_{i}(i+q)^{s} H_{n, q, s}} \log \left(q_{i}(i+q)^{s} H_{n, q, s}\right)+\frac{1}{\alpha} \log \frac{1}{\alpha} \right\rvert\, \\
& \left.-|1-\log \alpha| \sum_{i=1}^{n} q_{i}\left|\frac{1}{q_{i}(i+q)^{s} H_{n, q, s}}-\frac{1}{\alpha}\right| \right\rvert\, \tag{5.54}
\end{align*}
$$

Proof. As in the proof of Theorem 5.29, using (5.25) for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, . ., n$, we get (5.54).

Corollary 5.14 ([4]) Let $n \in\{1,2,3, \ldots\}, q>0, s>0$, then

$$
\begin{align*}
-Z(H, q, s)+\log n & \\
& \left.\geq\left|\sum_{i=1}^{n}\right| \frac{1}{(i+q)^{s} H_{n, q, s}} \log \left((i+q)^{s} H_{n, q, s}\right)+\frac{1}{n} \log \frac{1}{n} \right\rvert\, \\
& \left.-|1-\log n| \sum_{i=1}^{n}\left|\frac{1}{(i+q)^{s} H_{n, q, s}}-\frac{1}{\alpha}\right| \right\rvert\, . \tag{5.55}
\end{align*}
$$

Proof. By taking $q_{i}=1, i=1,2, . ., n$, in (5.54), we get (5.55).

Theorem 5.32 ([4]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0$ and $s_{1}, s_{2}>0$, then

$$
\begin{align*}
-Z\left(H, t_{1}, s_{1}\right) & +\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right| \frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \log \frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \right\rvert\, \\
& \left.-\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-1\right| \right\rvert\, . \tag{5.56}
\end{align*}
$$

Proof. As in the proof of Theorem 5.30, using (5.25) for $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=$ $\frac{1}{\left(i+t_{2}\right)^{3} H_{n, t_{2}, s_{2}}}, i=1,2, . ., n$, we get (5.56).

Theorem 5.33 ([4]) Let $n \in\{1,2,3, \ldots\}, q>0, s>0, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=$ $\alpha$. If $I=\left\{i \in\{1,2, . ., n\}: \frac{1}{q_{i}(i+q)^{s} H_{n, q, s}} \geq \alpha\right\}$, then

$$
\begin{align*}
& -Z(H, q, s)-\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}+\log \alpha \\
& \geq \left\lvert\, \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \operatorname{sgn}\left(q_{i}(i+q)^{s} H_{n, q, s}-\alpha\right)\left[\frac{q_{i}(i+q)^{s} H_{n, q, s}}{\alpha}-\log q_{i}(i+q)^{s} H_{n, q, s}\right]\right. \\
& \left.\quad+[1-\log \alpha]\left[1-2 \sum_{i \in I} \frac{1}{(i+q)^{s} H_{n, q, s}}\right] \right\rvert\, \tag{5.57}
\end{align*}
$$

Proof. Using (5.28) for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$, we get (5.57).

Corollary 5.15 ([4]) Let $n \in\{1,2,3, \ldots\}, q>0, s>0, k \in\{1,2, \ldots, n\}$, then

$$
\begin{align*}
& -Z(H, q, s)+\log n \\
& \geq \left\lvert\, \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \operatorname{sgn}\left((i+q)^{s} H_{n, q, s}-n\right)\left[\frac{(i+q)^{s} H_{n, q, s}}{n}-\log (i+q)^{s} H_{n, q, s}\right]\right. \\
&  \tag{5.58}\\
& \left.\quad+[1-\log n]\left[1-2 \sum_{i=1}^{k} \frac{1}{(i+q)^{s} H_{n, q, s}}\right] \right\rvert\,
\end{align*}
$$

Proof. Since $\frac{1}{(i+q)^{s} H_{n, q, s}}$ is decreasing sequence over $i=1,2, \ldots, n$. Therefore there exists $k \in\{1,2, \ldots, n\}$ such that $\frac{1}{(i+q)^{s} H_{n, q, s}} \geq n$ for all $i \in\{1,2, \ldots, k\}$. Now By taking $q_{i}=1$, $i=1,2, . ., n$, in (5.57), we get (5.58).

Theorem 5.34 ([4]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0$ and $s_{1}, s_{2}>0$. If $I=\{i \in\{1,2, . ., n\}$ : $\left.\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s 1} H_{n, t_{1}, s_{1}}} \geq 1\right\}$, then

$$
\begin{align*}
&-Z\left(H, t_{1}, s_{1}\right)+\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \\
& \geq \left\lvert\, \sum_{i=1}^{n} \frac{\operatorname{sgn}\left(\frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-1\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\left[\frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-\log \left(\frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right)\right]\right. \\
& \left.+\left[1-2 \sum_{i \in I} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\right] \right\rvert\, \tag{5.59}
\end{align*}
$$

Proof. Using (5.28) for $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}$, we get (5.59).
We start to give first general inequalities for Zipf-Mandelbrot entropy which contain two arbitrary positive real numbers.
Theorem 5.35 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=P_{n}$, then for any $c, d \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
\log c+\left(P_{n}-c\right) \frac{1}{c} \geq \sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s) \geq \log d+1-d \sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}} \tag{5.60}
\end{equation*}
$$

Proof. Using $\phi(x)=-\log x$ in (5.34) we obtain

$$
\begin{equation*}
-Q_{n} \log c-\left(P_{n}-c Q_{n}\right) \frac{1}{c} \leq \sum_{i=1}^{n} q_{i} \log \left(\frac{q_{i}}{p_{i}}\right) \leq-Q_{n} \log d-Q_{n}+d \sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}} \tag{5.61}
\end{equation*}
$$

Let $q_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, then $Q_{n}=\sum_{i=1}^{n} q_{i}=1$ and

$$
\sum_{i=1}^{n} q_{i} \log q_{i}=\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \log \frac{1}{(i+q)^{s} H_{n, q, s}}
$$

$$
\begin{aligned}
& =-\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}} \log \left((i+q)^{s} H_{n, q, s}\right) \\
& =-\sum_{i=1}^{n} \frac{s}{(i+q)^{s} H_{n, q, s}} \log (i+q)-\sum_{i=1}^{n} \frac{\log H_{n, q, s}}{(i+q)^{s} H_{n, q, s}} \\
& =-\frac{s}{(i+q)^{s} H_{n, q, s}} \sum_{i=1}^{n} \frac{\log (i+q)}{(i+q)^{s}}-\frac{\log H_{n, q, s}}{H_{n, q, s}} \sum_{i=1}^{n} \frac{1}{(i+q)^{s}}=-Z(H, q, s)
\end{aligned}
$$

and

$$
\sum_{i=1}^{n} q_{i} \log p_{i}=\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}
$$

Therefore (5.61) implies that

$$
\begin{align*}
-\log c & -\left(P_{n}-c\right) \frac{1}{c} \leq-\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s) \\
& \leq-\log d-1+d \sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}} \tag{5.62}
\end{align*}
$$

which is equivalent to (5.60).
The following corollaries are consequences of the above theorem.
Corollary 5.16 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=P_{n}$, then

$$
\begin{equation*}
0 \geq \sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s)-\log P_{n} \geq 1-P_{n} \sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}} \tag{5.63}
\end{equation*}
$$

Proof. Take $c=d=P_{n}$ in (5.60), we get (5.63).
The following consequence of Theorem 5.50 is in fact the application of Slater's inequality.

Corollary 5.17 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$, then

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s) \geq \log \left(\frac{1}{\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}}\right) \tag{5.64}
\end{equation*}
$$

Proof. By setting $d=\frac{1}{\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2} H_{n, q, s}^{2}}}$ in the right inequality of (5.60), we get (5.64).
In the following theorem we give general inequalities for Zipf-Mandelbrot entropies corresponding to different parameters.

Theorem 5.36 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $c, d \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
\log c+(1-c) \frac{1}{c} \geq & Z\left(H, t_{2}, s_{2}\right)-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \\
& \geq \log d+1-d \sum_{i=1}^{n} \frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}} \tag{5.65}
\end{align*}
$$

Proof. Let $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{3} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, then

$$
\begin{gathered}
\sum_{i=1}^{n} q_{i} \log q_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \log \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}=-Z\left(H, t_{2}, s_{2}\right), \\
\sum_{i=1}^{n} q_{i} \log p_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \log \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}=-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} . \\
\text { Also } Q_{n}=\sum_{i=1}^{n} q_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}=1 \text { and } P_{n}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}=1
\end{gathered}
$$

Therefore using (5.61) for $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s} H_{n, t_{2}, s_{2}}^{s}}, i=1,2, . ., n$, we obtain (5.65).

The following corollaries are the consequence of Theorem 5.50.
Corollary 5.18 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{equation*}
0 \geq Z\left(H, t_{2}, s_{2}\right)-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \geq 1-\sum_{i=1}^{n} \frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}} . \tag{5.66}
\end{equation*}
$$

Proof. Take $c=d=1$ in (5.65), we get (5.66).
The following corollary is the application of Theorem 5.50 is in fact the application of Slater's inequality for Zipf-Mandelbrot entropies corresponding to different parameters.

Corollary 5.19 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{2}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-Z\left(H, t_{2}, s_{2}\right) \leq \log \left(\sum_{i=1}^{n} \frac{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}}\right) . \tag{5.67}
\end{equation*}
$$

Proof. Take $d=\frac{1}{\sum_{i=1}^{n} \frac{\left(i+t_{1}\right)^{s} H_{n, t_{1}, s 1}}{\left(\left(i+t_{2}\right)^{s}{ }^{2} H_{n, t_{2}, s_{2}}\right)^{2}}}$ in the right inequality of (5.65), we get (5.103).
The following result for Zipf-Mandelbrot entropy has been obtained by using the right inequality in (5.37).

Theorem 5.37 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$, then for any $d \in$ $\mathbb{R}_{+}$we have

$$
\begin{array}{r}
\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s) \geq \log \left(\frac{1}{\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}}\right) \\
\geq \log d+1-d \sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}} \tag{5.68}
\end{array}
$$

Proof. By setting $\phi(x)=-\log x$ in (5.37) we have

$$
\begin{equation*}
\frac{-1}{Q_{n}} \sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}} \leq-\log \frac{Q_{n}}{\sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}}} \leq-\log d-\frac{1}{Q_{n}} \sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}}\left(\frac{p_{i}}{q_{i}}-d\right) . \tag{5.69}
\end{equation*}
$$

Now putting $q_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, in (5.105) we deduce

$$
\begin{array}{r}
-\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s) \leq-\log \left(\frac{1}{\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}}\right) \\
\leq-\log d-1+d \sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}
\end{array}
$$

which is equivalent to (5.104).
In the following theorem we have presented result for two Zipf-Mandelbrot entropies corresponding to different parameters.

Theorem 5.38 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $d \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-Z\left(H, t_{2}, s_{2}\right) \leq \log \sum_{i=1}^{n} \frac{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \\
\leq-\log d-1+\frac{d\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}} \tag{5.70}
\end{array}
$$

Proof. As in the proof of Theorem 5.37, putting $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}$, $i=1,2, \ldots, n$, in (5.105), we get (5.106).

The following application of the inequality (5.38) for Zipf-Mandelbrot entropy holds.
Theorem 5.39 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$, then for any $d \in$ $\mathbb{R}_{+}$, we have

$$
-\log d+\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s)+\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}\left(d-p_{i}(i+q)^{s} H_{n, q, s}\right)
$$

$$
\begin{align*}
& \left.\geq\left|\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right| \log d-\log p_{i}(i+q)^{s} H_{n, q, s} \right\rvert\, \\
& \left.-\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\left|\frac{d}{p_{i}(i+q)^{s} H_{n, q, s}}-1\right| \right\rvert\, \tag{5.71}
\end{align*}
$$

Proof. By using (5.38) for $\phi(x)=-\log x$, we have

$$
\begin{align*}
& -\log d+\sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}}+\frac{1}{Q_{n}} \sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}}\left(d-\frac{p_{i}}{q_{i}}\right) \\
& \left.\geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \log d-\log \frac{p_{i}}{q_{i}}\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{q_{i}}{p_{i}}\left(d-\frac{p_{i}}{q_{i}}\right) \right\rvert\, \tag{5.72}
\end{align*}
$$

Now putting $q_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, in (5.72) we obtain (5.71).
The following consequence of the above theorem is in fact the refinement of inequality (5.64).

Corollary 5.20 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$ and $\tilde{x}:=\frac{1}{\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}}$. Then

$$
\begin{align*}
-\log \tilde{x}+\sum_{i=1}^{n} & \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s) \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right| \log \tilde{x}-\log p_{i}(i+q)^{s} H_{n, q, s} \right\rvert\, \\
& \left.-\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\left|\frac{\tilde{x}}{p_{i}(i+q)^{s} H_{n, q, s}}-1\right| \right\rvert\, \tag{5.73}
\end{align*}
$$

Proof. By setting $d=\tilde{x}$ in (5.71) we get (5.73).
Corollary 5.21 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$, then we have

$$
\begin{align*}
&-\log P_{n}+\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s)+\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} H_{n, q, s}^{2}}\left(P_{n}-p_{i}(i+q)^{s} H_{n, q, s}\right) \\
& \geq \left.\left|\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right| \log P_{n}-\log p_{i}(i+q)^{s} H_{n, q, s} \right\rvert\, \\
& \left.-\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\left|\frac{P_{n}}{p_{i}(i+q)^{s} H_{n, q, s}}-1\right| \right\rvert\, \tag{5.74}
\end{align*}
$$

Proof. By setting $d=P_{n}$ in (5.71) we get (5.74).
In the following theorem we have given refinement of the right inequality in (5.65).

Theorem 5.40 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $d \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
-\log d+Z\left(H, t_{2}, s_{2}\right)-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}+\sum_{i=1}^{n} \frac{d\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}}-1 \\
\left.\geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right| \log d-\log \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \right\rvert\, \\
\left.\quad-\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\left|\frac{d\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-1\right| \right\rvert\, . \tag{5.75}
\end{array}
$$

Proof. Putting $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{\frac{s}{2}} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, in (5.72), we obtain (5.75).

The following consequence of the above theorem is in fact refinement of Slater's inequality for Zipf-Mandelbrot entropies corresponding to different parameters.

Corollary 5.22 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$ and $\tilde{x}=\frac{1}{\sum_{i=1}^{n} \frac{\left(i+t_{1}\right)^{3} 1 H_{n, t_{1}, s}, s_{1}}{\left(\left(i+t_{2}\right)^{52} H_{n, t_{2}} s_{2}\right)^{2}}}$, then

$$
\begin{align*}
-\log \tilde{x}+Z\left(H, t_{2}, s_{2}\right) & -\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}} \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right| \log \tilde{x}-\log \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \right\rvert\, \\
& \left.-\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\left|\frac{\tilde{x}\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-1\right| \right\rvert\, \tag{5.76}
\end{align*}
$$

Proof. By setting $d=\frac{1}{\sum_{i=1}^{n} \frac{\left(i+t_{1}\right)^{3} H_{n, t_{1}, s}, s_{1}}{\left(\left(i+t_{2}\right)^{3} H_{n_{n}, t_{2}, s_{2}}\right)^{2}}}$ in (5.75), we obtain (5.76).
The following theorem is the application of Theorem 5.23 for Zipf-Mandelbrot entropy.
Theorem 5.41 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$, then for any $c \in$ $\mathbb{R}_{+}$, we have

$$
\begin{array}{r}
-\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s)+\log c+\left(P_{n}-c\right) \frac{1}{c} \\
\left.\geq\left|\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right| \log \left(p_{i}(i+q)^{s} H_{n, q, s}\right)-\log c \right\rvert\, \\
\left.\quad-\frac{1}{c} \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\left|p_{i}(i+q)^{s} H_{n, q, s}-c\right| \right\rvert\, . \tag{5.77}
\end{array}
$$

Proof. Using (5.41) for $\phi(x)=-\log x$ and then putting $q_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, we obtain (5.112).

Remark 5.5 If we set $c=P_{n}$ in (5.112) then we obtain the inequality (14) as obtained in [4].

Another application of Theorem 5.23 for Zipf-Mandelbrot entropies corresponding to different parameters has been given below.

Theorem 5.42 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}-Z\left(H, t_{2}, s_{2}\right)+\log c+(1-c) \frac{1}{c} \\
& \left.\quad \geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right| \log \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-\log c \right\rvert\, \\
& \left.\quad-\frac{1}{c} \sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-c\right| \right\rvert\, . \tag{5.78}
\end{align*}
$$

Proof. Using (5.41) for $\phi(x)=-\log x$, we obtain

$$
\begin{align*}
& \frac{-1}{Q_{n}} \sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}}+\log c+\left(\frac{P_{n}}{Q_{n}}-c\right) \frac{1}{c} \\
& \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \log \frac{p_{i}}{q_{i}}-\log c\left|-\frac{1}{c Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}}-c| | . \tag{5.79}
\end{align*}
$$

Now submitting $p_{i}$ by $\frac{1}{\left(i+t_{1}\right)^{s 1} H_{n, t_{1}, s_{1}}}$ and $q_{i}$ by $\frac{1}{\left(i+t_{2}\right)^{5} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, in (5.79) we deduce (5.112).

Remark 5.6 If we set $c=1$ in (5.78) then we obtain the inequality (16) as obtained in [4].

In the rest of results we have obtained related results by using another convex functions.
Theorem 5.43 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
Q_{n} c \log c+\left(1-c Q_{n}\right)(1+\log c) \leq-\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s) . \tag{5.80}
\end{equation*}
$$

Proof. Using $\phi(x)=x \log x$ in the first inequality of (5.34) we obtain

$$
\begin{equation*}
Q_{n} c \log c+\left(P_{n}-c Q_{n}\right)(1+\log c) \leq \sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) . \tag{5.81}
\end{equation*}
$$

Let $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, then $P_{n}=1$ and proceeding as in the proof of Theorem 5.50, we have

$$
\sum_{i=1}^{n} p_{i} \log p_{i}=-Z(H, q, s)
$$

Therefore (5.85) implies that

$$
\begin{equation*}
Q_{n} c \log c+\left(1-c Q_{n}\right)(1+\log c) \leq-\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s) . \tag{5.82}
\end{equation*}
$$

Corollary 5.23 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
\log \frac{1}{Q_{n}} \leq-\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}-Z(H, q, s) . \tag{5.83}
\end{equation*}
$$

Proof. By substituting $c=\frac{1}{Q_{n}}$ in (5.57), we get (5.83).
Theorem 5.44 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
c \log c+(1-c)(1+\log c) \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right) \tag{5.84}
\end{equation*}
$$

Proof. Using $\phi(x)=x \log x$ in the first inequality of (5.34) we obtain

$$
\begin{equation*}
Q_{n} c \log c+\left(P_{n}-c Q_{n}\right)(1+\log c) \leq \sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) . \tag{5.85}
\end{equation*}
$$

$\operatorname{Using}$ (5.85) for $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{12} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, we obtain

$$
\sum_{i=1}^{n} p_{i} \log p_{i}=-Z\left(H, t_{1}, s_{1}\right), \sum_{i=1}^{n} p_{i} \log q_{i}=-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} .
$$

Therefore (5.85) implies that

$$
c \log c+(1-c)(1+\log c) \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right)
$$

This completes the proof.
Corollary 5.24 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then we have

$$
\begin{equation*}
Z\left(H, t_{1}, s_{1}\right) \leq \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \tag{5.86}
\end{equation*}
$$

Proof. By taking $c=1$ in (5.84) we get (5.86).
Theorem 5.45 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=P_{n}$, then for any $d \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& d \log d+P_{n}-d\left(1+\sum_{i=1}^{n} \frac{\log p_{i}}{(i+q)^{s} H_{n, q, s}}+Z(H, q, s)\right) \\
& \geq \\
& \left.\quad\left|\sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right| d \log d-p_{i}(i+q)^{s} H_{n, q, s} \log p_{i}(i+q)^{s} H_{n, q, s} \right\rvert\,  \tag{5.87}\\
& \quad-\sum_{i=1}^{n}(i+q)^{s} H_{n, q, s}\left|\left(1+\log p_{i}(i+q)^{s} H_{n, q, s}\right)\left(d-p_{i}(i+q)^{s} H_{n, q, s}\right)\right|
\end{align*}
$$

Proof. Using $\phi(x)=x \log x$ in the inequality (5.38), then we obtain

$$
\begin{align*}
& d \log d-\frac{1}{Q_{n}} \sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\left(1+\log \frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right) \\
& \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| d \log d-\frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right|\left(1+\log \frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right)| | \tag{5.88}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
& d \log d+\frac{P_{n}}{Q_{n}}-d\left(1+\sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}}\right) \\
& \left.\geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| d \log d-\frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right|\left(1+\log \frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right) \right\rvert\, \tag{5.89}
\end{align*}
$$

Putting $q_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, in (5.89), we get (5.87).
Theorem 5.46 ([5]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $d \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& d \log d+1-d\left(1-\sum_{i=1}^{n} \frac{\log \left(\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}+Z\left(H, t_{2}, s_{2}\right)\right) \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right| d \log d-\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \log \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \right\rvert\, \\
& -\sum_{i=1}^{n} \frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{2}, s_{2}}}\left|\left(1+\log \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\right)\left(d-\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}\right)\right| \tag{5.90}
\end{align*}
$$

Proof. Using (5.85) for $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{3} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, we obtain (5.90).

Theorem 5.47 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
-Z(H, q, s)-\sum_{i=1}^{n} \frac{\log q_{i}}{(i+q)^{s} H_{n, q, s}}-Q_{n} c \log c-\left(1-c Q_{n}\right)(1+\log c) \\
\left.\geq\left|\sum_{i=1}^{n} q_{i}\right| \frac{\log \left(q_{i}(i+q)^{s} H_{n, q, s}\right)}{q_{i}(i+q)^{s} H_{n, q, s}}+c \log c \right\rvert\, \\
\left.-|1+\log c| \sum_{i=1}^{n} q_{i}\left|\frac{1}{q_{i}(i+q)^{s} H_{n, q, s}}-c\right| \right\rvert\, \tag{5.91}
\end{array}
$$

Proof. Using inequality (5.41) for $\phi(x)=x \log x$ we obtain

$$
\begin{align*}
& \frac{1}{Q_{n}} \sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}-c \log c-\left(\frac{P_{n}}{Q_{n}}-c\right)(1+\log c) \\
& \left.\quad \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}-c \log c\right|-\frac{|1+\log c|}{Q_{n}} \sum_{i=1}^{n} q_{i}\left|\frac{p_{i}}{q_{i}}-c\right| \right\rvert\, . \tag{5.92}
\end{align*}
$$

Now putting $p_{i}=\frac{1}{(i+q)^{s} H_{n, q, s}}, i=1,2, \ldots, n$, in (5.92), we get (5.87).
Remark 5.7 If we set $c=\frac{1}{Q_{n}}$ in (5.87) we deduce the inequality (17) as obtained in [4].
Theorem 5.48 ([5]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\log \left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-Z\left(H, t_{1}, s_{1}\right)-c \log c-(1-c)(1+\log c) \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\right| \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \log \frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-c \log c \right\rvert\, \\
& \left.\quad-|1+\log c| \sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}\left|\frac{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}-c\right| \right\rvert\, . \tag{5.93}
\end{align*}
$$

Proof. Using (5.92) for $p_{i}=\frac{1}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}$ and $q_{i}=\frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}}, i=1,2, \ldots, n$, we get (5.93).

Remark 5.8 If we set $c=1$ in (5.93) we deduce the inequality (19) as obtained in [4].
Now we give applications of the above some results in Linguistics.
Gelbukh and Sidorov in [14] observed the difference between the coefficients $s_{1}$ and $s_{2}$ in Zipf's law for the English and Russian languages. They processed 39 literature texts for each language, chosen randomly from different genres, with the requirement that the size be greater than 10,000 running words each. They calculated coefficients for each of the
mentioned texts and as the result they obtained the average $s_{1}=0.973863$ for the English language and $s_{2}=0.892869$ for the Russian language.

In the following result we give application of inequalities (5.61) for the English language.

Application 5.1 [[5]] Let $n \in\{1,2,3, \ldots\}, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=P_{n}$, then for any $c, d \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
\log c+\left(P_{n}-c\right) \frac{1}{c} \geq \sum_{i=1}^{n} \frac{\log p_{i}}{0^{0.973863} H_{n, 0,0.973863}}+Z(H, 0,0.973863) \\
\geq \log d+1-d \sum_{i=1}^{n} \frac{1}{i^{1.947726} p_{i} H_{n, 0,0.973863}^{2}} . \tag{5.94}
\end{array}
$$

Similarly we can give application for Russian language.
Now we give application of the result related two parameters: $s_{1}=0.973863$ for the English language and $s_{2}=0.892869$ for the Russian language, which is in fact application of the inequalities in (5.65).

Application 5.2 [[5]] Let $n \in\{1,2,3, \ldots\}$, then for any $c, d \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
\log c+(1-c) \frac{1}{c} \geq Z(H, 0,0.892869)-\sum_{i=1}^{n} \frac{\log \left(i^{0.973863} H_{n, 0,0.973863}\right)}{i^{0.892869} H_{n, 0,0.892869}} \\
\geq \log d+1-d \sum_{i=1}^{n} \frac{i^{0.973863} H_{n, 0,0.973863}}{\left.i^{0.892869} H_{n, 0,0.892869}\right)^{2}} . \tag{5.95}
\end{array}
$$

Remark 5.9 By the similar way we can give applications of other related results.

### 5.7 Results for hybrid Zipf-Mandelbrot entropy

We start to give first general inequalities for Hybrid Zipf-Mandelbrot entropy which contain two arbitrary positive real numbers.

Theorem 5.49 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=$ $P_{n}$, then for any $c, d \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
\log c+\left(P_{n}-c\right) \frac{1}{c} \geq \sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, q, s\right) \\
\geq \log d+1-d \sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)} \tag{5.96}
\end{array}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then taking $\phi(x)=-\log x$ in (5.43) we obtain

$$
\begin{equation*}
-Q_{n} \log c-\left(P_{n}-c Q_{n}\right) \frac{1}{c} \leq \sum_{i=1}^{n} q_{i} \log \left(\frac{q_{i}}{p_{i}}\right) \leq-Q_{n} \log d-Q_{n}+d \sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}} . \tag{5.97}
\end{equation*}
$$

Let $q_{i}=\frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}, i=1,2, \ldots, n$, then $Q_{n}=\sum_{i=1}^{n} q_{i}=1$ and

$$
\begin{aligned}
\sum_{i=1}^{n} q_{i} \log q_{i} & =\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)} \log \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)} \\
& =\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\left(\log \frac{w^{i}}{(i+q)^{s}}+\log \frac{1}{\Phi^{*}(s, q, w)}\right) \\
& =\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)} \log \frac{w^{i}}{(i+q)^{s}}-\frac{\log \Phi^{*}(s, q, w)}{\Phi^{*}(s, q, w)} \sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s}}=-H\left(\Phi^{*}, q, s\right)
\end{aligned}
$$

and

$$
\sum_{i=1}^{n} q_{i} \log p_{i}=\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}
$$

Therefore (5.97) implies that

$$
\begin{array}{r}
-\log c-\left(P_{n}-c\right) \frac{1}{c} \leq-\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-H\left(\Phi^{*}, q, s\right) \\
\leq-\log d-1+d \sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)} \tag{5.98}
\end{array}
$$

which is equivalent to (5.96).
The following corollaries are consequences of the above theorem.
Corollary 5.25 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=$ $P_{n}$, then we have

$$
\begin{gather*}
0 \geq \sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, q, s\right)-\log P_{n} \\
\geq 1-P_{n} \sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)} \tag{5.99}
\end{gather*}
$$

Proof. Taking $c=d=P_{n}$ in (5.117), we get (5.99).
The following consequence of Theorem 5.50 is in fact the application of Slater's inequality.
Corollary 5.26 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$, then

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, q, s\right) \geq \log \frac{1}{\sum_{i=1}^{n} \frac{w^{w^{i}}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)}} \tag{5.100}
\end{equation*}
$$

Proof. By setting $d=\frac{1}{\sum_{i=1}^{n} \frac{1}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)}}$ in the right inequality of (5.117), we get (5.100).

In the following theorem we give general inequalities for hybrid Zipf-Mandelbrot entropies corresponding to different parameters.

Theorem 5.50 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then for any $c, d \in$ $\mathbb{R}_{+}$, we have

$$
\begin{align*}
\log c+(1-c) \frac{1}{c} & \geq H\left(\Phi^{*}, t_{2}, s_{2}\right)+\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)} \log \frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)} \\
& \geq \log d+1-d \sum_{i=1}^{n} \frac{w_{2}^{2 i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}{w_{1}^{i}\left(\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}} \tag{5.101}
\end{align*}
$$

Proof. Let $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}, i=1,2, \ldots, n$, then

$$
\begin{gathered}
\sum_{i=1}^{n} q_{i} \log q_{i}=\sum_{i=1}^{n} \frac{1}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)} \log \frac{1}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}=-H\left(\Phi^{*}, t_{2}, s_{2}\right), \\
\sum_{i=1}^{n} q_{i} \log p_{i}=\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)} \log \frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}
\end{gathered}
$$

Also $Q_{n}=\sum_{i=1}^{n} q_{i}=\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}=1$ and $P_{n}=\sum_{i=1}^{n} \frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}=1$
Therefore using (5.97) for $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{1} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}}, i=1,2, . ., n$, we obtain (5.101).

The following corollaries are the consequence of Theorem 5.50.
Corollary 5.27 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then

$$
\begin{align*}
0 & \geq H\left(\Phi^{*}, t_{2}, s_{2}\right)+\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)} \log \frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)} \\
& \geq 1-\sum_{i=1}^{n} \frac{w_{2}^{2 i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}{w_{1}^{i}\left(\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}} . \tag{5.102}
\end{align*}
$$

Proof. Take $c=d=1$ in (5.101), we get (5.102).
The following corollary is the application of Theorem 5.50 which is in fact the application of Slater's inequality for hybrid Zipf-Mandelbrot entropies corresponding to different parameters.

Corollary 5.28 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{w_{2}^{i} \log \left(\frac{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}{w_{1}^{1}}\right)}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) \\
& \quad \leq \log \left(\sum_{i=1}^{n} \frac{w_{2}^{2 i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}{w_{1}^{i}\left(\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}}\right) . \tag{5.103}
\end{align*}
$$

Proof. Take $d=\frac{1}{\sum_{i=1}^{n} \frac{w_{2}^{2}\left(i+t_{1} s^{1} 1\right.}{\left.w_{1}^{1}\left(i t_{2}\right)^{*} \Phi^{*} \Phi_{1}, s_{1} \Phi_{1}\left(t_{2}, w_{2}, w_{2}\right)\right)^{2}}}$ in the right inequality of (5.101), we get (5.103).

The following result for hybrid Zipf-Mandelbrot entropy has been obtained by using the right inequality in (5.46).

Theorem 5.51 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$, then for any $d \in \mathbb{R}_{+}$we have

$$
\begin{array}{r}
\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, q, s\right) \geq \log \left(\frac{1}{\sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)}}\right) \\
\geq \log d+1-d \sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)} \tag{5.104}
\end{array}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then taking $\phi(x)=-\log x$ in (5.43) we obtain

$$
\begin{equation*}
\frac{-1}{Q_{n}} \sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}} \leq-\log \frac{Q_{n}}{\sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}}} \leq-\log d-\frac{1}{Q_{n}} \sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}}\left(\frac{p_{i}}{q_{i}}-d\right) \tag{5.105}
\end{equation*}
$$

Now putting $q_{i}=\frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}, i=1,2, \ldots, n$, in (5.105) we deduce

$$
\begin{array}{r}
-\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-H\left(\Phi^{*}, q, s\right) \leq-\log \left(\frac{1}{\sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)}}\right) \\
\leq-\log d-1+d \sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)}
\end{array}
$$

which is equivalent to (5.104).
In the following theorem we have presented result for two hybrid Zipf-Mandelbrot entropies corresponding to different parameters.

Theorem 5.52 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then for any $d \in$ $\mathbb{R}_{+}$, we have

$$
\begin{gather*}
\sum_{i=1}^{n} \frac{w_{2}^{i} \log \left(\frac{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}{w_{1}^{i}}\right)}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) \leq \log \sum_{i=1}^{n} \frac{\left(\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}}{\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}} \\
\leq-\log d-1+\frac{d w_{2}^{2 i}\left(i+t_{1}\right)^{s_{1}} H_{n, t_{1}, s_{1}}}{w_{1}^{i}\left(\left(i+t_{2}\right)^{s_{2}} H_{n, t_{2}, s_{2}}\right)^{2}} \tag{5.106}
\end{gather*}
$$

Proof. As in the proof of Theorem 5.51, putting $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}}, i=1,2, \ldots, n$, in (5.105), we get (5.106).

The following application of the inequality (5.47) for hybrid Zipf-Mandelbrot entropy holds.

Theorem 5.53 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$, then for any $d \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
-\log d+\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, t, s\right)-1+d \sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)} \\
\left.\geq\left|\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\right| \log d-\log \frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}} \right\rvert\, \\
\quad-\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\left|\frac{d w^{i}}{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}-1\right| \tag{5.107}
\end{array}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then taking $\phi(x)=-\log x$ in (5.47) we obtain

$$
\begin{align*}
& -\log d+\sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}}+\frac{1}{Q_{n}} \sum_{i=1}^{n} \frac{q_{i}^{2}}{p_{i}}\left(d-\frac{p_{i}}{q_{i}}\right) \\
& \left.\geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \log d-\log \frac{p_{i}}{q_{i}}\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{q_{i}}{p_{i}}\left(d-\frac{p_{i}}{q_{i}}\right) \right\rvert\, . \tag{5.108}
\end{align*}
$$

Now putting $q_{i}=\frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}, i=1,2, \ldots, n$, in (5.108) we obtain (5.107).
The following consequence of the above theorem is in fact the refinement of inequality (5.100).

Corollary 5.29 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$ and $\tilde{x}:=\frac{1}{\sum_{i=1}^{n} \frac{w^{2 i}}{p_{i}(i+q)^{2 s} \Phi^{* 2}(s, q, w)}}$. Then

$$
-\log \tilde{x}+\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, t, s\right)
$$

$$
\begin{align*}
\geq \mid \sum_{i=1}^{n} & \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\left|\log \tilde{x}-\log \frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}}\right| \\
& \left.\quad-\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\left|\frac{\tilde{x} w^{i}}{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}-1\right| \right\rvert\, . \tag{5.109}
\end{align*}
$$

Proof. By setting $d=\tilde{x}$ in (5.107) we get (5.109).
In the following theorem we have given refinement of the right inequality in (5.101).
Theorem 5.54 ([6]) Let $n \in\{1,2,3, \ldots\}, w_{1}, w_{2}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$, then for any $d \in$ $\mathbb{R}_{+}$, we have

$$
\begin{align*}
& H\left(\Phi^{*}, t_{2}, s_{2}\right)+\sum_{i=1}^{n} \frac{w_{2}^{i} \log \frac{w_{1}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}-\log d-1+d \sum_{i=1}^{n} \frac{w_{2}^{2 i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}{w_{1}^{i}\left(\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}}}{\geq} \begin{array}{l}
\geq \sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\left|\log d-\log \frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right| \\
\left.\quad-\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\left|\frac{d w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-1\right| \right\rvert\, .
\end{array} .
\end{align*}
$$

Proof. Putting $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}}, i=1,2, \ldots, n$, in (5.108), we obtain (5.110).

The following consequence of the above theorem is in fact refinement of Slater's inequality for Zipf-Mandelbrot entropies corresponding to different parameters.

Corollary 5.30 ([6]) Letn $\in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, s_{1}, s_{2}>0$ and $\tilde{x}:=\frac{1}{\sum_{i=1}^{n} \frac{w_{2}^{i}\left(i+t_{1}\right) s_{1} H_{n, t_{1}, s 1}}{w_{1}^{i}\left(\left(i+t_{2}\right) \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}}}$, then

$$
\begin{align*}
& -\log \tilde{x}+Z\left(H, t_{2}, s_{2}\right)+\sum_{i=1}^{n} \frac{w_{2}^{i} \log \frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)} \\
& \geq \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\right| \log \tilde{x}-\log \frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)} \right\rvert\,  \tag{5.111}\\
& \left.\quad-\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\left|\frac{\tilde{x} w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-1\right| \right\rvert\, .
\end{align*}
$$

Proof. By setting $d=\frac{1}{\sum_{i=1}^{n} \frac{w_{2}^{i}\left(i+t_{1} s^{s} H_{1}^{s} H_{n, t_{1}, s},\right.}{w_{1}^{1}\left(i+t_{2}\right)^{\left.2 \omega^{2} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right)^{2}}}}$ in (5.110), we obtain (5.111).
The following theorem is the application of Theorem 5.28 for hybrid Zipf-Mandelbrot entropy.

Theorem 5.55 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
-\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-H\left(\Phi^{*}, t, s\right)+\log c+\left(P_{n}-c\right) \frac{1}{c} \\
\left.\geq\left|\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\right| \log \left(\frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}}\right)-\log c \right\rvert\, \\
\left.\quad-\frac{1}{c} \sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\left|\frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}}-c\right| \right\rvert\, . \tag{5.112}
\end{array}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then taking $\phi(x)=-\log x$ in (5.50) we get

$$
\begin{align*}
& -\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \log \left(\frac{p_{i}}{q_{i}}\right)+\log c+\left(\frac{P_{n}}{Q_{n}}-c\right) \frac{1}{c} \\
& \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \log \left(\frac{p_{i}}{q_{i}}\right)-\log c\left|-\frac{1}{c Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}}-c| | \tag{5.113}
\end{align*}
$$

Now putting $q_{i}=\frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}, i=1,2, \ldots, n$, in (5.113) we obtain (5.112).
Another application of Theorem 5.28 for Zipf-Mandelbrot entropies corresponding to different parameters has been given below.
Theorem 5.56 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& \log c+(1-c) \frac{1}{c}-H\left(\Phi^{*}, t_{2}, s_{2}\right)+\sum_{i=1}^{n} \frac{w_{2}^{i} \log \frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}}{\left(t_{1}, w_{1}\right)} \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\right| \log \frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-\log c \right\rvert\, \\
& \left.-\frac{1}{c} \sum_{i=1}^{n} \frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\left|\frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-c\right| \right\rvert\, \tag{5.114}
\end{align*}
$$

Proof. Substitute $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s 1} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s \Phi^{*}}\left(t_{2}, s_{2}, w_{2}\right)}, i=1,2, \ldots, n$, in (5.113) we deduce (5.114).

In the rest of results we have obtained related results by using another convex functions.
Theorem 5.57 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=$ $Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
Q_{n} c \log c+\left(1-c Q_{n}\right)(1+\log c) \leq-\sum_{i=1}^{n} \frac{w^{i} \log q_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) . \tag{5.115}
\end{equation*}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then using $\phi(x)=x \log x$ in the first inequality of (5.43) we obtain

$$
\begin{equation*}
Q_{n} c \log c+\left(P_{n}-c Q_{n}\right)(1+\log c) \leq \sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \tag{5.116}
\end{equation*}
$$

Let $p_{i}=\frac{w^{i}}{(i+q)^{s} \phi^{*}(s, q, w)}, i=1,2, \ldots, n$, then $P_{n}=1$ and proceeding as in the proof of Theorem 5.50, we have

$$
\sum_{i=1}^{n} p_{i} \log p_{i}=-H\left(\Phi^{*}, t_{2}, s_{2}\right)
$$

Therefore (5.116) implies that

$$
\begin{equation*}
Q_{n} c \log c+\left(1-c Q_{n}\right)(1+\log c) \leq-\sum_{i=1}^{n} \frac{w^{i} \log q_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) \tag{5.117}
\end{equation*}
$$

Corollary 5.31 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, q_{i}>0, i=1,2, . . n$ with $\sum_{i=1}^{n} q_{i}=$ $Q_{n}$, then we have

$$
\begin{equation*}
\log \frac{1}{Q_{n}} \leq-\sum_{i=1}^{n} \frac{w^{i} \log q_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) . \tag{5.118}
\end{equation*}
$$

Proof. By setting $c=\frac{1}{Q_{n}}$ in (5.115) we obtain (5.118).

Theorem 5.58 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{equation*}
c \log c+(1-c)(1+\log c) \leq \sum_{i=1}^{n} \frac{w_{1}^{i} \log \left(\frac{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}}\right)}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) \tag{5.119}
\end{equation*}
$$

Proof. If $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s \alpha^{*}}\left(t_{2}, s_{2}, w_{2}\right)}, i=1,2, \ldots, n$, then

$$
\sum_{i=1}^{n} p_{i} \log p_{i}=-H\left(\Phi^{*}, t_{2}, s_{2}\right), \sum_{i=1}^{n} p_{i} \log q_{i}=\sum_{i=1}^{n} \frac{w_{1}^{i} \log \left(\frac{w_{2}^{i}}{\left(i+t_{2} s^{s} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right.}\right)}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)} .
$$

Therefore (5.116) implies that

$$
c \log c+(1-c)(1+\log c) \leq \sum_{i=1}^{n} \frac{w_{1}^{i} \log \left(\frac{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}}\right)}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-H\left(\Phi^{*}, t_{2}, s_{2}\right) .
$$

This completes the proof.

Corollary 5.32 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then we have

$$
\begin{equation*}
H\left(\Phi^{*}, t_{2}, s_{2}\right) \leq \sum_{i=1}^{n} \frac{w_{1}^{i} \log \left(\frac{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}}\right)}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)} \tag{5.120}
\end{equation*}
$$

Proof. By taking $c=1$ in (5.119), we get (5.120).

Theorem 5.59 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, p_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} p_{i}=$ $P_{n}$, then for any $d \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& d \log d+P_{n}-d\left(1+\sum_{i=1}^{n} \frac{w^{i} \log p_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}+H\left(\Phi^{*}, t, s\right)\right) \\
& \left.\geq\left|\sum_{i=1}^{n} \frac{w^{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}\right| d \log d-\frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}} \log \left(\frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}}\right) \right\rvert\, \\
& -\sum_{i=1}^{n}(i+q)^{s} H_{n, q, s}\left|\left(1+\log \left(\frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}}\right)\right)\left(d-\frac{p_{i}(i+q)^{s} \Phi^{*}(s, q, w)}{w^{i}}\right)\right| \tag{5.121}
\end{align*}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then using $\phi(x)=x \log x$ in the inequality (5.47), then we obtain

$$
\begin{align*}
& d \log d-\frac{1}{Q_{n}} \sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\left(1+\log \frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right) \\
& \left.\geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| d \log d-\frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right|\left(1+\log \frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right) \right\rvert\, \tag{5.122}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
& d \log d+\frac{P_{n}}{Q_{n}}-d\left(1+\sum_{i=1}^{n} q_{i} \log \frac{p_{i}}{q_{i}}\right) \\
& \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| d \log d-\frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}\left|-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right|\left(1+\log \frac{p_{i}}{q_{i}}\right)\left(d-\frac{p_{i}}{q_{i}}\right)| | \tag{5.123}
\end{align*}
$$

Putting $q_{i}=\frac{w^{i}}{(i+q)^{s} \phi^{*}(s, q, w)}, i=1,2, \ldots, n$, in (5.123), we get (5.121).

Theorem 5.60 ([6]) Let $n \in\{1,2,3, \ldots\}, t_{1}, t_{2} \geq 0, w_{1}, w_{2}, s_{1}, s_{2}>0$, then for any $d \in$ $\mathbb{R}_{+}$, we have

$$
\begin{align*}
& \left.d \log d+1-d\left(1-\sum_{i=1}^{n} \frac{w_{2}^{i} \log \left(\frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right)}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}+H\left(\Phi^{*}, t, s\right)\right)\right) \\
& \quad \geq\left|\sum_{i=1}^{n} \frac{w_{2}^{i}\left|d \log d-\frac{w_{1}^{i}\left(i+t_{2} s^{2} \Phi^{*} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right.}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)} \log \frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right|}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\right| \\
& \left.-\sum_{i=1}^{n} \frac{w_{1}^{i}\left|\left(1+\log \frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right)\left(d-\frac{w_{i}^{i}\left(i+t_{2} s^{s} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)\right.}{w_{2}^{2}\left(i+t_{1}\right)^{s} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right)\right|}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right) . \tag{5.124}
\end{align*}
$$

Proof. Using (5.123) for $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s, \phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s \Phi^{*}}\left(t_{2}, s_{2}, w_{2}\right)}, i=1,2, \ldots, n$, we obtain (5.124).

Theorem 5.61 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=$ $Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{array}{r}
-H\left(\Phi^{*}, t, s\right)-\sum_{i=1}^{n} \frac{w^{i} \log q_{i}}{(i+q)^{s} \Phi^{*}(s, q, w)}-Q_{n} c \log c-\left(1-c Q_{n}\right)(1+\log c) \\
\left.\geq\left|\sum_{i=1}^{n} q_{i}\right| \frac{w^{i} \log \left(\frac{w^{i}}{q_{i}(i+q)^{s} \Phi^{*}(s, q, w)}\right)}{q_{i}(i+q)^{s} \Phi^{*}(s, q, w)}-c \log c \right\rvert\, \\
\left.-|1+\log c| \sum_{i=1}^{n} q_{i}\left|\frac{w^{i}}{q_{i}(i+q)^{s} \Phi^{*}(s, q, w)}-c\right| \right\rvert\, . \tag{5.125}
\end{array}
$$

Proof. Taking discrete measure, $p \rightarrow p_{i}, q \rightarrow q_{i}$ and then using inequality (5.50) for $\phi(x)=$ $x \log x$, we obtain

$$
\begin{align*}
& \frac{1}{Q_{n}} \sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}-c \log c-\left(\frac{P_{n}}{Q_{n}}-c\right)(1+\log c) \\
& \quad \geq\left|\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}} \log \frac{p_{i}}{q_{i}}-c \log c\left|-\frac{|1+\log c|}{Q_{n}} \sum_{i=1}^{n} q_{i}\right| \frac{p_{i}}{q_{i}}-c| | . \tag{5.126}
\end{align*}
$$

Now putting $p_{i}=\frac{w^{i}}{(i+q)^{s} \phi^{*}(s, q, w)}, i=1,2, \ldots, n$, in (5.126), we get (5.125).

Theorem 5.62 ([6]) Let $n \in\{1,2,3, \ldots\}, q \geq 0, w_{1}, w_{2}, s, q_{i}>0, i=1,2, . ., n$ with $\sum_{i=1}^{n} q_{i}=$ $Q_{n}$, then for any $c \in \mathbb{R}_{+}$, we have

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{w_{1}^{i} \log \left(\frac{\left(i+t_{2}\right)^{s} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}}\right)}{\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}-H\left(\Phi^{*}, t_{1}, s_{1}\right)-c \log c-(1-c)(1+\log c) \\
& \quad \geq \left\lvert\, \sum_{i=1}^{n} \frac{w_{2}^{i}\left|\frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s} \Phi^{*}\left(\Phi_{1}^{*}\left(t_{1}, s_{1}, w_{1}\right)\right.} \log \left(\frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}{w_{2}^{i}\left(i+t_{1}\right)^{s_{1}} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}\right)-c \log c\right|}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}\right. \\
& \left.\quad-|1+\log c| \sum_{i=1}^{n} \frac{\left.w_{2}^{i} \frac{w_{1}^{i}\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{1}, s_{2}, w_{2}\right)}{\left.w_{2}^{i}\left(i+t_{1}\right)^{s_{1} \Phi^{*} \Phi_{2}} t_{1}, s_{1}, w_{1}\right)}-c \right\rvert\,}{\left(i+t_{2}\right)^{s_{2}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)} \right\rvert\, . \tag{5.127}
\end{align*}
$$

Proof. Using (5.126) for $p_{i}=\frac{w_{1}^{i}}{\left(i+t_{1}\right)^{s 1} \Phi^{*}\left(t_{1}, s_{1}, w_{1}\right)}$ and $q_{i}=\frac{w_{2}^{i}}{\left(i+t_{2}\right)^{s D^{*}} \Phi^{*}\left(t_{2}, s_{2}, w_{2}\right)}, i=1,2, \ldots, n$, we get (5.127).
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## Chapter <br> 6

# Combinatorial improvements of Zipf-Mandelbrot Laws via interpolations 

Khuram Ali Khan, Tasadduq Nia, Đilda Pečarić and Josip Pečarić

Abstract. Jensens inequality is important to obtain inequalities for divergence between probability distributions. By applying a refinement of Jensen inequality [17] and introducing a new functional based on $f$-divergence functional, we obtain some estimates for the new functionals, the $f$-divergence and Rényi divergence. Some inequalities for Rényi and Shannon estimates are constructed. Zipf-Mandelbrot law is used to illustrate the results and generalize the refinement of Jensens inequality and new inequalities of Rényi and Shannon entropies for $m$-convex function using Montgomery identity, Lidstone polynomial, Taylor polynomial and Hermite interpolating polynomial.

[^4]
### 6.1 Introduction

The most commonly used words, the largest cities of countries income of billionare can be described in term of Zipf's law. The $f$-divergence which means that distance between two probability distribution by making an average value, which is weighted by a specified function. As $f$-divergence, there are other probabilities distributions like Csiszar $f$-divergence [19, 20], some special case of which are Kullback-Leibler-divergence use to find the appropriate distance between the probability distribution (see [23, 24]). The notion of distance is stronger than divergence because it give the properties of symmetry and triangle inequalities. Probability theory has application in many fields and the divergence between probability distribution have many application in these fields.

Many natural phenomena's like distribution of wealth and income in a society, distribution of face book likes, distribution of football goals follows power law distribution (Zipf's Law). Like above phenomena's, distribution of city sizes also follow Power Law distribution. Auerbach [5] first time gave the idea that the distribution of city size can be well approximated with the help of Pareto distribution (Power Law distribution). This idea was well refined by many researchers but Zipf [13] worked significantly in this field. The distribution of city sizes is investigated by many scholars of the urban economics, like Rosen and Resnick [30] , Black and Henderson [7], Ioannides and Overman [18], Soo [31], Anderson and Ge [4] and Bosker et al. [8]. Zipf's law states that: "The rank of cities with a certain number of inhabitants varies proportional to the city sizes with some negative exponent, say that is close to unit". In other words, Zipf's Law states that the product of city sizes and their ranks appear roughly constant. This indicates that the population of the second largest city is one half of the population of the largest city and the third largest city equal to the one third of the population of the largest city and the population of $n$-th city is $\frac{1}{n}$ of the largest city population. This rule is called rank, size rule and also named as Zipf's Law. Hence Zip's Law not only shows that the city size distribution follows the Pareto distribution, but also show that the estimated value of the shape parameter is equal to unity.

In [21] L. Horváth et al. introduced some new functionals based on the $f$-divergence functionals, and obtained some estimates for the new functionals. They obtained $f$-divergence and Rényi divergence by applying a cyclic refinement of Jensen's inequality. They also construct some new inequalities for Rényi and Shannon entropies and used ZipfMadelbrot law to illustrate the results.

Higher order convex function was introduced by T. Popoviciu (see [28, p. 15]). The inequalities involving higher order convex functions are used by physicists in higher dimensions problems. S. I. Butt et al. in their work stated that many of the results are not true for higher order convex functions which are true for convex functions, which convince us to study the results involving higher order convexity (see [10]). In [28, p. 16], the following criteria is given to check the $m$-convexity of the function. If $f^{(m)}$ exists, then $f$ is $m$-convex if and only if $f^{(m)} \geq 0$.
In recent years many researchers have generalized the inequalities for $m$-convex func-
tions; like S. I. Butt et al. generalized the Popoviciu inequality for $m$-convex function using Taylor's formula, Lidstone polynomial, montgomery identity, Fink's identity, AbelGonstcharoff interpolation and Hermite interpolating polynomial (see [9, 10, 11, 12, 13]).

Since many years Jensen's inequality has of great interest. The researchers have given the refinement of Jensen's inequality by defining some new functions (see [16, 17] ). Like many researchers L. Horváth and J. Pečarić in ([14, 17], see also [15, p. 26]), gave a refinement of Jensen's inequality for convex function. They defined some essential notions to prove the refinement given as follows:
Let $X$ be a set, and:
$P(X):=$ Power set of $X$,
$|X|:=$ Number of elements of $X$,
$\mathbb{N}:=$ Set of natural numbers with 0 .
Consider $q \geq 1$ and $r \geq 2$ be fixed integers. Define the functions

$$
\begin{gathered}
F_{r, s}:\{1, \ldots, q\}^{r} \rightarrow\{1, \ldots, q\}^{r-1} \quad 1 \leq s \leq r, \\
F_{r}:\{1, \ldots, q\}^{r} \rightarrow P\left(\{1, \ldots, q\}^{r-1}\right),
\end{gathered}
$$

and

$$
T_{r}: P\left(\{1, \ldots, q\}^{r}\right) \rightarrow P\left(\{1, \ldots, q\}^{r-1}\right),
$$

by

$$
\begin{gathered}
F_{r, s}\left(i_{1}, \ldots, i_{r}\right):=\left(i_{1}, i_{2}, \ldots, i_{s-1}, i_{s+1}, \ldots, i_{r}\right) \quad 1 \leq s \leq r \\
F_{r}\left(i_{1}, \ldots, i_{r}\right):=\bigcup_{s=1}^{r}\left\{F_{r, s}\left(i_{1}, \ldots, i_{r}\right)\right\}
\end{gathered}
$$

and

$$
T_{r}(I)=\left\{\begin{array}{lr}
\phi, & I=\phi ; \\
\bigcup_{\left(i_{1}, \ldots, i_{r}\right) \in I} F_{r}\left(i_{1}, \ldots, i_{r}\right), & I \neq \phi .
\end{array}\right.
$$

Next let the function

$$
\alpha_{r, i}:\{1, \ldots, q\}^{r} \rightarrow \mathbb{N} \quad 1 \leq i \leq q
$$

defined by

$$
\alpha_{r, i}\left(i_{1}, \ldots, i_{r}\right) \text { is the number of occurences of } i \text { in the sequence }\left(i_{1}, \ldots, i_{r}\right) \text {. }
$$

For each $I \in P\left(\{1, \ldots, q\}^{r}\right)$ let

$$
\alpha_{I, i}:=\sum_{\left(i_{1}, \ldots, i_{r}\right) \in I} \alpha_{r, i}\left(i_{1}, \ldots, i_{r}\right) \quad 1 \leq i \leq q
$$

$\left(H_{1}\right)$ Let $n, m$ be fixed positive integers such that $n \geq 1, m \geq 2$ and let $I_{m}$ be a subset of $\{1, \ldots, n\}^{m}$ such that

$$
\alpha_{I_{m}, i} \geq 1 \quad 1 \leq i \leq n .
$$

Introduce the sets $I_{l} \subset\{1, \ldots, n\}^{l}(m-1 \geq l \geq 1)$ inductively by

$$
I_{l-1}:=T_{l}\left(I_{l}\right) \quad m \geq l \geq 2 .
$$

Obviously the sets $I_{1}=\{1, \ldots, n\}$, by $\left(H_{1}\right)$ and this insures that $\alpha_{I_{1}, i}=1(1 \leq i \leq n)$. From $\left(H_{1}\right)$ we have $\alpha_{I_{l}, i} \geq 1(m-1 \geq l \geq 1,1 \leq i \leq n)$.
For $m \geq l \geq 2$, and for any $\left(j_{1}, \ldots, j_{l-1}\right) \in I_{l-1}$, let

$$
\mathscr{H}_{l_{l}}\left(j_{1}, \ldots, j_{l-1}\right):=\left\{\left(\left(i_{1}, \ldots, i_{l}\right), k\right) \times\{1, \ldots, l\} \mid F_{l, k}\left(i_{1}, \ldots, i_{l}\right)=\left(j_{1}, \ldots, j_{l-1}\right)\right\} .
$$

With the help of these sets they define the functions $\eta_{I_{m}, l}: I_{l} \rightarrow \mathbb{N}(m \geq l \geq 1)$ inductively by

$$
\begin{gathered}
\eta_{I_{m}, m}\left(i_{1}, \ldots, i_{m}\right):=1 \quad\left(i_{1}, \ldots, i_{m}\right) \in I_{m} ; \\
\eta_{I_{m}, l-1}\left(j_{1}, \ldots, j_{l-1}\right):=\sum_{\left(\left(i_{1}, \ldots, i_{l}\right), k\right) \in \mathscr{H}_{l_{l}\left(j_{1}, \ldots, j_{l-1}\right)}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) .
\end{gathered}
$$

They define some special expressions for $1 \leq l \leq m$, as follows

$$
\begin{aligned}
\mathscr{A}_{m, l}=\mathscr{A}_{m, l}\left(I_{m}, x_{1}, \ldots, x_{n}, p_{1}, \ldots, p_{n} ; f\right):= & \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
& \left(\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) f\left(\frac{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}} x_{i_{j}}}{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)
\end{aligned}
$$

and prove the following theorem.
Theorem 6.1 Assume $\left(H_{1}\right)$, and let $f: I \rightarrow \mathbb{R}$ be a convex function where $I \subset \mathbb{R}$ is an interval. If $x_{1}, \ldots, x_{n} \in I$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, then

$$
\begin{equation*}
f\left(\sum_{s=1}^{n} p_{s} x_{s}\right) \leq \mathscr{A}_{m, m} \leq \mathscr{A}_{m, m-1} \leq \ldots \leq \mathscr{A}_{m, 2} \leq \mathscr{A}_{m, 1}=\sum_{s=1}^{n} p_{s} f\left(x_{s}\right) \tag{6.1}
\end{equation*}
$$

We define the following functionals by taking the differences of refinement of Jensen's inequality given in (6.1).

$$
\begin{align*}
& \Theta_{1}(f)=\mathscr{A}_{m, r}-f\left(\sum_{s=1}^{n} p_{s} x_{s}\right), \quad r=1, \ldots, m,  \tag{6.2}\\
& \Theta_{2}(f)=\mathscr{A}_{m, r}-\mathscr{A}_{m, k}, \quad 1 \leq r<k \leq m . \tag{6.3}
\end{align*}
$$

Under the assumptions of Theorem 6.1, we have

$$
\begin{equation*}
\Theta_{i}(f) \geq 0, \quad i=1,2 \tag{6.4}
\end{equation*}
$$

Inequalities (6.4) are reversed if $f$ is concave on $I$.

### 6.1.1 Inequalities for Csiszár divergence

In [19, 20] Csiszár introduced the following notion.
Definition 6.1 Let $f: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a convex function, let $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ be positive probability distributions. Then $f$-divergence functional is defined by

$$
\begin{equation*}
I_{f}(\mathbf{r}, \mathbf{q}):=\sum_{i=1}^{n} q_{i} f\left(\frac{r_{i}}{q_{i}}\right) . \tag{6.5}
\end{equation*}
$$

And he stated that by defining

$$
\begin{equation*}
f(0):=\lim _{x \rightarrow 0^{+}} f(x) ; \quad 0 f\left(\frac{0}{0}\right):=0 ; \quad 0 f\left(\frac{a}{0}\right):=\lim _{x \rightarrow 0^{+}} x f\left(\frac{a}{0}\right), \quad a>0, \tag{6.6}
\end{equation*}
$$

we can also use the nonnegative probability distributions as well.
In [21], L. Horv́ath, et al gave the following functional on the based of previous definition.
Definition 6.2 Let $I \subset \mathbb{R}$ be an interval and let $f: I \rightarrow \mathbb{R}$ be a function, let $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ $\in \mathbb{R}^{n}$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}$ such that

$$
\frac{r_{s}}{q_{s}} \in I, \quad s=1, \ldots, n
$$

Then they define the sum as $\hat{I}_{f}(\mathbf{r}, \mathbf{q})$ as

$$
\begin{equation*}
\hat{I}_{f}(\mathbf{r}, \mathbf{q}):=\sum_{s=1}^{n} q_{s} f\left(\frac{r_{s}}{q_{s}}\right) . \tag{6.7}
\end{equation*}
$$

We apply Theorem 6.1 to $\hat{I}_{f}(\mathbf{r}, \mathbf{q})$
Theorem 6.2 Assume $\left(H_{1}\right)$, let $I \subset \mathbb{R}$ be an interval and let $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ are in $(0, \infty)^{n}$ such that

$$
\frac{r_{s}}{q_{s}} \in I, \quad s=1, \ldots, n
$$

(i) If $f: I \rightarrow \mathbb{R}$ is convex function, then

$$
\begin{array}{r}
\hat{I}_{f}(\mathbf{r}, \mathbf{q})=\sum_{s=1}^{n} q_{s} f\left(\frac{r_{s}}{q_{s}}\right) \geq \ldots \geq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\quad\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) f\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{L_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \geq \ldots \geq f\left(\frac{\sum_{s=1}^{n} r_{s}}{\sum_{s=1}^{n} q_{s}}\right) \sum_{s=1}^{n} q_{s} . \tag{6.8}
\end{array}
$$

If $f$ is concave function, then inequality signs in (6.8) are reversed.
(ii) If $f: I \rightarrow \mathbb{R}$ is a function such that $x \rightarrow x f(x)(x \in I)$ is convex, then

$$
\begin{align*}
& \left(\sum_{s=1}^{n} r_{s}\right) f\left(\sum_{s=1}^{n} \frac{r_{s}}{\sum_{s=1}^{n} q_{s}}\right) \leq \ldots \leq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
& \left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i} i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) f\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \leq \ldots \leq \sum_{s=1}^{n} r_{s} f\left(\frac{r_{s}}{q_{S}}\right)=\hat{I}_{i d f}(\mathbf{r}, \mathbf{q}) . \tag{6.9}
\end{align*}
$$

Proof. (i) Consider $p_{s}=\frac{q_{s}}{\sum_{s=1}^{n} q_{s}}$ and $x_{s}=\frac{r_{s}}{q_{s}}$ in Theorem 6.1, we have

$$
\begin{aligned}
& f\left(\sum_{s=1}^{n} \frac{q_{s}}{\sum_{s=1}^{n} q_{s}} \frac{r_{s}}{q_{s}}\right) \leq \ldots \leq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)
\end{aligned}
$$

And taking the sum $\sum_{s=1}^{n} q_{i}$ we have (6.8).
(ii) Using $f:=\operatorname{idf}$ (where "id" is the identity function) in Theorem 6.1, we have

$$
\begin{array}{r}
\sum_{s=1}^{n} p_{s} x_{s} f\left(\sum_{s=1}^{n} p_{s} x_{s}\right) \leq \ldots \leq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\left(\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}} x_{i_{j}}}{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{L_{m}, i_{j}}}}\right) f\left(\frac{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}} x_{i_{j}}}{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{L_{m}, i_{j}}}}\right) \leq \ldots \leq \sum_{s=1}^{n} p_{s} x_{s} f\left(x_{s}\right) . \tag{6.11}
\end{array}
$$

Now on using $p_{s}=\frac{q_{s}}{\sum_{s=1}^{n} q_{s}}$ and $x_{s}=\frac{r_{s}}{q_{s}}, s=1, \ldots, n$, we get

$$
\begin{aligned}
& \sum_{s=1}^{n} \frac{q_{s}}{\sum_{s=1}^{n} q_{s}} \frac{r_{s}}{q_{s}} f\left(\sum_{s=1}^{n} \frac{q_{s}}{\sum_{s=1}^{n} q_{s}} \frac{r_{s}}{q_{s}}\right) \leq \ldots \leq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq \ldots \leq \sum_{s=1}^{n} \frac{q_{s}}{\sum_{s=1}^{n} q_{s}} \frac{r_{s}}{q_{s}} f\left(\frac{r_{s}}{q_{S}}\right) . \tag{6.12}
\end{align*}
$$

On taking sum $\sum_{s=1}^{n} q_{s}$ on both sides, we get (6.9).

### 6.1.2 Inequalities for Shannon Entropy

Definition 6.3 (SEE [21]) The Shannon entropy of positive probability distribution $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ is defined by

$$
\begin{equation*}
H(\boldsymbol{r}):=-\sum_{s=1}^{n} r_{s} \log \left(r_{s}\right) \tag{6.13}
\end{equation*}
$$

Corollary 6.1 Assume $\left(H_{1}\right)$.
(i) If $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}$, and the base of $\log$ is greater than 1 , then

$$
\begin{gather*}
-\sum_{s=1}^{n} q_{s} \log \left(q_{s}\right) \leq \ldots \leq-\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \leq \ldots \leq \log \left(\frac{n}{\sum_{s=1}^{n} q_{s}}\right) \sum_{s=1}^{n} q_{s} \tag{6.14}
\end{gather*}
$$

If the base of $\log$ is between 0 and 1, then inequality signs in (6.14) are reversed.
(ii) If $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ is a positive probability distribution and the base of $\log$ is greater than 1 , then we have the estimates for the Shannon entropy of $\mathbf{q}$

$$
\begin{array}{r}
H(\mathbf{q}) \leq \ldots \leq-\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\quad\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \leq \ldots \leq \log (n) . \tag{6.15}
\end{array}
$$

Proof. (i) Using $f:=\log$ and $\mathbf{r}=(1, \ldots, 1)$ in Theorem 6.2 (i), we get (6.14). (ii) It is the special case of $(i)$.

Definition 6.4 (SEE [21]) The Kullback-Leibler divergence between the positive probability distribution $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ is defined by

$$
\begin{equation*}
D(\mathbf{r}, \mathbf{q}):=\sum_{s=1}^{n} r_{i} \log \left(\frac{r_{i}}{q_{i}}\right) \tag{6.16}
\end{equation*}
$$

Corollary 6.2 Assume $\left(H_{1}\right)$.
(i) Let $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in(0, \infty)^{n}$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}$. If the base of $\log$ is greater than 1, then

$$
\begin{array}{r}
\sum_{s=1}^{n} r_{s} \log \left(\sum_{s=1}^{n} \frac{r_{s}}{\sum_{s=1}^{n} q_{s}}\right) \leq \ldots \leq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{l_{m}, i_{j}}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \leq \ldots \leq \sum_{s=1}^{n} r_{s} \log \left(\frac{r_{s}}{q_{s}}\right) . \tag{6.17}
\end{array}
$$

(ii) If $\boldsymbol{r}$ and $\boldsymbol{q}$ are positive probability distributions, and the base of $\log$ is greater than 1 , then we have

$$
\begin{array}{r}
D(\boldsymbol{r}, \boldsymbol{q}) \geq \ldots \geq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{i_{j}}{\alpha_{I_{m}, i_{j}}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \geq \ldots \geq 0 . \tag{6.18}
\end{array}
$$

If the base of $\log$ is between 0 and 1 , then inequality signs in (6.18) are reversed.
Proof. (i) On taking $f:=\log$ in Theorem 6.2 (ii), we get (6.17).
(ii) It is a special case of $(i)$.

### 6.1.3 Inequalities for Rényi Divergence and Entropy

The Rényi divergence and entropy come from [29].
Definition 6.5 Let $\boldsymbol{r}:=\left(r_{1}, \ldots, r_{n}\right)$ and $\boldsymbol{q}:=\left(q_{1}, \ldots, q_{n}\right)$ be positive probability distribution, and let $\lambda \geq 0, \lambda \neq 1$.
(a) The Rényi divergence of order $\lambda$ is defined by

$$
\begin{equation*}
D_{\lambda}(\boldsymbol{r}, \boldsymbol{q}):=\frac{1}{\lambda-1} \log \left(\sum_{i=1}^{n} q_{i}\left(\frac{r_{i}}{q_{i}}\right)^{\lambda}\right) \tag{6.19}
\end{equation*}
$$

(b) The Rényi entropy of order $\lambda$ of $\boldsymbol{r}$ is defined by

$$
\begin{equation*}
H_{\lambda}(\boldsymbol{r}):=\frac{1}{1-\lambda} \log \left(\sum_{i=1}^{n} r_{i}^{\lambda}\right) . \tag{6.20}
\end{equation*}
$$

The Rényi divergence and the Rényi entropy can also be extended to non-negative probability distributions. If $\lambda \rightarrow 1$ in (6.19), we have the Kullback-Leibler divergence, and if $\lambda \rightarrow 1$ in (6.20), then we have the Shannon entropy. In the next two results, inequalities can be found for the Rényi divergence.

Theorem 6.3 Assume $\left(H_{1}\right)$, let $\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ are probability distributions.
(i) If $0 \leq \lambda \leq \mu$ such that $\lambda, \mu \neq 1$, and the base of $\log$ is greater than 1 , then

$$
\begin{aligned}
& D_{\lambda}(\boldsymbol{r}, \boldsymbol{q}) \leq \ldots \leq \\
& \frac{1}{\mu-1} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right)^{\frac{\mu-1}{\lambda-1}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\leq \ldots \leq D_{\mu}(\boldsymbol{r}, \boldsymbol{q}) \tag{6.21}
\end{equation*}
$$

The reverse inequalities hold if the base of $\log$ is between 0 and 1 .
(ii) If $1<\mu$ and the base of $\log$ is greater than 1 , then

$$
\begin{align*}
D_{1}(\boldsymbol{r}, \boldsymbol{q})=D(\boldsymbol{r}, \boldsymbol{q}) & =\sum_{s=1}^{n} r_{s} \log \left(\frac{r_{s}}{q_{s}}\right) \\
& \leq \ldots \leq \frac{1}{\mu-1} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in l_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\right. \\
& \left.\exp \left(\frac{(\mu-1) \sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}} \log \left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)\right) \leq \ldots \leq D_{\mu}(\boldsymbol{r}, \boldsymbol{q}), \tag{6.22}
\end{align*}
$$

where the base of $\exp$ is same as the base of $\log$, and the reverse inequalities hold if the base of $\log$ is between 0 and 1 .
(iii) If $0 \leq \lambda<1$, and the base of $\log$ is greater than 1 , then

$$
\begin{align*}
& D_{\lambda}(\boldsymbol{r}, \boldsymbol{q}) \leq \ldots \leq \\
& \begin{aligned}
\frac{1}{\lambda-1} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) & \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \\
& \leq \ldots \leq D_{1}(\boldsymbol{r}, \boldsymbol{q}) .
\end{aligned}
\end{align*}
$$

Proof. By applying Theorem 6.1 with $I=(0, \infty), f:(0, \infty) \rightarrow \mathbb{R}, f(t):=t^{\frac{\mu-1}{\lambda-1}}$

$$
p_{s}:=r_{s}, \quad x_{s}:=\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}, s=1, \ldots, n,
$$

we have

$$
\begin{gather*}
\left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right)^{\frac{\mu-1}{\lambda-1}}=\left(\sum_{s=1}^{n} r_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}\right)^{\frac{\mu-1}{\lambda-1}} \\
\leq \ldots \leq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)^{\frac{\mu-1}{\lambda-1}} \\
\leq \ldots \leq \sum_{s=1}^{n} r_{s}\left(\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}\right)^{\frac{\mu-1}{\lambda-1}} \tag{6.24}
\end{gather*}
$$

if either $0 \leq \lambda<1<\beta$ or $1<\lambda \leq \mu$, and the reverse inequality in (6.24) holds if $0 \leq \lambda \leq$ $\beta<1$. By raising to power $\frac{1}{\mu-1}$, we have from all

$$
\begin{align*}
& \left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right)^{\frac{1}{\lambda-1}} \leq \ldots \leq \\
& \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)^{\frac{\mu-1}{\lambda-1}}\right)^{\frac{1}{\mu-1}} \\
& \quad \leq \ldots \leq\left(\sum_{s=1}^{n} r_{s}\left(\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}\right)^{\frac{\mu-1}{\lambda-1}}\right)^{\frac{1}{\mu-1}}=\left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\mu}\right)^{\frac{1}{\mu-1}} \tag{6.25}
\end{align*}
$$

Since $\log$ is increasing if the base of $\log$ is greater than 1 , it now follows (6.21). If the base of $\log$ is between 0 and 1 , then $\log$ is decreasing and therefore inequality in (6.21) are reversed. If $\lambda=1$ and $\beta=1$, we have (ii) and (iii) respectively by taking limit.

Theorem 6.4 Assume $\left(H_{1}\right)$, let $\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ are probability distributions. If either $0 \leq \lambda<1$ and the base of $\log$ is greater than 1 , or $1<\lambda$ and the base of $\log$ is between 0 and 1 , then

$$
\begin{align*}
& \frac{1}{\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}} \sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda} \log \left(\frac{r_{s}}{q_{s}}\right) \leq \ldots \leq \\
& \frac{1}{(\lambda-1) \sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
& \left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right) \leq \ldots \leq D_{\lambda}(\boldsymbol{r}, \boldsymbol{q}) \leq \ldots \leq \\
& \begin{aligned}
\frac{1}{\lambda-1} \frac{(m-1)!}{(l-1)!} & \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\begin{array}{l}
\left.\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \\
\leq \ldots \leq D_{1}(\boldsymbol{r}, \boldsymbol{q}) .
\end{array}\right.
\end{aligned} .
\end{align*}
$$

The inequalities in (6.26) are reversed if either $0 \leq \lambda<1$ and the base of $\log$ is between 0 and 1 , or $1<\lambda$ and the base of $\log$ is greater than 1 .

Proof. We prove only the case when $0 \leq \lambda<1$ and the base of $\log$ is greater than 1 and the other cases can be proved similarly. Since $\frac{1}{\lambda-1}<0$ and the function log is concave then choose $I=(0, \infty), f:=\log , p_{s}=r_{s}, x_{s}:=\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}$ in Theorem 6.1, we have

$$
\begin{align*}
& D_{\lambda}(\mathbf{r}, \mathbf{q})=\frac{1}{\lambda-1} \log \left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right)=\frac{1}{\lambda-1} \log \left(\sum_{s=1}^{n} r_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}\right) \\
& \leq \ldots \leq \frac{1}{\lambda-1} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{r_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \\
& \leq \ldots \leq \frac{1}{\lambda-1} \sum_{s=1}^{n} r_{s} \log \left(\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}\right)=\sum_{s=1}^{n} r_{s} \log \left(\frac{r_{s}}{q_{s}}\right)=D_{1}(\mathbf{r}, \mathbf{q}) \tag{6.27}
\end{align*}
$$

and this give the upper bound for $D_{\lambda}(\mathbf{r}, \mathbf{q})$.
Since the base of $\log$ is greater than 1 , the function $x \mapsto x f(x)(x>0)$ is convex therefore $\frac{1}{1-\lambda}<0$ and Theorem 6.1 gives

$$
\begin{aligned}
& D_{\lambda}(\mathbf{r}, \mathbf{q})=\frac{1}{\lambda-1} \log \left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right) \\
& =\frac{1}{\lambda-1\left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right)}\left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right) \log \left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right) \\
& \geq \ldots \geq \frac{1}{\lambda-1\left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right)} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \\
& \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i} i_{j}}}}\right)= \\
& \frac{1}{\lambda-1\left(\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}\right)} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
& \left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i} i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)
\end{aligned}
$$

$$
\begin{align*}
& \geq \ldots \geq \frac{1}{\lambda-1} \sum_{s=1}^{n} r_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1} \log \left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1} \frac{1}{\sum_{s=1}^{n} r_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda-1}} \\
& =\frac{1}{\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}} \sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda} \log \left(\frac{r_{s}}{q_{s}}\right) \tag{6.28}
\end{align*}
$$

which give the lower bound of $D_{\lambda}(\mathbf{r}, \mathbf{q})$.
By using the previous results, some inequalities are Rényi entropy are obtained. Let $\frac{1}{\mathrm{n}}=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right)$ be a discrete probability distribution.
Corollary 6.3 Assume $\left(H_{1}\right)$ and let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ are positive probability distributions.
(i) If $0 \leq \lambda \leq \mu, \lambda, \mu \neq 1$, and the base of $\log$ is greater than 1 , then

$$
\begin{align*}
H_{\lambda}(\boldsymbol{p}) \geq & \ldots \geq \frac{1}{\mu-1} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\right. \\
& \left.\times\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)^{\frac{\mu-1}{\lambda-1}}\right) \geq \ldots \geq H_{\mu}(\boldsymbol{r}) . \tag{6.29}
\end{align*}
$$

The reverse inequalities holds in (6.29) if the base of $\log$ is between 0 and 1 .
(ii) If $1<\mu$ and base of $\log$ is greater than 1 , then

$$
\begin{align*}
H(\boldsymbol{r})= & -\sum_{s=1}^{n} \log \left(p_{i}\right) \geq \ldots \geq \log (n)+\frac{1}{1-\mu} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\right. \\
& \left.\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \exp \left(\frac{(\mu-1) \sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}} \log \left(n r_{i_{j}}\right)}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)\right) \geq \ldots \geq H_{\mu}(\boldsymbol{r}), \tag{6.30}
\end{align*}
$$

where the base of $\exp$ is same as the base of log. The inequalities in (6.30) are reversed if the base of $\log$ is between 0 and 1 .
(iii) If $0 \leq \lambda<1$, and the base of $\log$ is greater than 1, then

$$
\begin{gather*}
H_{\lambda}(\boldsymbol{r}) \geq \ldots \geq \frac{1}{1-\lambda} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \\
\geq \ldots \geq H(\boldsymbol{r}) . \tag{6.31}
\end{gather*}
$$

The inequalities in (6.31) are reversed if the base of $\log$ is between 0 and 1 .

Proof. (i) Suppose $\mathbf{q}=\frac{\mathbf{1}}{\mathbf{n}}$ then from (6.19), we have

$$
\begin{equation*}
D_{\lambda}(\mathbf{r}, \mathbf{q})=\frac{1}{\lambda-1} \log \left(\sum_{s=1}^{n} n^{\lambda-1} r_{s}^{\lambda}\right)=\log (n)+\frac{1}{\lambda-1} \log \left(\sum_{s=1}^{n} r_{s}^{\lambda}\right), \tag{6.32}
\end{equation*}
$$

therefore we have

$$
\begin{equation*}
H_{\lambda}(\mathbf{r})=\log (n)-D_{\lambda}\left(\mathbf{r}, \frac{\mathbf{1}}{\mathbf{n}}\right) \tag{6.33}
\end{equation*}
$$

Now using Theorem 6.3 (i) and (6.33), we get

$$
\begin{align*}
& H_{\lambda}(\mathbf{r})=\log (n)-D_{\lambda}\left(\mathbf{r}, \frac{\mathbf{1}}{\mathbf{n}}\right) \geq \ldots \\
& \log \left(\begin{array}{l}
n^{\mu-1} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}(n)-\frac{1}{\mu-1} \\
\\
\left.\left.\geq \ldots, i_{l}\right) \times\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)^{\frac{\mu-1}{\lambda-1}}\right)
\end{array}\right)
\end{align*}
$$

(ii) and (iii) can be proved similarly.

Corollary 6.4 Assume $\left(H_{1}\right)$ and let $\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ are positive probability distributions.
If either $0 \leq \lambda<1$ and the base of $\log$ is greater than 1 , or $1<\lambda$ and the base of $\log$ is between 0 and 1, then

$$
\begin{gather*}
-\frac{1}{\sum_{s=1}^{n} r_{s}^{\lambda}} \sum_{s=1}^{n} r_{s}^{\lambda} \log \left(r_{s}\right) \geq \ldots \geq \frac{1}{(\lambda-1) \sum_{s=1}^{n} r_{s}^{\lambda}} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\left(\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(n^{\lambda-1} \frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m, i}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right) \geq \ldots \geq H_{\lambda}(\boldsymbol{r}) \\
\geq \ldots \geq \frac{1}{1-\lambda} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \\
\geq \ldots \geq H(\boldsymbol{r}) . \tag{6.35}
\end{gather*}
$$

The inequalities in (6.35) are reversed if either $0 \leq \lambda<1$ and the base of $\log$ is between 0 and 1 , or $1<\lambda$ and the base of $\log$ is greater than 1 .

Proof. The proof is similar to the Corollary 6.3 by using Theorem 6.4.

### 6.2 Inequalities by Using Zipf-Mandelbrot Law

The Zipf-Mandelbrot law is defined as follows (see [26]).
Definition 6.6 Zipf-Mandelbrot law is a discrete probability distribution depending on three parameters $N \in\{1,2, \ldots\},, q \in[0, \infty)$ and $t>0$, and is defined by

$$
\begin{equation*}
f(s ; N, q, t):=\frac{1}{(s+q)^{t} H_{N, q, t}}, \quad s=1, \ldots, N \tag{6.36}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{N, q, t}=\sum_{k=1}^{N} \frac{1}{(k+q)^{t}} . \tag{6.37}
\end{equation*}
$$

For $q=0$, the Zipf-Mandelbrot law becomes Zipf's law.
Conclusion 6.1 Assume $\left(H_{1}\right)$, let $\boldsymbol{r}$ be a Zipf-Mandelbrot law, by Corollary 6.3 (iii), we get. If $0 \leq \lambda<1$, and the base of $\log$ is greater than 1 , then

$$
\begin{gather*}
H_{\lambda}(\boldsymbol{r})=\frac{1}{1-\lambda} \log \left(\frac{1}{H_{N, q, t}^{\lambda}} \sum_{s=1}^{n} \frac{1}{(s+q)^{\lambda s}}\right) \geq \ldots \geq \frac{1}{1-\lambda} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right) \\
\left(\sum_{j=1}^{l} \frac{1}{\alpha_{I_{m}, i_{j}}\left(i_{j}+q\right) H_{N \cdot q, t}}\right) \log \left(\frac{1}{H_{N, q, t}^{\lambda-1}} \frac{\sum_{j=1}^{l} \frac{1}{\sum_{I_{m, i}, i_{j}\left(i_{j}-q\right)^{\lambda_{s}}}^{l}}}{\sum_{j=1}^{l} \frac{1}{\alpha_{I_{m, i} i_{j}\left(i_{j}-q\right)^{s}}}}\right) \\
\geq \ldots \geq \frac{t}{H_{N, q, t}} \sum_{s=1}^{N} \frac{\log (s+q)}{(s+q)^{t}}+\log \left(H_{N, q, t}\right)=H(\boldsymbol{r}) . \tag{6.38}
\end{gather*}
$$

The inequalities in (6.38) are reversed if the base of $\log$ is between 0 and 1.
Conclusion 6.2 Assume $\left(H_{1}\right)$, let $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ be the Zipf-Mandelbort law with parameters $N \in\{1,2, \ldots\}, q_{1}, q_{2} \in[0, \infty)$ and $s_{1}, s_{2}>0$, respectively, then from Corollary 6.2 (ii), we have If the base of $\log$ is greater than 1 , then

$$
\begin{aligned}
& \bar{D}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)=\sum_{s=1}^{n} \frac{1}{\left(s+q_{1}\right)^{t_{1}} H_{N, q_{1}, t_{1}}} \log \left(\frac{\left(s+q_{2}\right)^{t_{2}} H_{N, q_{2}, t_{2}}}{\left(s+q_{1}\right)^{t_{1}} H_{N, q_{2}, t_{1}}}\right) \\
& \geq \ldots \geq \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{\frac{1}{\left(i_{j}+q_{2}\right)^{l_{2}} H_{N, q_{2}, t_{2}}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{\frac{1}{\left(i_{j}+q_{1}\right)^{t_{1}} H_{N, q_{1}, t_{1}}}}{\alpha_{I_{m, i}, i_{j}}}}{\sum_{j=1}^{l} \frac{\frac{1}{\left(i_{j}+q_{2}\right)^{2} H_{N, q_{2}, t_{2}}}}{\alpha_{I_{m}, i_{j}}}}\right)
\end{aligned}
$$

$$
\begin{equation*}
\log \left(\frac{\sum_{j=1}^{l} \frac{\frac{1}{\left(i_{j}+q_{1}\right)^{1_{1}} H_{N, q_{1}, t_{1}}}}{\alpha_{I_{m, i}, i_{j}}}}{\sum_{j=1}^{l} \frac{\frac{1}{\left(i_{j}+q_{2}\right)^{\frac{1}{2}} H_{N, q_{2}, i_{2}}}}{\alpha_{I_{m,}, i_{j}}}}\right) \geq \ldots \geq 0 \tag{6.39}
\end{equation*}
$$

The inequalities in (6.39) are reversed if base of $\log$ is between 0 and 1.
Under the assumption of Theorem 6.2 (i), define the functionals as follows.

$$
\begin{align*}
& \Theta_{3}(f)=\mathscr{A}_{m, r}^{[1]}-f\left(\frac{\sum_{s=1}^{n} r_{s}}{\sum_{s=1}^{n} q_{s}}\right) \sum_{s=1}^{n} q_{s}, \quad r=1, \ldots, m,  \tag{6.40}\\
& \Theta_{4}(f)=\mathscr{A}_{m, r}^{[1]}-\mathscr{A}_{m, k}^{[1]}, \quad 1 \leq r<k \leq m . \tag{6.41}
\end{align*}
$$

where

$$
\mathscr{A}_{m, l}^{[1]}=\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) f\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right) .
$$

Under the assumption of Theorem 6.2 (ii), define the functional.

$$
\begin{align*}
& \Theta_{5}(f)=\mathscr{A}_{m, r}^{[2]}-\left(\sum_{s=1}^{n} r_{s}\right) f\left(\frac{\sum_{s=1}^{n} r_{s}}{\sum_{s=1}^{n} q_{s}}\right), \quad r=1, \ldots, m  \tag{6.42}\\
& \Theta_{6}(f)=\mathscr{A}_{m, r}^{[2]}-\mathscr{A}_{m, k}^{[2]}, \quad 1 \leq r<k \leq m \tag{6.43}
\end{align*}
$$

where
$\mathscr{A}_{m, r}^{[2]}=\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) f\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)$.
Under the assumption of Corollary 6.1 (i), define the following functional.

$$
\begin{align*}
& \Theta_{7}(f)=A_{m, r}^{[3]}+\sum_{i=1}^{n} q_{i} \log \left(q_{i}\right), r=1, \ldots, n  \tag{6.44}\\
& \Theta_{8}(f)=A_{m, r}^{[3]}-A_{m, k}^{[3]}, 1 \leq r<k \leq m . \tag{6.45}
\end{align*}
$$

where

$$
A_{m, r}^{[3]}=\frac{-(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) .
$$

Under the assumption of Corollary 6.1 (ii), define the following functionals.

$$
\begin{gather*}
\Theta_{9}(f)=A_{m, r}^{[4]}-H(q), r=1, \ldots, m  \tag{6.46}\\
\Theta_{10}(f)=A_{m, r}^{[4]}-A_{m, k}^{[4]}, 1 \leq r<k \leq m \tag{6.47}
\end{gather*}
$$

where

$$
A_{m, r}^{[4]}=\frac{-(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) .
$$

Under the assumption of Corollary 6.2 (i), let us define the functionals.

$$
\begin{align*}
& \Theta_{11}(f)=A_{m, r}^{[5]}-\sum_{s=1}^{n} r_{s} \log \left(\sum_{s=1}^{n} \log \frac{r_{n}}{\sum_{s=1}^{n} q_{s}}\right), r=1, \ldots, m  \tag{6.48}\\
& \Theta_{12}(f)=A_{m, r}^{[5]}-A_{m, k}^{[5]}, \quad 1 \leq r<k \leq m . \tag{6.49}
\end{align*}
$$

where

$$
A_{m, r}^{[5]}=\frac{-(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i} i_{j}}}}{\sum_{j=1}^{l} \frac{q_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right) .
$$

Under the assumption of Theorem 6.3 (i), consider the following functionals.

$$
\begin{align*}
& \Theta_{13}(f)=A_{m, r}^{[6]}-D_{\lambda}(r, q), r=1, \ldots, m  \tag{6.50}\\
& \Theta_{14}(f)=A_{m, r}^{[6]}-A_{m, k}^{[6]}, 1 \leq r<k \leq m \tag{6.51}
\end{align*}
$$

where

$$
\begin{aligned}
& A_{m, r}^{[6]}=\frac{1}{\mu-1} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\right. \\
&\left.\left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)^{\frac{\mu-1}{\lambda-1}}\right)
\end{aligned}
$$

Under the assumption of Theorem 6.3 (ii), consider the following functionals

$$
\begin{align*}
& \Theta_{15}(f)=A_{m, r}^{[7]}-D_{1}(r, q), r=1, \ldots, m  \tag{6.52}\\
& \Theta_{16}(f)=A_{m, r}^{[7]}-A_{m, k}^{[7]}, 1 \leq r<k \leq m \tag{6.53}
\end{align*}
$$

where

$$
\begin{aligned}
& A_{m, r}^{[7]}=\frac{1}{\mu-1} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\right. \\
&\left.\exp \left(\frac{(\mu-1) \sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i} i_{j}}} \log \left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right)\right) .
\end{aligned}
$$

Under the assumption of Theorem 6.3 (iii), consider the following functionals

$$
\begin{gather*}
\Theta_{17}(f)=A_{m, r}^{[8]}-D_{\lambda}(r, q), r=1, \ldots, m  \tag{6.54}\\
\Theta_{18}(f)=A_{m, r}^{[8]}-A_{m, k}^{[8]}, \quad 1 \leq r<k \leq m . \tag{6.55}
\end{gather*}
$$

where

$$
A_{m, r}^{[8]}=\frac{1}{\lambda-1} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{l_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) .
$$

Under the assumption of Theorem 6.4 consider the following functionals

$$
\begin{align*}
& \Theta_{19}(f)=A_{m, r}^{[9]}-\frac{1}{\sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda}} \sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}}\right)^{\lambda} \log \left(\frac{r_{s}}{q_{s}}\right), r=1, \ldots, m  \tag{6.56}\\
& \Theta_{20}(f)=A_{m, r}^{[9]}-A_{m, k}^{[9]}, 1 \leq r<k \leq m .  \tag{6.57}\\
& \Theta_{21}(f)=D_{\lambda}(\mathbf{r}, \mathbf{q})-A_{m, r}^{[9]}, \quad r=1, \ldots, m  \tag{6.58}\\
& \Theta_{22}(f)=A_{m, r}^{[10]}-A_{m, r}^{[10]}, 1 \leq r<k \leq m .  \tag{6.59}\\
& \Theta_{23}(f)=A_{m, r}^{[10]}-A_{m, r}^{[9]}, 1 \leq r<k \leq m .  \tag{6.60}\\
& \Theta_{24}(f)=A_{m, r}^{[10]}-D_{\lambda}(\mathbf{r}, \mathbf{q}), r=1, \ldots, m  \tag{6.61}\\
& \Theta_{25}(f)=D_{1}(\mathbf{r}, \mathbf{q})-A_{m, r}^{[9]}, r=1, \ldots, m  \tag{6.62}\\
& \Theta_{26}(f)=D_{1}(\mathbf{r}, \mathbf{q})-A_{m, r}^{[10]}, r=1, \ldots, m  \tag{6.63}\\
& \Theta_{27}(f)=D_{1}(\mathbf{r}, \mathbf{q})-D_{\lambda}(\mathbf{r}, \mathbf{q}) \tag{6.64}
\end{align*}
$$

where

$$
A_{m, r}^{[9]}=\frac{1}{(\lambda-1) \sum_{s=1}^{n} q_{s}\left(\frac{r_{s}}{q_{s}} \lambda\right.} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}\right)
$$

$$
\begin{gather*}
\log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right),  \tag{6.65}\\
A_{m, r}^{[10]}=\frac{1}{\lambda-1} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}\left(\frac{r_{i_{j}}}{q_{i_{j}}}\right)^{\lambda-1}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right) .
\end{gather*}
$$

Under the assumption of Corollary 6.3 (i), consider the following functionals.

$$
\begin{align*}
& \Theta_{28}(f)=H_{\lambda}(\mathbf{p})-A_{m, r}^{[11]}, r=1, \ldots, m  \tag{6.66}\\
& \Theta_{29}(f)=A_{m, r}^{[11]}-A_{m, k}^{[11]}, 1 \leq r<k \leq m .  \tag{6.67}\\
& \Theta_{30}(f)=H_{\lambda}(\mathbf{p})-H_{\mu}(\mathbf{r})  \tag{6.68}\\
& \Theta_{31}(f)=A_{m, r}^{[11]}-H_{\mu}(\mathbf{r}), r=1, \ldots, m \tag{6.69}
\end{align*}
$$

where

$$
\left.\left.\begin{array}{rl}
A_{m, r}^{[11]}=\frac{1}{\mu-1} \log \left(\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right)\right. \\
& \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}\left(\frac{r_{i_{i_{j}}}^{\lambda}}{\alpha_{L_{m}, i_{j}}}\right)}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{l_{m}, i_{j}}}}\right)
\end{array}\right)^{\frac{\mu-1}{\lambda-1}}\right) .
$$

Under the assumption of Corollary 6.3 (ii), consider the following functionals

$$
\begin{align*}
& \Theta_{32}(f)=H(\mathbf{r})-A_{m, r}^{[12]}, r=1, \ldots, m  \tag{6.70}\\
& \Theta_{33}(f)=A_{m, r}^{[12]}-A_{m, k}^{[12]}, 1 \leq r<k \leq m .  \tag{6.71}\\
& \Theta_{34}(f)=H(\mathbf{r})-H_{\mu}(\mathbf{r})  \tag{6.72}\\
& \Theta_{35}(f)=A_{m, r}^{[12]}-H_{\mu}(\mathbf{r}), r=1, \ldots, m \tag{6.73}
\end{align*}
$$

where

$$
\begin{aligned}
A_{m, r}^{[12]}=\log (n)+\frac{1}{1-\mu} \log \left(\frac{(m-1)!}{(l-1)!}\right. & \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \\
& \left.\exp \left(\frac{(\mu-1) \sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{L_{m}, i_{j}}} \log \left(n r_{i_{j}}\right)}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right)\right)
\end{aligned}
$$

Under the assumption of Corollary 6.3 (iii), consider the following functionals.

$$
\begin{align*}
& \Theta_{36}(f)=H_{\lambda}(\mathbf{r})-A_{m, r}^{[13]}, r=1, \ldots, m  \tag{6.74}\\
& \Theta_{37}(f)=A_{m, r}^{[13]}-A_{m, k}^{[13]}, 1 \leq r<k \leq m .  \tag{6.75}\\
& \Theta_{38}(f)=H_{\lambda}(\mathbf{r})-H(\mathbf{r})  \tag{6.76}\\
& \Theta_{39}(f)=A_{m, r}^{[13]}-H(\mathbf{r}), r=1, \ldots, m \tag{6.77}
\end{align*}
$$

where

$$
A_{m, r}^{[13]}=\frac{1}{1-\lambda} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{L_{m, i}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{L_{m, i}, i_{j}}}}\right)
$$

Under the assumption of Corollary 6.4, defined the following functionals.

$$
\begin{align*}
& \Theta_{40}=-\frac{1}{\sum_{s=1}^{n} r_{s}^{\lambda}} \sum_{s=1}^{n} r_{s}^{\lambda} \log \left(r_{s}\right)-A_{m, r}^{[14]} r=1, \ldots, m  \tag{6.78}\\
& \Theta_{41}=A_{m, k}^{[14]}-A_{m, r}^{[14]}, 1 \leq r<k \leq m .  \tag{6.79}\\
& \Theta_{42}=A_{m, r}^{[14]}-H_{\lambda}(\mathbf{r}), r=1, \ldots, m  \tag{6.80}\\
& \Theta_{43}=H_{\lambda}(\mathbf{r})-A_{m, r}^{[15]}, r=1, \ldots, m  \tag{6.81}\\
& \Theta_{44}=H_{\lambda}(\mathbf{r})-H(\mathbf{r})  \tag{6.82}\\
& \Theta_{45}=A_{m, k}^{[15]}-A_{m, r}^{[15]}, 1 \leq r<k \leq m .  \tag{6.83}\\
& \Theta_{46}=A_{m, r}^{[15]}-H(\mathbf{r}), r=1, \ldots, m \tag{6.84}
\end{align*}
$$

where

$$
\begin{gathered}
A_{m, r}^{[14]}=\frac{1}{(\lambda-1) \sum_{s=1}^{n} r_{s}^{\lambda}} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(n^{\lambda-1} \frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m, i}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) \\
A_{m, r}^{[15]}=\frac{1}{1-\lambda} \frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) \log \left(\frac{\sum_{j=1}^{l} \frac{r_{i_{j}}^{\lambda}}{\alpha_{I_{m}, i_{j}}}}{\sum_{j=1}^{l} \frac{r_{i_{j}}}{\alpha_{I_{m}, i_{j}}}}\right) .
\end{gathered}
$$

### 6.3 Generalization of refinement of Jensen's, Rényi and Shannon type inequalities via Green Function

In [6], the green function $G:\left[\alpha_{1}, \alpha_{2}\right] \times\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ is defined as

$$
G(u, v)=\left\{\begin{array}{l}
\frac{\left(u-\alpha_{2}\right)\left(v-\alpha_{1}\right)}{\alpha_{2}-\alpha_{1}}, \alpha_{1} \leq v \leq u ;  \tag{6.85}\\
\frac{\left(v-\alpha_{2}\right)\left(u-\alpha_{1}\right)}{\alpha_{2}-\alpha_{1}}, u \leq v \leq \alpha_{2} .
\end{array}\right.
$$

The function $G$ is convex with respect to $v$ and due to symmetry also convex with respect to $u$. One can also note that $G$ is continuous function. In [32] it is given that any function $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$, such that $f \in C^{2}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$ can be written as

$$
\begin{equation*}
f(u)=\frac{\alpha_{2}-u}{\alpha_{2}-\alpha_{1}} f\left(\alpha_{1}\right)+\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}} f\left(\alpha_{2}\right)+\int_{\alpha_{1}}^{\alpha_{2}} G(u, v) f^{\prime \prime}(v) d v \tag{6.86}
\end{equation*}
$$

Theorem 6.5 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. If $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=$ 1, then the following statements are equivalent.
(i) For every continuous convex function $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$

$$
\begin{equation*}
f\left(\sum_{s=1}^{n} p_{s} x_{s}\right) \leq \mathscr{A}_{m, m} \leq \mathscr{A}_{m, m-1} \leq \ldots \leq \mathscr{A}_{m, 2} \leq \mathscr{A}_{m, 1}=\sum_{s=1}^{n} p_{s} f\left(x_{s}\right) . \tag{6.87}
\end{equation*}
$$

(ii) For all $v \in\left[\alpha_{1}, \alpha_{2}\right]$

$$
\begin{align*}
& G\left(\sum_{i=1}^{n} p_{i} x_{i}, v\right) \leq G_{m, m}\left(I_{m}, \boldsymbol{x}, \boldsymbol{p}, v, G\right) \leq G_{m, m-1}\left(I_{m}, \boldsymbol{x}, \boldsymbol{p}, v, G\right) \\
\leq & \ldots \leq G_{m, 2}\left(I_{m}, \boldsymbol{x}, \boldsymbol{p}, v, G\right) \leq G_{m, 1}\left(I_{m}, \boldsymbol{x}, \boldsymbol{p}, v, G\right)=\sum_{i=1}^{n} p_{i} G\left(x_{i}, v\right) \tag{6.88}
\end{align*}
$$

where
$G_{m, l}\left(I_{m}, \boldsymbol{x}, \boldsymbol{p}, v, G\right)=\frac{(m-1)!}{(l-1)!} \sum_{\left(i_{1}, \ldots, i_{l}\right) \in I_{l}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{l}\right)\left(\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) G\left(\frac{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}} x_{i_{j}}}{\sum_{j=1}^{l} \frac{p_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}, v\right)$.
Proof. First we see that $(i)$ implies that $(i i)$. Let $(i)$ is valid. As the function $G(\cdot, v)(v \in$ $\left[\alpha_{1}, \alpha_{2}\right]$ ) is continuous and convex, so (6.87) holds for the function $G(\cdot, v)$, which is the required reslut.

To prove (ii) implies (i), suppose the function $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$, such that $f$ is convex and $f \in C^{2}\left[\alpha_{1}, \alpha_{2}\right]$, and for $1 \leq r<k \leq m$ consider the difference

$$
\begin{aligned}
& \mathscr{A}_{m, r}-\mathscr{A}_{m, k}=\frac{(m-1)!}{(r-1)!} \sum_{\left(i_{1}, \ldots, i_{r}\right) \in I_{r}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{r}\right)\left(\sum_{j=1}^{r} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) f\left(\frac{\sum_{j=1}^{r} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}} x_{i_{j}}}{\sum_{j=1}^{r} \frac{p_{i_{j}}}{\alpha_{I_{m, i}}}}\right) \\
&-\frac{(m-1)!}{(k-1)!} \sum_{\left(i_{1}, \ldots, i_{k}\right) \in I_{k}} \eta_{I_{m}, l}\left(i_{1}, \ldots, i_{k}\right)\left(\sum_{j=1}^{k} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}}\right) f\left(\frac{\sum_{j=1}^{k} \frac{p_{i_{j}}}{\alpha_{I_{m}, i_{j}}} x_{i_{j}}}{\sum_{j=1}^{k} \frac{p_{i_{j}}}{\alpha_{I_{m, i}, i_{j}}}}\right) .
\end{aligned}
$$

Now using the identity (6.86) for the function $f$ on right side of above equation, and after simple calculation we have

$$
\mathscr{A}_{m, r}-\mathscr{A}_{m, k}=\int_{\alpha_{1}}^{\alpha_{2}}\left(G_{m, r}\left(I_{m}, \mathbf{x}, \mathbf{p}, v, G\right)-G_{m, l}\left(I_{m}, \mathbf{x}, \mathbf{p}, v, G\right)\right) f^{\prime \prime}(v) d v
$$

As $f$ is convex so $f^{\prime \prime} \geq 0$, since (6.88) is valid so the integrand in the integral of is nonnegative. So the non negativity of the integral give (6.87).

Remark 6.1 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. If $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$.
(i) If for all $v \in\left[\alpha_{1}, \alpha_{2}\right]$ the inequality (6.88) holds, then

$$
\Theta_{i}(f) \geq 0 \quad i=1, \ldots, 46
$$

(ii) If for all $v \in\left[\alpha_{1}, \alpha_{2}\right]$ the reverse inequality holds in (6.88), then

$$
\Theta_{i}(f) \leq 0 \quad i=1, \ldots, 46
$$

### 6.4 Generalization of refinement of Jensen's, Rényi and Shannon type inequalities via Montgomery identity

The Montgomery identity via Taylor's formula is given in [2] and [3].
Theorem 6.6 Let $m \in \mathbb{N}, f: I \rightarrow \mathbb{R}$ be such that $f^{(m-1)}$ is absolutely continuous, $I \subset \mathbb{R}$ be an open interval $\alpha_{1}, \alpha_{2} \in I, \alpha_{1}<\alpha_{2}$. Then the following identity holds
$\psi(x)=\frac{1}{\alpha_{2}-\alpha_{1}} \int_{\alpha_{1}}^{\alpha_{2}} \psi(u) d u+\sum_{k=0}^{m-2} \frac{\psi^{(k+1)}\left(\alpha_{1}\right)\left(x-\alpha_{1}\right)^{k+2}}{k!(k+2)\left(\alpha_{2}-\alpha_{1}\right)}-\sum_{k=0}^{m-2} \frac{\psi^{(k+1)}\left(\alpha_{2}\right)\left(x-\alpha_{2}\right)^{k+2}}{k!(k+2)\left(\alpha_{2}-\alpha_{1}\right)}$

$$
\begin{equation*}
+\frac{1}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} R_{m}(x, u) \psi^{(m)}(u) d u \tag{6.89}
\end{equation*}
$$

where

$$
R_{m}(x, u)=\left\{\begin{array}{l}
-\frac{(x-u)^{m}}{m\left(\alpha_{2}-\alpha_{1}\right)}+\frac{x-\alpha_{1}}{\alpha_{2}-\alpha_{1}}(x-u)^{m-1}, \quad \alpha_{1} \leq u \leq x ;  \tag{6.90}\\
-\frac{\left.(x-u)^{m}\right)}{m\left(\alpha_{2}-\alpha_{1}\right)}+\frac{x-\alpha_{2}}{\alpha_{2}-\alpha_{1}}(x-u)^{m-1}, x \leq u \leq \alpha_{2}
\end{array}\right.
$$

Theorem 6.7 Let $m \in \mathbb{N}, f: I \rightarrow \mathbb{R}$ be such that $f^{(m-1)}$ is absolutely continuous, $I \subset \mathbb{R}$ be an interval, $\alpha_{1}, \alpha_{2} \in I, \alpha_{1}<\alpha_{2}$. Then the following identity holds

$$
\begin{align*}
\psi(x)=\frac{1}{\alpha_{2}-\alpha_{1}} \int_{\alpha_{1}}^{\alpha_{2}} \psi(u) d u & +\sum_{k=0}^{m-2} \psi^{(k+1)}(x) \frac{\left(\alpha_{1}-x\right)^{k+2}-\left(\alpha_{2}-x\right)^{k+2}}{(k+2)!\left(\alpha_{2}-\alpha_{1}\right)} \\
& +\frac{1}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} \widehat{R}(x, u) \psi^{(m)}(u) d u \tag{6.91}
\end{align*}
$$

where

$$
\widehat{R}(x, u)= \begin{cases}-\frac{1}{m\left(\alpha_{2}-\alpha_{1}\right)} & \left(\alpha_{1}-u\right),  \tag{6.92}\\ -\frac{1}{1} \leq u \leq x \\ -\frac{1}{m\left(\alpha_{2}-\alpha_{1}\right)} & \left(\alpha_{2}-u\right), \\ x \leq u \leq \alpha_{2} .\end{cases}
$$

In case $m=1$, the sum $\sum_{k=0}^{m-2} \ldots$ is empty, so (6.89) and (6.91) reduce to well-known Montgomery identity (see [27])

$$
f(x)=\frac{1}{\alpha_{2}-\alpha_{1}} \int_{\alpha_{1}}^{\alpha_{2}} f(t) d t+\frac{1}{\alpha_{2}-\alpha_{1}} \int_{\alpha_{1}}^{\alpha_{2}} p(x, u) f^{\prime}(u) d u
$$

where $p(x, u)$ is the Peano kernel, defined by

$$
p(x, u)=\left\{\begin{array}{l}
\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \alpha_{1} \leq u \leq x \\
\frac{u-\alpha_{2}}{\alpha_{2}-\alpha_{1}}, x \leq u \leq \alpha_{2}
\end{array}\right.
$$

We construct the identity for the (6.3) with the help of generalized Montgomery identity (6.89).

Theorem 6.8 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $R_{m}(x, u)$ be the same as defined in (6.90), then the following identity holds.

$$
\begin{align*}
& \Theta_{i}(f)=\frac{1}{\alpha_{2}-\alpha_{1}} \sum_{k=0}^{m-2}\left(\frac{1}{k!(k+2)}\right)\left(f^{(k+1)}\left(\alpha_{1}\right) \Theta_{i}\left(\left(x-\alpha_{1}\right)^{k+1}\right)-f^{(k+1)}\left(\alpha_{2}\right)\right. \\
& \left.\times \Theta_{i}\left(\left(x-\alpha_{2}\right)^{k+1}\right)\right) \frac{1}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}\left(R_{m}(x, u)\right) f^{(m)}(u) d u,, i=1, \ldots, 46 \tag{6.93}
\end{align*}
$$

Proof. Using (6.89) in (6.2), (6.3) and (6.40)-(6.84), we get the result.

Theorem 6.9 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $R_{m}(x, u)$ be the same as defined in (6.90). Let for $m \geq 2$

$$
\Theta_{i}\left(R_{m}(x, u)\right) \geq 0 \text { for all } u \in\left[\alpha_{1}, \alpha_{2}\right] i=1, \ldots, 46
$$

If $f$ is $m$-convex such that $f^{(m-1)}$ is absolutely continuous, then

$$
\begin{align*}
\Theta_{i}(f) \geq \frac{1}{\alpha_{2}-\alpha_{1}} \sum_{k=0}^{m-2}\left(\frac{1}{k!(k+2)}\right)\left(f^{(k+1)}\left(\alpha_{1}\right) \Theta_{i}\left(\left(x-\alpha_{1}\right)^{k+1}\right)\right. \\
\left.\quad-f^{(k+1)}\left(\alpha_{2}\right) \Theta_{i}\left(x-\alpha_{2}\right)^{k+1}\right) i=1, \ldots, 46 \tag{6.94}
\end{align*}
$$

Proof. As $f^{(m-1)}$ is absolutely continuous on $\left[\alpha_{1}, \alpha_{2}\right]$, therefore $f^{(m)}$ exists almost everywhere. As $f$ is $m$-convex, so $f^{(m)}(u) \geq 0$ for all $u \in\left[\alpha_{1}, \alpha_{2}\right]$ (see [28, p.16]). Hence using Theorem 6.8, we get (6.94).

Theorem 6.10 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a convex function.
(i) If $m \geq 2$ is even, then (6.94) holds.
(ii) Let the (6.94) is valid. If the function

$$
\lambda(x)=\frac{1}{\alpha_{2}-\alpha_{1}} \sum_{l=0}^{m-2}\left(\frac{f^{(l+1)}\left(\alpha_{1}\right)\left(x-\alpha_{1}\right)^{l+2}-f^{(l+1)}\left(\alpha_{2}\right)\left(x-\alpha_{2}\right)^{l+2}}{l!(l+2)}\right)
$$

is convex, then the right hand side of (6.94) is non-negative and

$$
\Theta_{i}(f) \geq 0 i=1, \ldots, 46
$$

Proof. (i) The function $R_{m}(\cdot, v)$ is convex (see [12]). Hence for even integer $m \geq 2$

$$
\Theta_{i}\left(R_{m}(u, v)\right) \geq 0
$$

therefore from Theorem 6.9, we have (6.94).
(ii) By using the linearity of $\Theta_{i}(f)$ we can write the right hand side of (6.94) in the form $\Theta_{i}(\lambda)$. As $\lambda$ is supposed to be convex therefore the right hand side of (6.94) is nonnegative, so $\Theta_{i}(f) \geq 0$.

Theorem 6.11 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $\widehat{R}_{m}(x, u)$ be the same as defined in (6.92), then the following identity holds.

$$
\Theta_{i}(f)=\frac{1}{\alpha_{2}-\alpha_{1}} \sum_{k=0}^{m-2}\left(\frac{1}{k!(k+2)}\right)\left(\Theta_{i}\left(f^{(k+1)}(x)\left(\alpha_{1}-x\right)^{k+1}\right)-\Theta_{i}\left(f^{(k+1)}(x)\left(\alpha_{2}-x\right)^{k+1}\right)\right.
$$

$$
\begin{equation*}
+\frac{1}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}\left(\widehat{R}_{m}(x, u)\right) f^{(m)}(u) d u \quad i=1, \ldots, 46 \tag{6.95}
\end{equation*}
$$

Proof. Using (6.91) in (6.2), (6.3) and (6.40)-(6.63), we get the identity (6.95).
Theorem 6.12 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $R_{m}(x, u)$ be the same as define in (6.92). Let for $m \geq 2$

$$
\Theta_{i}\left(\widehat{R}_{m}(x, u)\right) \geq 0 \text { for all } u \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46
$$

If $f$ is $m$-convex such that $f^{(m-1)}$ is absolutely continuous, then

$$
\begin{gather*}
\Theta_{i}(f) \geq \frac{1}{\alpha_{2}-\alpha_{1}} \sum_{k=0}^{m-2}\left(\frac{1}{k!(k+2)}\right)\left(\Theta_{i}\left(f^{(k+1)}(x)\left(\alpha_{1}-x\right)^{k+1}\right)-\Theta_{i}\left(f^{(k+1)}(x)\left(\alpha_{2}-x\right)^{k+1}\right)\right. \\
i=1, \ldots, 46 \tag{6.96}
\end{gather*}
$$

Proof. As $f^{(m-1)}$ is absolutely continuous on $\left[\alpha_{1}, \alpha_{2}\right]$, therefore $f^{(m)}$ exists almost everywhere. As $f$ is $m$-convex, so $f^{(m)}(u) \geq 0$ for all $u \in\left[\alpha_{1}, \alpha_{2}\right]$ (see [28, p.16]). Hence using Theorem 6.11, we get (6.96).

Remark 6.2 We can get the similar result as given in Theorem 6.10.
Remark 6.3 We can give related mean value theorems, also construct the new families of $m$-exponentialy convex functions and Cauchy means related to the functionals $\Theta_{i}, i=$ $1, \ldots, 43$ as given in [9].

### 6.5 Generalization of refinement of Jensen's, Rényi and Shannon type inequalities via Lidstone Polynomial

We generalize the refinement of Jensen's inequality for higher order convex function using Lidstone interpolating polynomial. In [32] Widder give the following result.
Lemma 6.1 If $g \in C^{\infty}([0,1])$, then

$$
g(u)=\sum_{l=0}^{m-1}\left[g^{(2 l)}(0) \mathfrak{F}_{l}(1-u)+g^{(2 l)}(0) \mathfrak{F}_{l}(t)\right]+\int_{0}^{1} G_{m}(u, s) g^{(2 m)}(s) d s
$$

where $\mathfrak{F}_{l}$ is a polynomial of degree $2 l+1$ defined by the relation

$$
\begin{equation*}
\mathfrak{F}_{0}(u)=u, \mathfrak{F}_{m}^{\prime \prime}(u)=\mathfrak{F}_{m-1}(u), \mathfrak{F}_{m}(0)=\mathfrak{F}_{m}(1)=0, m \geq 1, \tag{6.97}
\end{equation*}
$$

and

$$
G_{1}(u, s)=G(u, s)=\left\{\begin{array}{l}
(u-1) s, \alpha_{1} \leq s \leq u \leq \alpha_{2} \\
(s-1) u, \alpha_{1} \leq u \leq s \leq \alpha_{2}
\end{array}\right.
$$

is a homogeneous Green's function of the differential operator $\frac{d^{2}}{d^{2} s}$ on $[0,1]$, and with the successive iterates of $G(u, s)$

$$
G_{m}(u, s)=\int_{0}^{1} G_{1}(u, p) G_{m-1}(p, s) d p, \quad m \geq 2
$$

The Lidstone polynomial can be expressed in terms of $G_{m}(u, s)$ as

$$
\mathfrak{F}_{m}(u)=\int_{0}^{1} G_{m}(u, s) s d s .
$$

Lindstone series representation of $g \in C^{2 m}\left[\alpha_{1}, \alpha_{2}\right]$ is given by

$$
\begin{gather*}
g(u)=\sum_{l=0}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 l} g^{(2 l)}\left(\alpha_{1}\right) \mathfrak{F}_{l}\left(\frac{\alpha_{2}-u}{\alpha_{2}-\alpha_{1}}\right)+\sum_{l=0}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 l} g^{(2 l)}\left(\alpha_{2}\right) \mathfrak{F}_{l}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right) \\
+\left(\alpha_{2}-\alpha_{1}\right)^{2 l-1} \int_{\alpha_{1}}^{\alpha_{2}} G_{m}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right) g^{(2 l)}(t) d t . \tag{6.98}
\end{gather*}
$$

We construct some new identities the with the help of generalized Lidstone polynomial (6.98).

Theorem 6.13 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval such that $f \in C^{2 m}\left[\alpha_{1}, \alpha_{2}\right]$ for $m \geq 1$. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $\mathfrak{F}_{m}(t)$ be the same as define in (6.97), then

$$
\begin{align*}
& \Theta_{i}(f)=\sum_{k=1}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 k} f^{(2 k)}\left(\alpha_{1}\right) \Theta_{i}\left(\mathfrak{F}_{l}\left(\frac{\alpha_{2}-x}{\alpha_{2}-\alpha_{1}}\right)\right) \\
&+\sum_{k=1}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 k} f^{(2 k)}\left(\alpha_{2}\right) \Theta_{i}\left(\mathfrak{F}_{l}\left(\frac{x-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)\right) \\
&+\left(\alpha_{2}-\alpha_{1}\right)^{2 k-1} \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}\left(G_{m}\left(\frac{x-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)\right) f^{(2 m)}(t) d t \\
& i=1,2, \ldots, 46 . \tag{6.99}
\end{align*}
$$

Proof. Using (6.98) in place of $f$ in $\Theta_{i}(f), i=1,2, \ldots, 46$, we get (6.99).

Theorem 6.14 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval such that $f \in C^{2 m}\left[\alpha_{1}, \alpha_{2}\right]$ for $m \geq 1$. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$
are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $\mathfrak{F}_{m}(t)$ be the same as define in (6.97), let for $m \geq 1$

$$
\begin{equation*}
\Theta_{i}\left(G_{m}\left(\frac{x-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)\right) \geq 0, \text { for all } t \in\left[\alpha_{1}, \alpha_{2}\right] \tag{6.100}
\end{equation*}
$$

If $f$ is $2 m$-convex function the we have

$$
\begin{aligned}
& \Theta_{i}(f) \geq \sum_{k=1}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 k} f^{(2 k)}\left(\alpha_{1}\right) \Theta_{i}\left(\mathfrak{F}_{l}\left(\frac{\alpha_{2}-x}{\alpha_{2}-\alpha_{1}}\right)\right) \\
& +\sum_{k=1}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 k} f^{(2 k)}\left(\alpha_{2}\right) \Theta_{i}\left(\mathfrak{F}_{l}\left(\frac{x-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)\right) \\
& i=1,2, \ldots, 46 .(6.101)
\end{aligned}
$$

Proof. Since $f$ is $2 m$-convex therefore $f^{(2 m)} \geq 0$ for all $x \in\left[\alpha_{1}, \alpha_{2}\right]$, then by using (6.100) in (6.99) we get the required result.

Theorem 6.15 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$, also suppose that $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ is $2 m$-convex then the following results are valid.
(i) Ifm is odd integer, then for every $2 m$-convex function (6.101) holds. (ii) Suppose (6.101) holds, if the function

$$
\lambda(u)=\sum_{l=0}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 l} g^{(2 l)}\left(\alpha_{1}\right) \mathfrak{F}_{l}\left(\frac{\alpha_{2}-u}{\alpha_{2}-\alpha_{1}}\right)+\sum_{l=0}^{m-1}\left(\alpha_{2}-\alpha_{1}\right)^{2 l} g^{(2 l)}\left(\alpha_{2}\right) \mathfrak{F}_{l}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)
$$

is convex, then the right hand side of (6.101) is non-negative and we have

$$
\begin{equation*}
\Theta_{i}(f) \geq 0, \quad i=1,2, \ldots, 46 \tag{6.102}
\end{equation*}
$$

Proof. (i) Note that $G_{1}(u, s) \leq 0$ for $1 \leq u, s, \leq 1$ and also note that $G_{m}(u, s) \leq 0$ for odd integer $m$ and $G_{m}(u, s) \geq 0$ for even integer $m$. As $G_{1}$ is convex function and $G_{m-1}$ is positive for odd integer $m$, therefore

$$
\frac{d^{2}}{d^{2} u}\left(G_{m}(u, s)\right)=\int_{0}^{1} \frac{d^{2}}{d^{2} u} G_{1}(u, p) G_{m-1}(p, s) d p \geq 0, m \geq 2
$$

This shows that $G_{m}$ is convex in the first variable $u$ if $m$ is convex. Similarly $G_{m}$ is concave in the first variable if $m$ is even. Hence if $m$ is odd then

$$
\Theta_{i}\left(G_{m}\left(\frac{x-\alpha_{1}}{\alpha_{2}-\alpha_{1}}, \frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)\right) \geq 0
$$

therefore (6.102) is valid.
(ii) By using the linearity of $\Theta_{i}(f)$ we can write the right hand side of (6.101) in the form $\Theta_{i}(\lambda)$. As $\lambda$ is supposed to be convex therefore the right hand side of (6.101) is non-negative, so $\Theta_{i}(f) \geq 0$.

### 6.6 Generalization of refinement of Jensen's, Rényi and Shannon type inequalities via Taylor Polynomial

In [9], the following functions are consider to generalized the Popoviciu's inequality, defined as

$$
(u-v)_{+}= \begin{cases}(u-v), & v \leq u ; \\ 0, & v>u .\end{cases}
$$

The well known Taylor formula is as follows.
Let $m$ be a positive integer and $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be such that $f^{(m-1)}$ is absolutely continuous, then for all $u \in\left[\alpha_{1}, \alpha_{2}\right]$ the Taylor's formula at point $c \in\left[\alpha_{1}, \alpha_{2}\right]$ is

$$
f(u)=T_{m-1}(f ; c ; u)+R_{m-1}(f ; c ; u),
$$

where

$$
T_{m-1}(f ; c ; u)=\sum_{l=0}^{m-1} \frac{f^{(l)}(c)}{l!}(u-c)^{l}
$$

and the remainder is given by

$$
R_{m-1}(f ; c ; u)=\frac{1}{(m-1)!} \int_{c}^{u} f^{(m)}(t)(u-t)^{m-1} d t .
$$

The Taylor's formula at point $\alpha_{1}$ and $\alpha_{2}$ is given by:

$$
\begin{align*}
& f(u)=\sum_{l=0}^{m-1} \frac{f^{(l)}\left(\alpha_{1}\right)}{l!}\left(u-\alpha_{1}\right)^{l}+\frac{1}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} f^{(m)}(t)\left((u-t)_{+}^{m-1}\right) d t  \tag{6.103}\\
& f(u)=\sum_{l=0}^{m-1} \frac{(-1)^{l} f^{(l)}\left(\alpha_{2}\right)}{l!}\left(\alpha_{2}-u\right)^{l}+\frac{(-1)^{m-1}}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} f^{(m)}(t)\left((t-u)_{+}^{m-1}\right) d t(6.104)
\end{align*}
$$

Theorem 6.16 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Then we have the following identities:
(i)

$$
\begin{gather*}
\Theta_{i}(f)=\sum_{l=2}^{m-1} \frac{f^{(l)}\left(\alpha_{1}\right)}{l!} \Theta_{i}\left(\left(u-\alpha_{1}\right)^{l}\right)+\frac{1}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} f^{(m)}(t) \Theta_{i}\left((u-t)_{+}^{m-1}\right) d t \\
i=1, \ldots, 46 \tag{6.105}
\end{gather*}
$$

(ii)

$$
\begin{gather*}
\Theta_{i}(f)=\sum_{l=2}^{m-1} \frac{(-1)^{l} f^{(l)}\left(\alpha_{2}\right)}{l!} \Theta_{i}\left(\left(\alpha_{2}-u\right)^{l}\right)+\frac{(-1)^{m-1}}{(m-1)!} \int_{\alpha_{1}}^{\alpha_{2}} f^{(m)}(t) \Theta_{i}\left((t-u)_{+}^{m-1}\right) d t \\
i=1, \ldots, 46 \tag{6.106}
\end{gather*}
$$

Proof. Using (6.103) and (6.104) in (6.3), we get the required result.
Theorem 6.17 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Let $f$ is $m$-convex function such that $f^{(m-1)}$ is absolutely continuous. Then we have the following results:
(i) If

$$
\Theta_{i}\left((u-t)_{+}^{m-1}\right) \geq 0, \quad t \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46
$$

then

$$
\begin{equation*}
\Theta_{i}(f(u)) \geq \sum_{l=2}^{m-1} \frac{f^{(l)}\left(\alpha_{1}\right)}{l!} \Theta_{i}\left(\left(u-\alpha_{1}\right)^{l}\right) . \tag{6.107}
\end{equation*}
$$

(ii) If

$$
(-1)^{m-1} \Theta_{i}\left((t-u)_{+}^{m-1}\right) \leq 0 \quad t \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46 .
$$

then

$$
\begin{equation*}
\Theta_{i}(f(u)) \geq \sum_{l=2}^{m-1} \frac{(-1)^{l} f^{(l)}\left(\alpha_{2}\right)}{l!} \Theta_{i}\left(\left(\alpha_{2}-u\right)^{l}\right), \quad i=1, \ldots, 46 \tag{6.108}
\end{equation*}
$$

Proof. Since $f^{(m-1)}$ is absolutely continuous on $\left[\alpha_{1}, \alpha_{2}\right], f^{(m)}$ exists almost everywhere. As $f$ is $m$-convex therefore $f^{(m)}(u) \geq 0$ for all $u \in\left[\alpha_{1}, \alpha_{2}\right]$. Hence using Theorem 6.16 we obtain (6.107) and (6.108).

Theorem 6.18 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Then the following results are valid.
(i) If $f$ is m-convex, then (6.107) holds. Also if $f^{(l)}\left(\alpha_{1}\right) \geq 0$ for $l=2, \ldots, m-1$, then the right hand side of (6.107) will be non-negative.
(ii) Ifm is even and $f$ is $m$-convex, then (6.108) holds. Also if $f^{(l)}\left(\alpha_{1}\right) \leq 0$ for $l=2, \ldots, m-$ 1 and $f^{(l)} \geq 0$ for $l=3, \ldots, m-1$, then right hand side of (6.108) will be non-negative. (iii)If $m$ is odd and $f$ is $m$-convex function then (6.108) is valid. Also if $f^{(l)}\left(\alpha_{2}\right) \geq 0$ for $l=2, \ldots, m-1$ and $f^{(l)}\left(\alpha_{2}\right) \leq 0$ for $l=2, \ldots, m-2$, then right hand side of (6.108) will be non positive.

### 6.7 Generalization of refinement of Jensen's, Rényi and Shannon type inequalities via Hermite Interpolating Polynomial

In [1], the Hermite interpolating polynomial is given as follows.
Let $\alpha_{1}, \alpha_{2} \in \mathbb{R}$ with $\alpha_{1}<\alpha_{2}$, and $\alpha_{1}=c_{1}<c_{2}<\ldots<c_{l}=\alpha_{2}(l \geq 2)$ be the points. For $f \in C^{2 m}\left[\alpha_{1}, \alpha_{2}\right]$ a unique polynomial $\sigma_{H}^{(i)}(s)$ of degree $(m-1)$ exist and satisfying any of the following conditions:

## Hermite Conditions

$$
\sigma_{H}^{(i)}\left(c_{j}\right)=f^{(i)}\left(c_{j}\right) ; 0 \leq i \leq k_{j}, 1 \leq j \leq l, \sum_{j=1}^{l} k_{j}+l=m .
$$

It is noted that Hermite conditions include the following particular cases.
Lagrange Conditions ( $l=m, k_{j}=0$ for all $i$ )

$$
\sigma_{L}\left(c_{j}\right)=f\left(c_{j}\right), \quad 1 \leq j \leq m
$$

Type $(q, m-q)$ Conditions $\left(l=2,1 \leq q \leq m-1, k_{1}=q-1, k_{2}=m-q-1\right)$

$$
\begin{gathered}
\sigma_{(q, m)}^{(i)}\left(\alpha_{1}\right)=f^{(i)}\left(\alpha_{1}\right), 0 \leq i \leq q-1 \\
\sigma_{(q, m)}^{(i)}\left(\alpha_{2}\right)=f^{(i)}\left(\alpha_{2}\right), 0 \leq i \leq m-q-1 .
\end{gathered}
$$

Two Point Taylor Conditions $\left(m=2 q, l=2, k_{1}=k_{2}=q-1\right)$

$$
\sigma_{2 T}^{(i)}\left(\alpha_{1}\right)=f^{(i)}\left(\alpha_{1}\right), f_{2 T}^{(i)}\left(\alpha_{2}\right)=f^{(i)}\left(\alpha_{2}\right) . \quad 0 \leq i \leq q-1
$$

In [1], the following result is given.
Theorem 6.19 Let $-\infty<\alpha_{1}<\alpha_{2}<\infty$ and $\alpha_{1}<c_{1}<c_{2}<\ldots<c_{l} \leq \alpha_{2}(l \geq 2)$ are the given points and $f \in C^{m}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$. Then we have

$$
\begin{equation*}
f(u)=\sigma_{H}(u)+R_{H}(f, u), \tag{6.109}
\end{equation*}
$$

where $\sigma_{H}(u)$ is the Hermite interpolation polynomial that is

$$
\sigma_{H}(u)=\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} H_{i_{j}}(u) f^{(i)}\left(c_{j}\right) ;
$$

the $H_{i_{j}}$ are the fundamental polynomials of the Hermite basis given as

$$
\begin{equation*}
H_{i_{j}}(u)=\left.\frac{1}{i!} \frac{\omega(u)}{\left(u-c_{j}\right)^{k_{j}+1-i}} \sum_{k=0}^{k_{j}-i} \frac{1}{k!} \frac{d^{k}}{d u^{k}}\left(\frac{\left(u-c_{j}\right)^{k_{j}+1}}{\omega(u)}\right)\right|_{u=c_{j}}\left(u-c_{j}\right)^{k}, \tag{6.110}
\end{equation*}
$$

with

$$
\omega(u)=\Pi_{j=1}^{l}\left(u-c_{j}\right)^{k_{j}+1}
$$

and the remainder is given by

$$
R_{H}(f, u)=\int_{\alpha_{1}}^{\alpha_{2}} G_{H, m}(u, s) f^{(m)}(s) d s
$$

where $G_{H, m}(u, s)$ is defined by

$$
G_{H, m}(u, s)= \begin{cases}\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} \frac{\left(c_{j}-s\right)^{m-i-1}}{(m-i-1)!} H_{i_{j}}(u), & s \leq u  \tag{6.111}\\ -\sum_{j=r+1}^{l} \sum_{i=0}^{k_{j}} \frac{\left(c_{j}-s\right)^{m-i-1}}{(m-i-1)!} H_{i_{j}}(u), & s \geq u\end{cases}
$$

for all $c_{r} \leq s \leq c_{r+1} ; r=0,1, \ldots, l$, with $c_{0}=\alpha_{1}$ and $c_{l+1}=\alpha_{2}$.
Remark 6.4 In particular cases, for Lagrange condition from Theorem 6.19, we have

$$
f(u)=\sigma_{L}(u)+R_{L}(f, u),
$$

where $\sigma_{L}(u)$ is the Lagrange interpolating polynomial that is

$$
\sigma_{L}(u)=\sum_{j=1}^{m} \sum_{k=1, k \neq j}^{m}\left(\frac{u-c_{k}}{c_{j}-c_{k}}\right) f\left(c_{j}\right),
$$

and the remainder $R_{L}(f, u)$ is given by

$$
R_{L}(f, u)=\int_{\alpha_{1}}^{\alpha_{2}} G_{L}(u, s) f^{(m)}(s) d s
$$

with

$$
G_{L}(u, s)=\frac{1}{(m-1)!} \begin{cases}\sum_{j=1}^{r}\left(c_{j}-s\right)^{m-1} \prod_{k=1, k \neq j}^{m}\left(\frac{u-c_{k}}{c_{j}-c_{k}}\right), & s \leq u  \tag{6.112}\\ -\sum_{j=r+1}^{m}\left(c_{j}-s\right)^{m-1} \prod_{k=1, k \neq j}^{m} \prod_{j}\left(\frac{u-c_{k}}{c_{j}-c_{k}}\right), & s \geq u\end{cases}
$$

$c_{r} \leq s \leq c_{r+1} r=1,2, \ldots, m-1$, with $c_{1}=\alpha_{1}$ and $c_{m}=\alpha_{2}$,
for type $(q, m-q)$ condition, from Theorem 6.19, we have

$$
f(u)=\sigma_{(q, m)}(u)+R_{q, m}(f, u),
$$

where $\sigma_{(q, m)}(u)$ is $(q, m-q)$ interpolating that is

$$
\sigma_{(q, m)}(u)=\sum_{i=0}^{q-1} \tau_{i}(u) f^{(i)}\left(\alpha_{1}\right)+\sum_{i=0}^{m-q-1} \eta_{i}(u) f^{(i)}\left(\alpha_{2}\right),
$$

with

$$
\left.\tau_{i}(u)=\frac{1}{i!}\left(u-\alpha_{1}\right)^{i}\left(\frac{u-\alpha_{1}}{\alpha_{1}-\alpha_{2}}\right)^{m-q q-1-i} \sum_{k=0}^{m-q+k-1} \begin{array}{c}
m \tag{6.113}
\end{array}\right)\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{k}
$$

and

$$
\begin{equation*}
\eta_{i}(u)=\frac{1}{i!}\left(u-\alpha_{1}\right)^{i}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{q} \sum_{k=0}^{m-q-1-i}\binom{q+k-1}{k}\left(\frac{u-\alpha_{2}}{\alpha_{2}-\alpha_{1}}\right)^{k} \tag{6.114}
\end{equation*}
$$

and the remainder $R_{(q, m)}(f, u)$ is defined as

$$
R_{(q, m)}(f, u)=\int_{\alpha_{1}}^{\alpha_{2}} G_{q, m}(u, s) f^{(m)}(s) d s
$$

with

$$
G_{(q, m)}(u, s)= \begin{cases}\sum_{j=0}^{q-1}\left[\sum_{p=0}^{q-1-j}\binom{m-q+p-1}{p}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{p}\right] &  \tag{6.115}\\ \times \frac{\left(u-\alpha_{1}\right)^{j}\left(\alpha_{1}-s\right)^{m-j-1}}{j!\left(\frac{\alpha_{2}-u}{m-j-1)!}\right.}\left(\frac{\alpha_{2}-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{m-q}, & \alpha_{1} \leq s \leq u \leq \alpha_{2} ; \\ -\sum_{j=0}^{m-q-1}\left[\sum_{\lambda=0}^{m-q-j-1}\binom{q+\lambda-1}{\lambda}\left(\frac{\alpha_{2}-u}{\alpha_{2}-\alpha_{1}}\right)^{\lambda}\right] & \\ \times \frac{\left(u-\alpha_{2}\right)^{j}\left(\alpha_{2}-s\right)^{m-j-1}}{j!(m-j-1)!}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{q}, & \alpha_{1} \leq u \leq s \leq \alpha_{2} .\end{cases}
$$

From type Two-point Taylor condition from Theorem 6.19, we have

$$
f(u)=\sigma_{2 T}(u)+R_{2 T}(f, u),
$$

where

$$
\begin{aligned}
\sigma_{2 T}(u) & =\sum_{i=0}^{q-1} \sum_{k=0}^{q-1-i}\binom{q+k-1}{k}\left[\frac{\left(u-\alpha_{1}\right)^{i}}{i!}\left(\frac{u-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{q}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{k} f^{(i)}\left(\alpha_{1}\right)\right. \\
& \left.-\frac{\left(u-\alpha_{2}\right)^{i}}{i!}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{q}\left(\frac{u-\alpha_{1}}{\alpha_{1}-\alpha_{2}}\right)^{k} f^{(i)}\left(\alpha_{2}\right)\right]
\end{aligned}
$$

and the remainder $R_{2 T}(f, u)$ is given by

$$
R_{2 T}(f, u)=\int_{\alpha_{1}}^{\alpha_{2}} G_{2 T}(u, s) f^{(m)}(s) d s
$$

with
where $p(u, s)=\frac{\left(s-\alpha_{1}\right)\left(\alpha_{2}-u\right)}{\alpha_{2}-\alpha_{1}}, \delta(u, s)=p(u, s)$ for all $u, s \in\left[\alpha_{1}, \alpha_{2}\right]$.
In [6] and [25] the positivity of Green's functions is given as follows.
Lemma 6.2 For the Green function $G_{H, m}(u, s)$ as defined in (6.111), the following results holds. (i)

$$
\frac{G_{H, m}(u, s)}{\omega(u)}>0 \quad c_{1} \leq u \leq c_{l}, c_{1} \leq s \leq c_{l}
$$

(ii)

$$
G_{H, m}(u, s) \leq \frac{1}{(m-1)!\left(\alpha_{2}-\alpha_{1}\right)}|\omega(u)| .
$$

(iii)

$$
\int_{\alpha_{1}}^{\alpha_{2}} G_{H, m}(u, s) d s=\frac{\omega(u)}{m!} .
$$

Theorem 6.20 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Also let $\alpha_{1}=c_{1}<c_{2}<\ldots<c_{l}=\alpha_{2}(l \geq 2)$ be the points and $f \in$ $C^{m}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$. Moreover $H_{i_{j}}$ be the fundamental polynomials of Hermite basis and $G_{H, m}$ be the green function as defined by (6.110) and (6.111) respectively. Then we have the following identity.

$$
\begin{equation*}
\Theta_{i}(f(u))=\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} f^{(i)}\left(c_{j}\right) \Theta_{i}\left(H_{i_{j}}(u)\right)+\int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}\left(G_{H, m}(u, s)\right) f^{(m)}(s) d s, \quad i=1, \ldots, \tag{66117}
\end{equation*}
$$

Proof. Using (6.109) and (6.3) and by the linearity of $\Theta_{i}(f)$ we get the result.

Theorem 6.21 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Also let $\alpha_{1}=c_{1}<c_{2} \leq \ldots<c_{l}=\alpha_{2}(l \geq 2)$ be the points and $f \in C^{m}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$. Moreover $H_{i_{j}}$ be the fundamental polynomials of Hermite basis and $G_{H, m}$ be the green function as defined by (6.110) and (6.111) respectively. Assume $f$ be m-convex function and

$$
\Theta_{i}\left(G_{H, m}(u, s)\right) \geq 0 \quad \text { for all } s \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46
$$

then

$$
\Theta_{i}(f(u)) \geq \sum_{j=1}^{l} \sum_{i=0}^{k_{j}} f^{(i)}\left(c_{j}\right) \Theta_{i}\left(H_{i_{j}}(u)\right), \quad i=1, \ldots, 46
$$

Proof. Since $f$ is $m$-convex therefore $f^{(m)}(u) \geq 0$ for all $u \in\left[\alpha_{1}, \alpha_{2}\right]$. Hence on applying the Theorem 6.20 we get the result.

Remark 6.5 If (6.118) is reversed then (6.118) is reversed under the assumption of Theorem 6.21.

By using Lagrange conditions we have the following results.
Corollary 6.5 Let all the assumption of Theorem 6.20 holds. Let $G_{L}$ be a green function as defined in (6.112). Also $f$ be m-convex function and

$$
\Theta_{i}\left(G_{L}(u, s)\right) \geq 0 \quad \text { for all } s \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46
$$

then

$$
\Theta_{i}(f(u)) \geq \sum_{j=1}^{m} f^{(i)}\left(c_{j}\right) \Theta_{i}\left(\prod_{k=1, k \neq j}^{m}\left(\frac{u-c_{j}}{c_{j}-c_{k}}\right)\right), \quad i=1,2, \ldots, 46 .
$$

On using the type ( $q, m-q$ ) conditions we have the following result.
Corollary 6.6 Let all the assumption of Theorem 6.20 holds, $G_{(q, m)}$ be a green function as defined in (6.115) and $\tau_{i}$ and $\eta_{i}$ as defined in (6.113) and (6.114) respectively. Also let $f$ be m-convex function and

$$
\Theta_{i}\left(G_{(q, m)}(u, s)\right) \geq 0 \quad \text { for all } s \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46
$$

then

$$
\Theta_{i}(f(u)) \geq \sum_{i=0}^{q-1} f^{(i)}\left(\alpha_{1}\right) \Theta_{i}\left(\tau_{i}(u)\right)+\sum_{i=0}^{m-q-1} f^{(i)}\left(\alpha_{2}\right) \Theta_{i}\left(\eta_{i}(u)\right), \quad i=1, \ldots, 46 .
$$

By using Two-point Taylor condition we can give the following result.
Corollary 6.7 Let all the assumption of Theorem 6.20 holds, $G_{2 T}$ be a green function as defined in (6.116). Also let $f$ be m-convex function and

$$
\Theta_{i}\left(G_{2 T}(u, s)\right) \geq 0 \quad \text { for all } s \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, 46
$$

then

$$
\begin{aligned}
\Theta_{i}(f(u)) & \geq \sum_{i=0}^{q-1} \sum_{k=0}^{q-1-i}\binom{q+k-1}{k}\left[f^{(i)}\left(\alpha_{1}\right) \Theta_{i}\left(\frac{\left(u-\alpha_{1}\right)^{i}}{i!}\left(\frac{u-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{q}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{k}\right)\right. \\
& \left.+f^{(i)}\left(\alpha_{2}\right) \Theta_{i}\left(\frac{\left(u-\alpha_{2}\right)^{i}}{i!}\left(\frac{u-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{q}\left(\frac{u-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{k}\right)\right], \quad i=1, \ldots, 46 .
\end{aligned}
$$

Theorem 6.22 Let all the assumption of Theorem (6.20) holds, $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be mconvex function.
(i) If $k_{j}$ is odd for each $j=2, \ldots, l$ then (6.118) holds.
(ii) Let (6.118) be satisfied and the function

$$
F(u)=\sum_{j=1}^{l} \sum_{i=1}^{k_{j}} f^{(i)}\left(c_{j}\right) H_{i_{j}}(u)
$$

is convex. Then the right hand side of (6.118) is non-negative and we have

$$
\Theta_{i}(f(u)) \geq 0, \quad i=1, \ldots, 46
$$

Proof. (i) Since $k_{j}$ is odd for all $j=2, \ldots, l$ so we have $\omega(u) \geq 0$, we have $G_{H, m-2}(u, s) \geq$ 0 , so $G_{H, m}$ is convex, therefore $\Theta_{i}\left(G_{H, m}(u, s)\right) \geq 0$, using Theorem 6.21, we get (6.118).
(ii) Similar to the proof of Theorem 6.10.

Theorem 6.23 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Also let $\alpha_{1}=c_{1}<c_{2}<\ldots<c_{l}=\alpha_{2}(l \geq 2)$ be the points and $f \in C^{m}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$. Furthermore $H_{i_{j}}$, $G_{H, m}$ and $G$ be as defined in (6.110), (6.111) and (6.85) respectively. Then we have

$$
\begin{align*}
& \Theta_{i}(f(u))=\int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}(G(u, t)) \sum_{j=1}^{l} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(c_{j}\right) H_{i_{j}}(t) d t \\
& +\int_{\alpha_{1}}^{\alpha_{2}} \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}(G(u, t)) G_{H, m-2}(t, s) f^{(m)}(s) d s d t, \quad i=1,2, \ldots, 46 \tag{6.118}
\end{align*}
$$

Proof. Using (6.86) and (6.3) and following the linearity of $\Theta_{i}($.$) , we have$

$$
\begin{equation*}
\Theta_{i}(f(u))=\int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}(G(u, t)) f^{\prime \prime}(t) d t \tag{6.119}
\end{equation*}
$$

By Theorem 6.19, $f^{\prime \prime}(t)$ can be expressed as

$$
\begin{equation*}
f^{\prime \prime}(t)=\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} H_{i_{j}}(t) f^{(i+2)}\left(c_{j}\right)+\int_{\alpha_{1}}^{\alpha_{2}} G_{H, m-2}(t, s) f^{(m)}(s) d s \tag{6.120}
\end{equation*}
$$

Using (6.120) in (6.119), we get (6.118).

Theorem 6.24 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Also let $\alpha_{1}=c_{1}<c_{2}<\ldots<c_{l}=\alpha_{2}(l \geq 2)$ be the points and $f \in C^{m}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$.

Furthermore $H_{i j}, G_{H, m}$ and $G$ be as defined in (6.110), (6.111) and (6.85) respectively. Let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be m-convex function and

$$
\begin{equation*}
\int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}(G(u, t)) G_{H, m-2}(t, s) d t \geq 0 \quad t \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1,2, \ldots, 46 . \tag{6.121}
\end{equation*}
$$

Then

$$
\begin{equation*}
\Theta_{i}(f(u)) \geq \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}(G(u, t)) \sum_{j=1}^{l} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(c_{j}\right) H_{i_{j}}(u) d u, \quad i=1,2, \ldots, 46 \tag{6.122}
\end{equation*}
$$

Proof. Since the function $f$ is $m$-convex therefore $f^{(m)}(u) \geq 0$ for all $u \in\left[\alpha_{1}, \alpha_{2}\right]$. Hence on applying Theorem 6.23 we obtain (6.122).

Theorem 6.25 Assume $\left(H_{1}\right)$, let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be a function where $\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ be an interval. Also let $x_{1}, \ldots, x_{n} \in\left[\alpha_{1}, \alpha_{2}\right]$ and $p_{1}, \ldots, p_{n}$ are positive real numbers such that $\sum_{i=1}^{n} p_{i}=1$. Also let $\alpha_{1}=c_{1}<c_{2}<\ldots<c_{l}=\alpha_{2}(l \geq 2)$ be the points and $f \in C^{m}\left(\left[\alpha_{1}, \alpha_{2}\right]\right)$. Let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be m-convex function then the following holds.
(i) If $k_{j}$ is odd for each $j=2, \ldots, l$ then (6.122) holds.
(ii) Let the inequality (6.122) be satisfied

$$
\begin{equation*}
F(.)=\sum_{j=1}^{l} \sum_{i=0}^{k_{j}} f^{(i+2)}\left(c_{j}\right) H_{i_{j}}(.) \tag{6.123}
\end{equation*}
$$

is non-negative. Then $\Theta_{i}(f(u)) \geq 0, \quad i=1,2, \ldots, 46$.
Proof. (i) Since $G(u, t)$ is convex and weight are positive, so $\Theta_{i}(G(u, t)) \geq 0$. Also as $k_{j}$ is odd for all $j=2, \ldots, l$, therefore $\omega(t) \geq 0$ and by using Lemma 6.2 (i), we have $G_{H, m-2}(u, s) \geq 0$ so (6.121) holds. Now using the Theorem 6.24 we have (6.122).
(ii) Using (6.123) in (6.122), we get $\Theta_{i}(f(u)) \geq 0$.

For the particular case of Hermite conditions, we can give the following corollaries to above Theorem 6.25. By using type ( $q, m-q$ ) conditions we give the following results.

Corollary 6.8 Let $\tau_{i}, \eta_{i}$ be as defined in (6.113) and (6.114) respectively. Let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow$ $\mathbb{R}$ be m-convex function.
(i) If $m-q$ is even, then the inequality

$$
\begin{gather*}
\Theta_{2}(f(u)) \geq \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{2}(G(u, t))\left(\sum_{i=0}^{q-1} \tau_{i}(t) f^{(i+2)}\left(\alpha_{1}\right)+\sum_{i=0}^{m-q-1} \eta_{i}(t) f^{(i+2)}\left(\alpha_{2}\right)\right) d t \\
i=1,2, \ldots, 46 \tag{6.124}
\end{gather*}
$$

holds.
(ii) Let the inequality (6.124) be satisfied

$$
F(\cdot)=\sum_{i=0}^{q-1} \tau_{i}(\cdot) f^{(i+2)}\left(\alpha_{1}\right)+\sum_{i=0}^{m-q-1} \eta_{i}(\cdot) f^{(i+2)}\left(\alpha_{2}\right)
$$

is non-negative. Then $\Theta_{i}(f(u)) \geq 0, \quad i=1,2, \ldots, 46$.

On using two points Taylor conditions we can give the following results.
Corollary 6.9 Let $f:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ be m-convex function.
(i) If $m$ is even, then

$$
\begin{aligned}
\Theta_{i}(f(u)) \geq & \int_{\alpha_{1}}^{\alpha_{2}} \Theta_{i}(G(u, t)) \sum_{i=0}^{q-1} \sum_{k=0}^{q-i-1}\binom{q+k-1}{k} \\
& {\left[\frac{\left(t-\alpha_{1}\right)^{i}}{i!}\left(\frac{t-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{q}\left(\frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{k} f^{(i+2)}\left(\alpha_{1}\right)\right.} \\
+ & \left.\frac{\left(t-\alpha_{2}\right)^{i}}{i!}\left(\frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{q}\left(\frac{t-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{k} f^{(i+2)}\left(\alpha_{2}\right)\right] d t, \quad i=1,2, \ldots, 46 .
\end{aligned}
$$

(ii) Let the inequality (6.125) be satisfied and

$$
\begin{aligned}
F(t) & =\sum_{i=0}^{q-1} \sum_{k=0}^{q-i-1}\binom{q+k-1}{k}\left[\frac{\left(t-\alpha_{1}\right)^{i}}{i!}\left(\frac{t-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{q}\left(\frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{k} f^{(i+2)}\left(\alpha_{1}\right)\right. \\
& \left.+\frac{\left(t-\alpha_{2}\right)^{i}}{i!}\left(\frac{t-\alpha_{1}}{\alpha_{2}-\alpha_{1}}\right)^{q}\left(\frac{t-\alpha_{2}}{\alpha_{1}-\alpha_{2}}\right)^{k} f^{(i+2)}\left(\alpha_{2}\right)\right]
\end{aligned}
$$

is non-negative. Then $\Theta_{i}(f(u)) \geq 0, \quad i=1,2, \ldots, 46$.
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# Improvements of the inequalities for the $f$-divergence functional with applications to the Zipf-Mandelbrot law 
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#### Abstract

The Jensen's inequality plays a crucial role to obtain inequalities for divergences between probability distributions. In this chapter, we introduce a new functional, based on the $f$-divergence functional, and then we obtain some estimates for the new functional, the $f$-divergence and the Rényi divergence by applying a cyclic refinement of the Jensen's inequality. Some inequalities for Rényi and Shannon entropies are obtained too. Zipf-Mandelbrot law is used to illustrate the results.
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### 7.1 Introduction

Divergences between probability distributions have been introduced to measure the difference between them. A lot of different type of divergences exist, for example the $f$ divergence (especially, Kullback-Leibler divergence, Hellinger distance and total variation distance), Rényi divergence, Jensen-Shannon divergence, etc. (see [45] and [51]). There are a lot of papers dealing with inequalities for divergences and entropies, see e.g. [44] and [50] and the references therein. The Jensen's inequality plays a crucial role some of these inequalities.
First we give some recent results on integral and discrete Jensens inequalites. We need the following hypotheses:
$\left(\mathrm{H}_{1}\right)$ Let $2 \leq k \leq n$ be integers, and let $p_{1}, \ldots, p_{n}$ and $\lambda_{1}, \ldots, \lambda_{k}$ represent positive probability distributions.
$\left(\mathrm{H}_{2}\right)$ Let $C$ be a convex subset of a real vector space $V$, and $f: C \rightarrow \mathbb{R}$ be a convex function.
$\left(\mathrm{H}_{3}\right)$ Let $(X, \mathscr{B}, \mu)$ be a probability space.
Let $l \geq 2$ be a fixed integer. The $\sigma$-algebra in $X^{l}$ generated by the projection mappings $p r_{m}: X^{l} \rightarrow X(m=1, \ldots, l)$

$$
p r_{m}\left(x_{1}, \ldots, x_{l}\right):=x_{m}
$$

is denoted by $\mathscr{B}^{l} . \mu^{l}$ means the product measure on $\mathscr{B}^{l}$ : this measure is uniquely ( $\mu$ is $\sigma$-finite) specified by

$$
\mu^{l}\left(B_{1} \times \ldots \times B_{l}\right):=\mu\left(B_{1}\right) \ldots \mu\left(B_{l}\right), \quad B_{m} \in \mathscr{B}, \quad m=1, \ldots, l .
$$

$\left(\mathrm{H}_{4}\right)$ Let $g$ be a $\mu$-integrable function on $X$ taking values in an interval $I \subset \mathbb{R}$.
$\left(\mathrm{H}_{5}\right)$ Let $f$ be a convex function on $I$ such that $f \circ g$ is $\mu$-integrable on $X$.
Under the conditions $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{3}-\mathrm{H}_{5}\right)$ we define

$$
\begin{gather*}
C_{\text {int }}=C_{\text {int }}(f, g, \mu, \mathbf{p}, \lambda) \\
:=\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \int_{X^{n}} f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} g\left(x_{i+j}\right)}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) d \mu^{n}\left(x_{1}, \ldots, x_{n}\right), \tag{7.1}
\end{gather*}
$$

and for $t \in[0,1]$

$$
\begin{gather*}
C_{p a r}(t)=C_{p a r}(t, f, g, \mu, \mathbf{p}, \lambda):=\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \\
\cdot \int_{X^{n}} f\left(t \frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} g\left(x_{i+j}\right)}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}+(1-t) \int_{X} g d \mu\right) d \mu^{n}\left(x_{1}, \ldots, x_{n}\right), \tag{7.2}
\end{gather*}
$$

where $i+j$ means $i+j-n$ in case of $i+j>n$.
Now we state cyclic renements of the discrete and integral form of Jensens inequality introduced in [20] (see also [36]):

Theorem 7.1 Assume $\left(H_{1}\right)$ and $\left(H_{2}\right)$. If $v_{1}, \ldots, v_{n} \in C$, then

$$
\begin{gather*}
f\left(\sum_{i=1}^{n} p_{i} v_{i}\right) \leq C_{d i s}=C_{d i s}(f, \mathbf{v}, \mathbf{p}, \lambda)  \tag{7.3}\\
:=\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} v_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \leq \sum_{i=1}^{n} p_{i} f\left(v_{i}\right)
\end{gather*}
$$

where $i+j$ means $i+j-n$ in case of $i+j>n$.
Theorem 7.2 Assume $\left(H_{1}\right)$ and $\left(H_{3}-H_{5}\right)$. Then

$$
f\left(\int_{X} g d \mu\right) \leq C_{p a r}(t) \leq C_{\text {int }} \leq \int_{X} f \circ g d \mu, \quad t \in[0,1] .
$$

To give applications in information theory, we introduce some denitions. The following notion was introduced by Csiszár in [2] and [37].

Definition 7.1 Let $f:] 0, \infty[\rightarrow] 0, \infty\left[\right.$ be a convex function, and let $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right)$ be positive probability distributions. The $f$-divergence functional is

$$
I_{f}(\mathbf{p}, \mathbf{q}):=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)
$$

It is possible to use nonnegative probability distributions in the $f$-divergence functional, by defining

$$
f(0):=\lim _{t \rightarrow 0+} f(t) ; \quad 0 f\left(\frac{0}{0}\right):=0 ; \quad 0 f\left(\frac{a}{0}\right):=\lim _{t \rightarrow 0+} t f\left(\frac{a}{t}\right), \quad a>0 .
$$

Based on the previous denition, the following new functional was introduced in [9].
Definition 7.2 Let $J \subset \mathbb{R}$ be an interval, and let $f: J \rightarrow \mathbb{R}$ be a function. Let $\mathbf{p}:=$ $\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}$, and $\left.\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right) \in\right] 0, \infty\left[^{n}\right.$ such that

$$
\begin{equation*}
\frac{p_{i}}{q_{i}} \in J, \quad i=1, \ldots, n . \tag{7.4}
\end{equation*}
$$

Then let

$$
\hat{I}_{f}(\mathbf{p}, \mathbf{q}):=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)
$$

As a special case, Shannon entropy and the measures related to it are frequently applied in fields like population genetics, molecular ecology, information theory, dynamical systems and statistical physics(see [21, 22].

Definition 7.3 The Shannon entropy of a positive probability distribution $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ is defined by

$$
H(\mathbf{p}):=-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right)
$$

One of the most famous distance functions used in information theory [27, 30], mathematical statistics [28, 31, 29] and signal processing [23, 26] is Kullback-Leibler distance. The Kullback-Leibler distance [13, 25] between the positive probability distributions $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ is defined by

Definition 7.4 The Kullback-Leibler divergence between the positive probability distributions $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right)$ is defined by

$$
D(\mathbf{p} \| \mathbf{q}):=\sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right)
$$

We shall use the so called Zipf-Mandelbrot law.
Definition 7.5 Zipf-Mandelbrot law is a discrete probability distribution depends on three parameters $N \in\{1,2, \ldots\}, q \in[0, \infty[$ and $s>0$, and it is defined by

$$
f(i ; N, q, s):=\frac{1}{(i+q)^{s} H_{N, q, s}}, \quad i=1, \ldots, N
$$

where

$$
H_{N, q, s}:=\sum_{k=1}^{N} \frac{1}{(k+q)^{s}} .
$$

If $q=0$, then Zipf-Mandelbrot law becomes Zipf's law.
Zipf's law is one of the basic laws in information science and bibliometrics. Zipf's law is concerning the frequency of words in the text. We count the number of times each word appears in the text. Words are ranked $(r)$ according to the frequency of occurrence $(f)$. The product of these two numbers is a constant: $r \cdot f=c$.

Apart from the use of this law in bibliometrics and information science, Zipf's law is frequently used in linguistics (see [39], p. 167). In economics and econometrics, this distribution is known as Pareto's law which analyze the distribution of the wealthiest members of the community (see [39], p. 125). These two laws are the same in the mathematical sense, they are only applied in a different context (see [42], p. 294).

The same type of distribution that we have in Zipf's and Pareto's law can be also found in other scientific disciplines, such as: physics, biology, earth and planetary sciences, computer science, demography and the social sciences. For example, the same type of distribution, which we also call the Power law, we can analyze the number of hits on web
sites, the magnitude of earthquakes, diameter of moon craters, intensity of solar flares, intensity of wars, population of cities, and others (see [48]).

More general model introduced Benoit Mandelbrot (see [46]), by using arguments on the fractal structure of lexical trees.

The are also quite different interpretation of Zipf-Mandelbrot law in ecology, as it is pointed out in [47] (see also [43] and [52]).

### 7.2 Estimations of $f$ - and Rényi divergences

In this section we obtain some estimates for the new functional, the $f$-divergence functional, the Sannon entropy and the Rényi divergence by applying cyclic renement results for the Jensens inequality. Finally, some concrete cases are considered, by using ZipfMandelbrot law.

It is generally common to take log with base of 2 in the introduced notions, but in our investigations this is not essential.

### 7.2.1 Inequalities for Csiszár divergence and Shannon entropy

In the first result we apply Theorem 7.1 to $\hat{I}_{f}(\mathbf{p}, \mathbf{q})$.
Theorem 7.3 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ be a positive probability distribution. Let $J \subset \mathbb{R}$ be an interval, let $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}$, and let $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right) \in$ $] 0, \infty{ }^{n}$ such that

$$
\frac{p_{i}}{q_{i}} \in J, \quad i=1, \ldots, n .
$$

(a) If $f: J \rightarrow \mathbb{R}$ is a convex function, then

$$
\begin{gather*}
\hat{I}_{f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \\
\geq \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right) \geq f\left(\frac{\sum_{i=1}^{n} p_{i}}{\sum_{i=1}^{n} q_{i}}\right) \sum_{i=1}^{n} q_{i} . \tag{7.5}
\end{gather*}
$$

If $f$ is a concave function, then inequality signs in (7.5) are reversed.
(b) If $f: J \rightarrow \mathbb{R}$ is a function such that $x \rightarrow x f(x)(x \in J)$ is convex, then

$$
\hat{I}_{i d_{J} f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i} f\left(\frac{p_{i}}{q_{i}}\right)
$$

$$
\begin{equation*}
\geq \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right) \geq f\left(\frac{\sum_{i=1}^{n} p_{i}}{\sum_{i=1}^{n} q_{i}}\right) \sum_{i=1}^{n} p_{i} \tag{7.6}
\end{equation*}
$$

If $x \rightarrow x f(x)(x \in J)$ is a concave function, then inequality signs in (7.6) are reversed. In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.

Proof. (a) By applying Theorem 7.1 with $C:=J, f:=f$,

$$
p_{i}:=\frac{q_{i}}{\sum_{i=1}^{n} q_{i}}, \quad v_{i}:=\frac{p_{i}}{q_{i}}, \quad i=1, \ldots, n
$$

we have

$$
\begin{gathered}
\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)=\left(\sum_{i=1}^{n} q_{i}\right) \cdot \sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} f\left(\frac{p_{i}}{q_{i}}\right) \\
\geq\left(\sum_{i=1}^{n} q_{i}\right) \cdot \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} \frac{q_{i+j}}{\sum_{i=1}^{n} q_{i}}\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} \frac{q_{i+j}}{n} \frac{p_{i+j}}{\sum_{i=1} q_{i}}}{\sum_{j=0}^{k-1} \lambda_{j+1} \frac{q_{i+j}}{\sum_{i=1}^{n} q_{i}}}\right) \\
=\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right) \\
\geq f\left(\frac{\sum_{i=1}^{n} p_{i}}{\sum_{i=1}^{n} q_{i}}\right) \\
\sum_{i=1}^{n} q_{i}
\end{gathered}
$$

(b) We can prove similarly to (a), by using $f:=i d_{J} f$.

The proof is complete.
Remark 7.1 (a) Csiszár and Körner classical inequality for the $f$-divergence functional is generalized and refined in (7.5).
(b) Other type of refinements are applied to the $f$-divergence functional in [40], [41] and [35].
(c) For example, the functions $x \rightarrow x \log _{b}(x)(x>0, b>1)$ and $x \rightarrow x \arctan (x)(x \in \mathbb{R})$ are convex.

We mention two special cases of the previous result.
The first case corresponds to the entropy of a discrete probability distribution.
Corollary 7.1 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ be a positive probability distribution.
(a) If $\left.\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right) \in\right] 0, \infty\left[^{n}\right.$, and the base of $\log$ is greater than 1 , then

$$
\begin{gather*}
-\sum_{i=1}^{n} q_{i} \log \left(q_{i}\right) \\
\leq-\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \log \left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \leq \log \left(\frac{n}{\sum_{i=1}^{n} q_{i}}\right) \sum_{i=1}^{n} q_{i} . \tag{7.7}
\end{gather*}
$$

If the base of $\log$ is between 0 and 1 , then inequality signs in (7.7) are reversed.
(b) If $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right)$ is a positive probability distribution and the base of $\log$ is greater than 1, then we have estimates for the Shannon entropy of $\mathbf{q}$

$$
H(\mathbf{q}) \leq-\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \log \left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \leq \log (n) .
$$

If the base of $\log$ is between 0 and 1 , then inequality signs in (7.7) are reversed. In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.

Proof. (a) It follows from Theorem 7.3 (a), by using $f:=\log$ and $\mathbf{p}:=(1, \ldots, 1)$.
(b) It is a special case of (a).

The second case corresponds to the relative entropy or Kullback-Leibler divergence between two probability distributions.

Corollary 7.2 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ be a positive probability distribution.
(a) Let $\left.\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right) \in\right] 0, \infty\left[^{n}\right.$ and $\left.\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right) \in\right] 0, \infty\left[^{n}\right.$. If the base of $\log$ is greater than 1 , then

$$
\begin{gather*}
\sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right)  \tag{7.8}\\
\geq \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right) \geq \log \left(\frac{\sum_{i=1}^{n} p_{i}}{\sum_{i=1}^{n} q_{i}}\right) \sum_{i=1}^{n} p_{i} . \tag{7.9}
\end{gather*}
$$

If the base of $\log$ is between 0 and 1 , then inequality signs in (7.9) are reversed.
(b) If $\mathbf{p}$ and $\mathbf{q}$ are positive probability distributions, and the base of $\log$ is greater than 1 , then we have

$$
\begin{equation*}
D(\mathbf{p} \| \mathbf{q}) \geq \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right) \geq 0 \tag{7.10}
\end{equation*}
$$

If the base of $\log$ is between 0 and 1, then inequality signs in (7.10) are reversed. In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.

Proof. (a) We can apply Theorem 7.3 (b) to the function $f:=\log$.
(b) It is a special case of (a).

Remark 7.2 We can apply Theorem 7.3 to have similar inequalities for other distances between two probability distributions.

### 7.2.2 Inequalities for Rényi divergence and entropy

The Rényi divergence and entropy come from [49].
Definition 7.6 Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right)$ be positive probability distributions, and let $\alpha \geq 0, \alpha \neq 1$.
(a) The Rényi divergence of order $\alpha$ is defined by

$$
\begin{equation*}
D_{\alpha}(\mathbf{p}, \mathbf{q}):=\frac{1}{\alpha-1} \log \left(\sum_{i=1}^{n} q_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha}\right) . \tag{7.11}
\end{equation*}
$$

(b) The Rényi entropy of order $\alpha$ of $\mathbf{p}$ is defined by

$$
\begin{equation*}
H_{\alpha}(\mathbf{p}):=\frac{1}{1-\alpha} \log \left(\sum_{i=1}^{n} p_{i}^{\alpha}\right) \tag{7.12}
\end{equation*}
$$

The Rényi divergence and the Rényi entropy can also be extended to nonnegative probability distributions.

If $\alpha \rightarrow 1$ in (7.11), we have the Kullback-Leibler divergence, and if $\alpha \rightarrow 1$ in (7.12), then we have the Shannon entropy.

In the next two results inequalities can be found for the Rényi divergence.
Theorem 7.4 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right), \mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right)$ be positive probability distributions.
(a) If $0 \leq \alpha \leq \beta, \alpha, \beta \neq 1$, and the base of $\log$ is greater than 1 , then

$$
\begin{equation*}
D_{\alpha}(\mathbf{p}, \mathbf{q}) \leq \frac{1}{\beta-1} \log \left(\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right)\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)^{\frac{\beta-1}{\alpha-1}}\right) \tag{7.13}
\end{equation*}
$$

$$
\leq D_{\beta}(\mathbf{p}, \mathbf{q})
$$

The reverse inequalities hold if the base of $\log$ is between 0 and 1 .
(b) If $1<\beta$, and the base of $\log$ is greater than 1 , then

$$
\begin{gathered}
D_{1}(\mathbf{p}, \mathbf{q})=D(\mathbf{p} \| \mathbf{q})=\sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \\
\leq \frac{1}{\beta-1} \log \left(\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \exp \left(\frac{(\beta-1) \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \log \left(\frac{p_{i+j}}{q_{i+j}}\right)}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)\right) \\
\leq D_{\beta}(\mathbf{p}, \mathbf{q}),
\end{gathered}
$$

where the base of $\exp$ is the same as the base of log.
The reverse inequalities hold if the base of $\log$ is between 0 and 1 .
(c) If $0 \leq \alpha<1$, and the base of $\log$ is greater than 1 , then

$$
\leq \frac{1}{\alpha-1} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \leq D_{1}(\mathbf{p}, \mathbf{q})
$$

The reverse inequalities hold if the base of $\log$ is between 0 and 1.
In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.
Proof. (a) By applying Theorem 7.1 with $C:=] 0, \infty[, f:] 0, \infty\left[\rightarrow \mathbb{R}, f(t):=t^{\frac{\beta-1}{\alpha-1}}\right.$,

$$
v_{i}:=\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}, \quad i=1, \ldots, n,
$$

we have

$$
\begin{gather*}
\left(\sum_{i=1}^{n} q_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha}\right)^{\frac{\beta-1}{\alpha-1}}=\left(\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right)^{\frac{\beta-1}{\alpha-1}} \\
\leq \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right)\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)^{\frac{\beta-1}{\alpha-1}} \leq \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\beta-1} \tag{7.14}
\end{gather*}
$$

if either $0 \leq \alpha<1<\beta$ or $1<\alpha \leq \beta$, and the reverse inequalities hold in (7.61) if $0 \leq$ $\alpha \leq \beta<1$. By raising the power $\frac{1}{\beta-1}$, we have from all these cases that

$$
\left(\sum_{i=1}^{n} q_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha}\right)^{\frac{1}{\alpha-1}}
$$

$$
\begin{gathered}
\leq\left(\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right)\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)^{\frac{\beta-1}{\alpha-1}}\right)^{\frac{1}{\beta-1}} \\
\leq\left(\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\beta-1}\right)^{\frac{1}{\beta-1}}=\left(\sum_{i=1}^{n} q_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\beta}\right)^{\frac{1}{\beta-1}}
\end{gathered}
$$

Since $\log$ is increasing if the base of $\log$ is greater than 1 , it now follows (7.13).
If the base of $\log$ is between 0 and 1 , then $\log$ is decreasing, and therefore inequality signs in (7.13) are reversed.
(b) and (c) When $\alpha=1$ or $\beta=1$, we have the result by taking limit.

The proof is complete.

Theorem 7.5 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right), \mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}:=\left(q_{1}, \ldots, q_{n}\right)$ be positive probability distributions.

If either $0 \leq \alpha<1$ and the base of $\log$ is greater than 1 , or $1<\alpha$ and the base of $\log$ is between 0 and 1 , then

$$
\begin{gather*}
\frac{1}{\sum_{i=1}^{n} q_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha}} \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1} \log \left(\frac{p_{i}}{q_{i}}\right) \leq \frac{1}{(\alpha-1) \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}} \times \\
\times \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \leq D_{\alpha}(\mathbf{p}, \mathbf{q})  \tag{7.15}\\
\leq \frac{1}{\alpha-1} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \leq D_{1}(\mathbf{p}, \mathbf{q})
\end{gather*}
$$

If either $0 \leq \alpha<1$ and the base of $\log$ is between 0 and 1 , or $1<\alpha$ and the base of $\log$ is greater than 1 , then the reverse inequalities holds.

In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.
Proof. We prove only the case when $0 \leq \alpha<1$ and the base of $\log$ is greater than 1 , the other cases can be proved similarly.

Since $\frac{1}{\alpha-1}<0$ and the function log is concave, we have from Theorem 7.1 by choosing $C:=] 0, \infty[, f:=\log$,

$$
v_{i}:=\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}, \quad i=1, \ldots, n,
$$

that

$$
\begin{gathered}
D_{\alpha}(\mathbf{p}, \mathbf{q})=\frac{1}{\alpha-1} \log \left(\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right) \\
\leq \frac{1}{\alpha-1} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \\
\leq \frac{1}{\alpha-1} \sum_{i=1}^{n} p_{i} \log \left(\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right)=\sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right)=D_{1}(\mathbf{p}, \mathbf{q})
\end{gathered}
$$

and this gives the desired upper bound for $D_{\alpha}(\mathbf{p}, \mathbf{q})$.
Since the base of $\log$ is greater than 1 , the function $x \rightarrow x \log (x)(x>0)$ is convex, and therefore $\frac{1}{1-\alpha}<0$ and Theorem 7.1 imply that

$$
\begin{gathered}
D_{\alpha}(\mathbf{p}, \mathbf{q}):=\frac{1}{\alpha-1} \log \left(\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right) \\
=\frac{1}{(\alpha-1) \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}}\left(\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right) \log \left(\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right) \\
\geq \frac{1}{(\alpha-1) \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \times \\
\times\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \\
\left.\frac{1}{(\alpha-1) \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}}\right) \\
\geq \frac{\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\left(\frac{p_{i+j}}{q_{i+j}}\right)^{\alpha-1}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)}{(\alpha-1) \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1} \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1} \log \left(\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}\right)} \\
=\frac{1}{\sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1}} \sum_{i=1}^{n} p_{i}\left(\frac{p_{i}}{q_{i}}\right)^{\alpha-1} \log \left(\frac{p_{i}}{q_{i}}\right)
\end{gathered}
$$

which gives the desired lower bound for $D_{\alpha}(\mathbf{p}, \mathbf{q})$.
The proof is complete.
Now, by using the previous theorems, some inequalities of Rényi entropy are obtained.
Denote $\frac{\mathbf{1}}{\mathbf{n}}:=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right)$ be the discrete uniform distribution.
Corollary 7.3 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ and $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ be positive probability distributions.
(a) If $0 \leq \alpha \leq \beta, \alpha, \beta \neq 1$, and the base of $\log$ is greater than 1 , then

$$
H_{\alpha}(\mathbf{p}) \geq \frac{1}{1-\beta} \log \left(\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right)\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}^{\alpha}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)^{\frac{\beta-1}{\alpha-1}}\right) \geq H_{\beta}(\mathbf{p})
$$

The reverse inequalities hold if the base of $\log$ is between 0 and 1.
(b) If $1<\beta$, and the base of $\log$ is greater than 1 , then

$$
\begin{gathered}
H(\mathbf{p})=-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right) \geq \log (n) \\
+\frac{1}{1-\beta} \log \left(\sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \exp \left(\frac{(\beta-1) \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \log \left(n p_{i+j}\right)}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)\right) \\
\geq H_{\beta}(\mathbf{p})
\end{gathered}
$$

where the base of $\exp$ is the same as the base of log.
The reverse inequalities hold if the base of $\log$ is between 0 and 1.
(c) If $0 \leq \alpha<1$, and the base of $\log$ is greater than 1 , then

$$
H_{\alpha}(\mathbf{p}) \geq \frac{1}{1-\alpha} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}^{\alpha}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \geq H(\mathbf{p})
$$

The reverse inequalities hold if the base of $\log$ is between 0 and 1.
In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.
Proof. If $\mathbf{q}=\frac{\mathbf{1}}{\mathbf{n}}$, then

$$
D_{\alpha}\left(\mathbf{p}, \frac{\mathbf{1}}{\mathbf{n}}\right)=\frac{1}{\alpha-1} \log \left(\sum_{i=1}^{n} n^{\alpha-1} p_{i}^{\alpha}\right)=\log (n)+\frac{1}{\alpha-1} \log \left(\sum_{i=1}^{n} p_{i}^{\alpha}\right)
$$

and therefore

$$
\begin{equation*}
H_{\alpha}(\mathbf{p})=\log (n)-D_{\alpha}\left(\mathbf{p}, \frac{\mathbf{1}}{\mathbf{n}}\right) . \tag{7.16}
\end{equation*}
$$

(a) It follows from Theorem 7.4 and (7.16) that

$$
\begin{gathered}
H_{\alpha}(\mathbf{p})=\log (n)-D_{\alpha}\left(\mathbf{p}, \frac{\mathbf{1}}{\mathbf{n}}\right) \\
\geq \log (n)-\frac{1}{\beta-1} \log \left(n^{\beta-1} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right)\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}^{\alpha}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)^{\frac{\beta-1}{\alpha-1}}\right) \\
\geq \log (n)-D_{\beta}\left(\mathbf{p}, \frac{\mathbf{1}}{\mathbf{n}}\right)=H_{\beta}(\mathbf{p}) .
\end{gathered}
$$

(b) and (c) can be proved similarly.

The proof is complete.

Corollary 7.4 Let $2 \leq k \leq n$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ and $\mathbf{p}:=\left(p_{1}, \ldots, p_{n}\right)$ be positive probability distributions.

If either $0 \leq \alpha<1$ and the base of $\log$ is greater than 1 , or $1<\alpha$ and the base of $\log$ is between 0 and 1 , then

$$
\begin{gathered}
-\frac{1}{\sum_{i=1}^{n} p_{i}^{\alpha}} \sum_{i=1}^{n} p_{i}^{\alpha} \log \left(p_{i}\right) \geq \log (n)-\frac{1}{(\alpha-1) \sum_{i=1}^{n} p_{i}^{\alpha}} \times \\
\times \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}^{\alpha}\right) \log \left(n^{\alpha-1} \frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}^{\alpha}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \geq H_{\alpha}(\mathbf{p}) \\
\geq \\
\frac{1}{1-\alpha} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}^{\alpha}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \geq H(\mathbf{p})
\end{gathered}
$$

If either $0 \leq \alpha<1$ and the base of $\log$ is between 0 and 1 , or $1<\alpha$ and the base of $\log$ is greater than 1 , then the reverse inequalities holds.

In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.
Proof. We can prove as Corollary 7.3, by using Theorem 7.5.
We illustrate our results by using Zipf-Mandelbrot law.

### 7.2.3 Inequalities by using the Zipf-Mandelbrot law

We illustrate the previous results by using Zipf-Mandelbrot law.
Corollary 7.5 Let $\mathbf{p}$ be the Zipf-Mandelbrot law as in Definition 10.1, let $2 \leq k \leq N$ be integers, and let $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ be a probability distribution. By applying Corollary 7.3 (c), we have:

If $0 \leq \alpha<1$, and the base of $\log$ is greater than 1 , then

$$
\begin{gathered}
H_{\alpha}(\mathbf{p})=\frac{1}{1-\alpha} \log \left(\frac{1}{H_{N, q, s}^{\alpha}} \sum_{i=1}^{N} \frac{1}{(i+q)^{\alpha s}}\right) \\
\geq \frac{1}{1-\alpha} \sum_{i=1}^{n}\left(\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{(i+j+q)^{s} H_{N, q, s}}\right) \log \left(\frac{1}{H_{N, q, s}^{\alpha-1}} \frac{\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{(i+j+q)^{\alpha s}}}{\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{(i+q)^{s}}}\right) \\
\geq \frac{s}{H_{N, q, s}} \sum_{i=1}^{N} \frac{\log (i+q)}{(i+q)^{s}}+\log \left(H_{N, q, s}\right)=H(\mathbf{p})
\end{gathered}
$$

The reverse inequalities hold if the base of $\log$ is between 0 and 1. In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.

Corollary 7.6 Let $\mathbf{p}_{1}$ and $\mathbf{p}_{2}$ be the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}$, $q_{1}, q_{2} \in\left[0, \infty\left[\right.\right.$ and $s_{1}, s_{2}>0$, respectively, let $2 \leq k \leq N$ be integers, and let $\lambda:=$ $\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ be a probability distribution. By applying Corollary 7.2 (b), we have:

If the base of $\log$ is greater than 1 , then

$$
\begin{gather*}
D\left(\mathbf{p}_{1} \| \mathbf{p}_{2}\right)=\sum_{i=1}^{N} \frac{1}{\left(i+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}} \log \left(\frac{\left(i+q_{2}\right)^{s_{2}} H_{N, q_{2}, s_{2}}}{\left(i+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}}\right) \\
\geq \sum_{i=1}^{N}\left(\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}}\right) \log \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}}}{\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+q_{2}\right)^{s_{2}} H_{N, q_{2}, s_{2}}}}\right) \geq 0 . \tag{7.17}
\end{gather*}
$$

If the base of $\log$ is between 0 and 1 , then inequality signs in (7.17) are reversed. In all these inequalities $i+j$ means $i+j-n$ in case of $i+j>n$.

### 7.3 Cyclic improvemnts of inequalities for entropy of Zipf-Mandelbrot law via Hermite interpolating polynomial

In order to give our main results, we consider the following hypotheses for next sections. $\left(M_{1}\right)$ Let $I \subset \mathbb{R}$ be an interval, $\mathbf{x}:=\left(x_{1}, \ldots, x_{n}\right) \in I^{n}$ and let $p_{1}, \ldots, p_{n}$ and $\lambda_{1}, \ldots, \lambda_{k}$ represent positive probability distributions for $2 \leq k \leq n$.
$\left(M_{2}\right)$ Let $f: I \rightarrow \mathbb{R}$ be a convex function.
Remark 7.3 Under the conditions $\left(M_{1}\right)$, we define

$$
\begin{gathered}
J_{1}(f)=J_{1}(\mathbf{x}, \mathbf{p}, \lambda ; f):=\sum_{i=1}^{n} p_{i} f\left(x_{i}\right)-C_{d i s}(f, \mathbf{x}, \mathbf{p}, \lambda) \\
J_{2}(f)=J_{1}(\mathbf{x}, \mathbf{p}, \lambda ; f):=C_{d i s}(f, \mathbf{x}, \mathbf{p}, \lambda)-f\left(\sum_{i=1}^{n} p_{i} x_{i}\right)
\end{gathered}
$$

where $f: I \rightarrow \mathbb{R}$ is a function. The functionals $f \rightarrow J_{u}(f)$ are linear, $u=1,2$, and Theorem 7.1 imply that

$$
J_{u}(f) \geq 0, \quad u=1,2
$$

if $f: I \rightarrow \mathbb{R}$ is a convex function.
Assume $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{3}-\mathrm{H}_{5}\right)$. Then we have the following additional linear functionals

$$
\begin{gathered}
J_{3}(f)=J_{3}(f, g, \mu, \mathbf{p}, \lambda):=\int_{X} f \circ g d \mu-C_{\text {int }}(f, g, \mu, \mathbf{p}, \lambda) \geq 0, \\
J_{4}(f)=J_{4}(t, f, g, \mu, \mathbf{p}, \lambda):=\int_{X} f \circ g d \mu-C_{p a r}(t, f, g, \mu, \mathbf{p}, \lambda) \geq 0 ; \quad t \in[0,1], \\
J_{5}(f)=J_{5}(t, f, g, \mu, \mathbf{p}, \lambda):=C_{\text {int }}(f, g, \mu, \mathbf{p}, \lambda)-C_{p a r}(t, f, g, \mu, \mathbf{p}, \lambda) \geq 0 ; \quad t \in[0,1], \\
J_{6}(f)=J_{6}(t, f, g, \mu, \mathbf{p}, \lambda):=C_{p a r}(t, f, g, \mu, \mathbf{p}, \lambda)-f\left(\int_{X} g d \mu\right) \geq 0 ; \quad t \in[0,1] .
\end{gathered}
$$

For $v=1, \ldots, 5$, consider the Green functions $G_{v}:\left[\alpha_{1}, \alpha_{2}\right] \times\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ defined as

$$
\begin{gather*}
G_{1}(z, r)= \begin{cases}\frac{\left(\alpha_{2}-z\right)\left(\alpha_{1}-r\right)}{\alpha_{2}-\alpha_{1}}, & \alpha_{1} \leq r \leq z ; \\
\frac{\left(\alpha_{2}-\alpha_{1}\right)\left(\alpha_{1}-z\right)}{\alpha_{2}-\alpha_{1}}, & z \leq r \leq \alpha_{2} .\end{cases}  \tag{7.18}\\
G_{2}(z, r)= \begin{cases}\alpha_{1}-r, & \alpha_{1} \leq r \leq z \\
\alpha_{1}-z, & z \leq r \leq \alpha_{2} .\end{cases} \tag{7.19}
\end{gather*}
$$

$$
\begin{align*}
& G_{3}(z, r)=\left\{\begin{array}{l}
z-\alpha_{2}, \alpha_{1} \leq r \leq z, \\
r-\alpha_{2}, z \leq r \leq \alpha_{2}
\end{array}\right.  \tag{7.20}\\
& G_{4}(z, r)=\left\{\begin{array}{l}
z-\alpha_{1}, \alpha_{1} \leq r \leq z \\
r-\alpha_{1}, z \leq r \leq \alpha_{2}
\end{array}\right.  \tag{7.21}\\
& G_{5}(z, r)= \begin{cases}\alpha_{2}-r, & \alpha_{1} \leq r \leq z \\
\alpha_{2}-z, & z \leq r \leq \alpha_{2},\end{cases} \tag{7.22}
\end{align*}
$$

All these functions are convex and continuous w.r.t both $z$ and $r$ (see [33]).
Remark 7.4 The Green's function $G_{1}(\cdot, \cdot)$ is called Lagrange Green's function (see [34]). The new Green functions $G_{v}(\cdot, \cdot),(v=2,3,4,5)$, introduced by Pečarić et al. in [33].
For $I=\left[\alpha_{1}, \alpha_{2}\right]$, consider the following assumptions .
$\left(A_{1}\right)$ For the linear functionals $J_{u}(\cdot)(u=1,2)$, assume that $\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} z_{i+j}}{\sum_{v=0}^{k-1} \lambda_{j+1} p_{i+j}} \in\left[\alpha_{1}, \alpha_{2}\right]$ for $i=1, \ldots m$.
$\left(A_{2}\right)$ For the linear functionals $J_{u}(\cdot)(u=3, \ldots, 6)$, assume that $\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} f\left(z_{i+j}\right)}{\sum_{j=0}^{k-1} \lambda_{v+1} p_{i+j}} \in\left[\alpha_{1}, \alpha_{2}\right]$ for $i=1, \ldots m$.

### 7.3.1 Extensions of cyclic refinements of Jensen's inequality via Hermite interpolating polynomial

The proof of the results of this section are given in [16]. We start this section by considering the discrete as well as continuous version of cyclic refinements of Jensen's inequality and construct the generalized new identities having real weights utilizing Hermite interpolating polynomial.
Theorem 7.6 Let $m, k \in \mathbb{N}, p_{1}, \ldots, p_{m}$ and $\lambda_{1}, \ldots, \lambda_{k}$ be real tuples for $2 \leq k \leq m$, such that $\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \neq 0$ for $i=1, \ldots m$ with $\sum_{i=1}^{m} p_{i}=1$ and $\sum_{j=1}^{k} \lambda_{j}=1$. Also let $z \in\left[\alpha_{1}, \alpha_{2}\right] \subset \mathbb{R}$ and $\mathbf{z} \in\left[\alpha_{1}, \alpha_{2}\right]^{m}$. Assume $f \in C^{n}\left[\alpha_{1}, \alpha_{2}\right]$ and consider interval with points $-\infty<\alpha_{1}=$ $b_{1}<b_{2} \cdots<b_{t}=\alpha_{2}<\infty,(t \geq 2)$ such that $f\left(\alpha_{1}\right)=f\left(\alpha_{2}\right), f^{\prime}\left(\alpha_{1}\right)=0=f^{\prime}\left(\alpha_{2}\right)$ and $G_{v},(v=1, \ldots, 5)$ be the Green functions defined in (10.4)-(7.22), respectively. Then for $u=1, \ldots, 6$ along with assumptions $\left(A_{1}\right)$ and $\left(A_{2}\right)$, we have the following generalized identities:
(a)

$$
\begin{equation*}
J_{u}(f(z))=\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} f^{(\sigma)}\left(b_{\omega}\right) J_{u}\left(H_{\sigma \omega}(z)\right)+\int_{\alpha_{1}}^{\alpha_{2}} J_{u}\left(G_{H, n}(z, r)\right) f^{(n)}(r) d r \tag{7.23}
\end{equation*}
$$

(b)

$$
\begin{align*}
J_{u}(f(z))=\int_{\alpha_{1}}^{\alpha_{2}} J_{u}\left(G_{v}(z, r)\right) & \sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} f^{(\sigma+2)}\left(b_{\omega}\right) H_{\sigma \omega}(r) d r \\
& \left.+\int_{\alpha_{1}}^{\alpha_{2}} \int_{\alpha_{1}}^{\alpha_{2}} J_{u}\left(G_{v}(z, r)\right) G_{H, n-2}(r, \xi)\right) f^{(n)}(\xi) d \xi d r \tag{7.24}
\end{align*}
$$

where $H_{\sigma \omega}$ are Hermite basis and $G_{H, n}(z, r)$ be the Hermite Green function (see [32]).

Now we obtain extensions and improvements of discrete and integral cyclic Jensen type linear functionals, with real weights.

Theorem 7.7 Consider $f$ be n-convex function along with the suppositions of Theorem 7.6. Then we conclude the following results:
(a) Iffor all $u=1, \ldots, 6$,

$$
\begin{equation*}
J_{u}\left(G_{H, n}(z, r)\right) \geq 0, \quad r \in\left[\alpha_{1}, \alpha_{2}\right] \tag{7.25}
\end{equation*}
$$

holds, then we have

$$
\begin{equation*}
J_{u}(f(z)) \geq \sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} f^{(\sigma)}\left(b_{\omega}\right) J_{u}\left(H_{\sigma \omega}(z)\right) \tag{7.26}
\end{equation*}
$$

for $u=1, \ldots, 6$.
(b) If for all $u=1, \ldots, 6$ and $v=1, \ldots, 5$

$$
\begin{equation*}
J_{u}\left(G_{v}(z, r)\right) \geq 0, r \in\left[\alpha_{1}, \alpha_{2}\right] \tag{7.27}
\end{equation*}
$$

holds, provided that $s_{\omega}$ is odd for each $\omega=2,3,4, \cdots, t$, then

$$
\begin{equation*}
J_{u}(f(z)) \geq \int_{\alpha_{1}}^{\alpha_{2}} J_{u}\left(G_{v}(z, r)\right) \sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} f^{(\sigma+2)}\left(b_{\omega}\right) H_{\sigma \omega}(r) d r . \tag{7.28}
\end{equation*}
$$

for $u=1, \ldots, 6$.
(c) If (7.27) holds for all $u=1, \ldots, 6$ and $v=1, \ldots, 5$, provided that $s_{\omega}$ is odd for each $\omega=2,3,4, \cdots, t-1$ and $s_{t}$ is even then (7.28) holds in reverse direction for $u=1, \ldots, 6$.

We will finish the present section by the following generalizations of cyclic refinements of Jensen inequalities:

Theorem 7.8 If the assumptions of Theorem 7.6 be fulfilled with additional conditions that $p_{1}, \ldots, p_{m}$ and $\lambda_{1}, \ldots, \lambda_{k}$ be non negative tuples for $2 \leq k \leq m$, such that $\sum_{i=1}^{m} p_{i}=1$ and $\sum_{j=1}^{k} \lambda_{j}=1$. Then for $\psi:\left[\alpha_{1}, \alpha_{2}\right] \rightarrow \mathbb{R}$ being n-convex function, we conclude the following results:
(a) If (7.26) is valid along with the function

$$
\begin{equation*}
\Gamma(z):=\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} H_{\sigma \omega}(z) f^{(\sigma)}\left(b_{\omega}\right) . \tag{7.29}
\end{equation*}
$$

to be convex, the right side of (7.26) is non negative, means

$$
\begin{equation*}
J_{u}(\psi) \geq 0, \quad u=1, \ldots, 6 \tag{7.30}
\end{equation*}
$$

(b) If $s_{\omega}$ to be odd for each $\omega=2,3,4, \cdots, t$, (7.28) holds. Further

$$
\begin{equation*}
\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} H_{\sigma \omega}(r) f^{(\sigma+2)}\left(b_{\omega}\right) \geq 0 \tag{7.31}
\end{equation*}
$$

the right side of (7.28) is non negative, particularly (7.30) is establish for all $u=$ $1, \ldots, 6$ and $v=1, \ldots, 5$.
(c) Inequality (7.28) holds reversely if $s_{\omega}$ is odd for each $\omega=2,3,4, \cdots, t-1$ and $s_{t}$ is even. Moreover, let (7.31) holds in reverse direction then reverse of (7.30) holds for all $u=1, \ldots, 6$ and $v=1, \ldots, 5$.

### 7.3.2 Cyclic improvements of inequalities for entropy of Zipf-Mandelbrot law via Hermite polynomial

Remark 7.5 Now as a consequences of Theorem 7.7 we consider the discrete extensions of cyclic refinements of Jensen's inequalities for $(u=1)$, from (7.26) with respect to $n$ convex function $f$ in the explicit form:

$$
\begin{align*}
& \sum_{i=1}^{m} p_{i} f\left(z_{i}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} z_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right) \geq \\
&\left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} f^{(\sigma)}\left(b_{\omega}\right)\right) \times \\
&\left(\sum_{i=1}^{m} p_{i} H_{\sigma \omega}\left(z_{i}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}\right) H_{\sigma \omega}\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} z_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)\right) \tag{7.32}
\end{align*}
$$

where $H_{\sigma \omega}$ are Hermite basis.
Theorem 7.9 Let $m, k \in \mathbb{N}(2 \leq k \leq m), \lambda_{1}, \ldots, \lambda_{k}$ be positive probability distributions. Let $\mathbf{p}:=\left(p_{1}, \ldots, p_{m}\right) \in \mathbb{R}^{m}$, and $\mathbf{q}:=\left(q_{1}, \ldots, q_{m}\right) \in(0, \infty)^{m}$ such that

$$
\frac{p_{i}}{q_{i}} \in\left[\alpha_{1}, \alpha_{2}\right], \quad i=1, \ldots, m .
$$

Also let $f \in C^{n}\left[\alpha_{1}, \alpha_{2}\right]$ and consider interval with points $-\infty<\alpha_{1}=b_{1}<b_{2} \cdots<b_{t}=$ $\alpha_{2}<\infty,(t \geq 2)$ such that $f$ is $n$-convex function. Then the following inequalities hold:

$$
\begin{array}{rl}
\hat{I}_{f}(\mathbf{p}, \mathbf{q}) \geq \sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) f & f\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right)+ \\
& \left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} f^{(\sigma)}\left(b_{\omega}\right)\right) \times \\
& \left(\sum_{i=1}^{m} q_{i} H_{\sigma \omega}\left(\frac{p_{i}}{q_{i}}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) H_{\sigma \omega}\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right)\right) \tag{7.33}
\end{array}
$$

Proof. Replacing $p_{i}$ with $q_{i}$ and $z_{i}$ with $\frac{p_{i}}{q_{i}}$ for $(i=1, \ldots, m)$ in (7.32), we get (7.33).
We now explore two exceptional cases of the previous result. One corresponds to the entropy of a discrete probability distribution.

Corollary 7.7 Let $m, k \in \mathbb{N}(2 \leq k \leq m), \lambda_{1}, \ldots, \lambda_{k}$ be positive probability distributions.
(a) If $\mathbf{q}:=\left(q_{1}, \ldots, q_{m}\right) \in(0, \infty)^{m}$ and $(n=$ even $)$, then

$$
\begin{align*}
& \sum_{i=1}^{m} q_{i} \ln q_{i} \geq \sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \ln \left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right)+ \\
& \left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right) \times \\
& \left(\sum_{i=1}^{m} q_{i} H_{\sigma \omega}\left(\frac{1}{q_{i}}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) H_{\sigma \omega}\left(\frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right)\right) \tag{7.34}
\end{align*}
$$

(b) If $\mathbf{q}:=\left(q_{1}, \ldots, q_{m}\right)$ is a positive probability distribution and $(n=e v e n)$, then we get the bounds for the Shannon entropy of $\mathbf{q}$.

$$
\begin{align*}
H(\mathbf{q}) \leq & -\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \ln \left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right)- \\
& \left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right) \times \\
& \left(\sum_{i=1}^{m} q_{i} H_{\sigma \omega}\left(\frac{1}{q_{i}}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) H_{\sigma \omega}\left(\frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right)\right) \tag{7.35}
\end{align*}
$$

If $(n=o d d)$, then (7.34) and (7.35) hold in reverse directions.
Proof.
(a) Using $f(x):=-\ln x$ and $\mathbf{p}:=(1,1, \ldots, 1)$ in Theorem 7.9 , we get the required results.
(b) It is a specific case of $(a)$.

The second case corresponds to the relative entropy or Kullback-Leibler divergence between two probability distributions.
Corollary 7.8 Let $m, k \in \mathbb{N}(2 \leq k \leq m), \lambda_{1}, \ldots, \lambda_{k}$ be positive probability distributions.
(a) If $\mathbf{q}:=\left(q_{1}, \ldots, q_{m}\right), \mathbf{p}:=\left(p_{1}, \ldots, p_{m}\right) \in(0, \infty)^{m}$ and $(n=$ even $)$, then

$$
\begin{align*}
& \sum_{i=1}^{m} q_{i} \ln \left(\frac{q_{i}}{p_{i}}\right) \geq \sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \ln \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)+ \\
& \left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right) \times \\
& \left(\sum_{i=1}^{m} q_{i} H_{\sigma \omega}\left(\frac{p_{i}}{q_{i}}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) H_{\sigma \omega}\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right)\right) \tag{7.36}
\end{align*}
$$

(b) If If $\mathbf{q}:=\left(q_{1}, \ldots, q_{m}\right), \mathbf{p}:=\left(p_{1}, \ldots, p_{m}\right)$ are positive probability distributions and ( $n=$ even), then we have

$$
D(\mathbf{q} \| \mathbf{p}) \geq \sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) \ln \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}\right)+
$$

$$
\begin{gather*}
\left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right) \times \\
\left(\sum_{i=1}^{m} q_{i} H_{\sigma \omega}\left(\frac{p_{i}}{q_{i}}\right)-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}\right) H_{\sigma \omega}\left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}}{\sum_{j=0}^{k-1} \lambda_{j+1} q_{i+j}}\right)\right) \tag{7.37}
\end{gather*}
$$

If $(n=$ odd $)$, then (7.36) and (7.37) hold in reverse directions.
Proof.
(a) Using $f(x):=-\ln x$ in Theorem 7.9, we get the desired results.
(b) It is particular case of $(a)$.

Let $m \in\{1,2, \ldots\}, t \geq 0, s>0$, then Zipf-Mandelbrot entropy can be given as:

$$
\begin{equation*}
Z(H, t, s)=\frac{s}{H_{m, t, s}} \sum_{i=1}^{m} \frac{\ln (i+t)}{(i+t)^{s}}+\ln \left(H_{m, t, s}\right) . \tag{7.38}
\end{equation*}
$$

Consider

$$
\begin{equation*}
q_{i}=f(i ; m, t, s)=\frac{1}{\left((i+t)^{s} H_{m, t, s}\right)} \tag{7.39}
\end{equation*}
$$

Now we state our results involving entropy introduced by Mandelbrot Law:
Theorem 7.10 Let $m, k \in \mathbb{N}(2 \leq k \leq m), \lambda_{1}, \ldots, \lambda_{k}$ be positive probability distributions and $\mathbf{q}$ be as defined in (7.39) by Zipf-Mandelbrot law with parameters $m \in\{1,2, \ldots\}, c \geq 0$, $d>0$. For $(n=$ even $)$, the following holds

$$
\begin{gather*}
H(\mathbf{q})= \\
\leq-\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{\left((i+j+c)^{d} H_{m, c, d}\right)}\right) \ln \left(\frac{1}{H_{m, c, d}} \sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{\left((i+j+t)^{s}\right)}\right)- \\
\left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right)\left(\sum_{i=1}^{m} \frac{1}{\left((i+c)^{d} H_{m, c, d}\right)} H_{\sigma \omega}\left(\left((i+c)^{d} H_{m, c, d}\right)\right)\right)+ \\
\left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right)\left(\sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{\left((i+j+c)^{d} H_{m, c, d}\right)}\right) H_{\sigma \omega}\left(\frac{1}{\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{\left((i+j+c)^{d} H_{m, c, d}\right)}}\right)\right) \tag{7.40}
\end{gather*}
$$

If $(n=$ odd $)$, then (7.40) holds in reverse direction.

Proof. Substituting this $q_{i}=\frac{1}{\left((i+c)^{d} H_{m, c, d}\right)}$ in Corollary 7.7(b), we get the desired result. Since it is interesting to see that $\sum_{i=1}^{m} q_{i}=1$. Moreover using above $q_{i}$ in Shannon entropy (7.3), we get Mandelbrot entropy(7.38).

Corollary 7.9 Let $m, k \in \mathbb{N}(2 \leq k \leq m), \lambda_{1}, \ldots, \lambda_{k}$ be positive probability distributions and for $c_{1}, c_{2} \in[0, \infty), d_{1}, d_{2}>0$, let $H_{m, c_{1}, d_{1}}=\frac{1}{\left(i+c_{1}\right)^{d_{1}}}$ and $H_{m, c_{2}, d_{2}}=\frac{1}{\left(i+c_{2}\right)^{d_{2}}}$. Now using $q_{i}=\frac{1}{\left(i+c_{1}\right)^{d_{1}} H_{m, c_{1}, d_{1}}}$ and $p_{i}=\frac{1}{\left(i+c_{2}\right)^{d_{2}} H_{m, c_{2}, d_{2}}}$ in Corollary 7.8(b), with $(n=$ even $)$, then the following holds

$$
\begin{align*}
& D(\mathbf{q} \| \mathbf{p})=\sum_{i=1}^{m} \frac{1}{\left(i+c_{1}\right)^{d_{1}} H_{m, c_{1}, d_{1}}} \ln \left(\frac{\left(i+c_{2}\right)^{d_{2}} H_{m, c_{2}, d_{2}}}{\left(i+c_{1}\right)^{d_{1}} H_{m, c_{1}, d_{1}}}\right) \\
& \geq \sum_{i=1}^{m}\left(\sum_{j=0}^{k-1} \frac{\lambda_{j+1}}{\left(i+j+c_{1}\right)^{d_{1}} H_{m, c_{1}, d_{1}}}\right) \ln \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+c_{1}\right)^{d_{1}} H_{m, c_{1}, d_{1}}}}{\left.\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+c_{2}\right)^{d_{2} H_{m, c_{2}, d_{2}}}}\right)}\right. \\
&+\left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right)\left(\sum_{i=1}^{m} \frac{1}{\left(\left(i+c_{1}\right)^{d_{1}} H_{\left.m, c_{1}, d_{1}\right)}\right.} H_{\sigma \omega}\left(\frac{\left(\left(i+c_{2}\right)_{2}^{d} H_{m, c_{2}, d_{2}}\right)}{\left(\left(i+c_{1}\right)^{d} H_{\left.m, c_{1}, d_{1}\right)}\right)}\right)\right) \\
&\left(\sum_{\omega=1}^{t} \sum_{\sigma=0}^{s_{\omega}} \frac{(-1)^{\sigma}(\sigma-1)!}{\left(b_{\omega}\right)^{\sigma}}\right) \times \\
&\left(\sum _ { i = 1 } ^ { m } ( \sum _ { j = 0 } ^ { k - 1 } \frac { \lambda _ { j + 1 } } { ( i + j + c _ { 1 } ) ^ { d _ { 1 } } H _ { m , c _ { 1 } , d _ { 1 } } } ) H _ { \sigma \omega } \left(\frac{\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+c_{1}\right)^{d_{1}} H_{m, c_{1}, d_{1}}}}{\left.\left.\sum_{j=0}^{k-1} \lambda_{j+1} \frac{1}{\left(i+j+c_{2}\right)^{d_{2} H_{m, c_{2}, d_{2}}}}\right)\right)}\right.\right. \tag{7.41}
\end{align*}
$$

If ( $n=$ odd $)$, then (7.41) holds in reverse direction.
Remark 7.6 It is interesting to note that, in the similar passion we are able to construct different estimations of $f$-divergences along with their applications to Shannon and Mandelbrot entropies using the other inequalities for $n$-convex functions constructed in Theorem 7.7 for discrete case of cyclic refinements of Jensen inequality.

Remark 7.7 We left for reader interest to construct upper bounds for Shannon, Relative and Mandelbrot entropies by considering Type $(\eta, n-\eta) \mathbf{C}$ and Two-point TC instead of $\mathbf{H C}$ in the above results.

### 7.4 A refinement and an exact equality condition for the basic inequality of $f$-divergences

Measures of dissimilarity between probability measures play important role in probability theory, especially in information theory and in mathematical statistics. Many divergence measures for this purpose have been introduced and studied (see for example Vajda [14]). Among them $f$-divergences were introduced by Csiszár [2] and [37] and independently by Ali and Silvey [1]. Remarkable divergences can be found among $f$-divergences, such as the information divergence, the Pearson or $\chi^{2}$-divergence, the Hellinger distance and total variational distance. There are a lot of papers dealing with $f$-divergence inequalities (see Dragomir [39], Dembo, Cover, and Thomas [4] and Sason and Verdú [50]). These inequalities are very useful and applicable in information theory.

One of the basic inequalities is (see Liese and Vajda [45])

$$
D_{f}(P, Q) \geq f(1) .
$$

In this section we give a refinement and a precise equality condition for this inequality. Some applications for discrete distributions, for the Shannon entropy, and some examples are given.

### 7.4.1 Construction of the equality conditions and related results of classical integral Jensen's inequality

The classical Jensen's inequality is well known (see [7]).
Theorem 7.11 Let $g$ be an integrable function on a probability space ( $Y, \mathscr{B}, v$ ) taking values in an interval $I \subset \mathbb{R}$. Then $\int_{Y} g d v$ lies in $I$. If $f$ is a convex function on $I$ such that $f \circ g$ is $v$-integrable, then

$$
\begin{equation*}
f\left(\int_{Y} g d v\right) \leq \int_{Y} f \circ g d v . \tag{7.42}
\end{equation*}
$$

The following approach to give a necessary and sufficient condition for equality in this inequality may be new. First, we introduce the next definition.

Definition 7.7 Let $(Y, \mathscr{B}, v)$ be a probability space, and let $g$ be a real measurable function defined almost everywhere on $Y$. We denote by essint $v(g)$ the smallest interval in $\mathbb{R}$ for which

$$
v\left(g \in \operatorname{essint}_{v}(g)\right)=1 .
$$

Remark 7.8 (a) Obviously, the endpoints of $\operatorname{essint}_{v}(g)$ are the essential infimum $\left(\operatorname{essinf}_{v}(g)\right)$ and the essential supremum of $g$, and either of them belong to essint ${ }_{v}(g)$ exactly if $g$ takes this value with positive probability.
(b) It is easy to see that either $\operatorname{essint}_{v}(g)=\left\{\int_{Y} g d v\right\}$ (in this case $g$ is constant $v$-a.e.) or $\int_{Y} g d v$ is an inner point of $\operatorname{essint}_{v}(g)$.
(c) The interval $\operatorname{essinf}_{v}(g)$ is connected with the essential range of $g$, but not the same set (for example, the essential range of $g$ is always closed, and not an interval in general).

Lemma 7.1 Assume the conditions of Theorem 7.11 are satisfied. Equality holds in (7.42) if and only if $f$ is affine on essint $v(g)$.

Proof. It is easy to see that the condition is sufficient for equality in (7.42).
Conversely, if $\operatorname{essint}_{v}(g)$ contains only one point, then it is trivial, so we can assume that $m:=\int_{Y} g d v$ is an inner point of $\operatorname{essint}_{v}(g)$. Let

$$
l: \mathbb{R} \rightarrow \mathbb{R}, \quad l(t)=f_{+}^{\prime}(m)(t-m)+f(m)
$$

If $f$ is not affine on $\operatorname{essint}_{v}(g)$, then by the convexity of $f$, there is a point $t_{1} \in \operatorname{essint}_{v}(g)$ such that $f\left(t_{1}\right)>l\left(t_{1}\right)$. Suppose $t_{1}>m$ (the case $t_{1}<m$ can be handled similarly). Since $f$ is convex, $f(t) \geq l(t)(t \in I)$ and $f(t)>l(t)\left(t \in I, t \geq t_{1}\right)$. It follows by using $v\left(g>t_{1}\right)>0$, that

$$
\begin{aligned}
& \int_{Y} f \circ g d v=\int_{\left(g<t_{1}\right)} f \circ g d v+\int_{\left(g \geq t_{1}\right)} f \circ g d v \\
\geq & \int_{\left(g<t_{1}\right)} l \circ g d v+\int_{\left(g \geq t_{1}\right)} f \circ g d v>\int_{Y} l \circ g d v=f(m),
\end{aligned}
$$

which is a contradiction.
The proof is complete.
The next refinement of the Jensen's inequality can be found in Horváth [8].
Theorem 7.12 Let $I \subset \mathbb{R}$ be an interval, and let $f: I \rightarrow \mathbb{R}$ be a convex function. Let $(Y, \mathscr{B}, v)$ be a probability space, and let $g: Y \rightarrow I$ be a $v$-integrable function such that $f \circ g$ is also $v$-integrable. Suppose that $\alpha_{1}, \ldots, \alpha_{n}$ are nonnegative numbers with $\sum_{i=1}^{n} \alpha_{i}=1$. Then
(a)

$$
f\left(\int_{Y} g d v\right) \leq \int_{Y^{n}} f\left(\sum_{i=1}^{n} \alpha_{i} g\left(x_{i}\right)\right) d v^{n}\left(x_{1}, \ldots, x_{n}\right) \leq \int_{Y} f \circ g d v .
$$

(b)

$$
\begin{gathered}
\int_{Y^{n+1}} f\left(\frac{1}{n+1} \sum_{i=1}^{n+1} g\left(x_{i}\right)\right) d v^{n+1}\left(x_{1}, \ldots, x_{n+1}\right) \\
\leq \int_{Y^{n}} f\left(\frac{1}{n} \sum_{i=1}^{n} g\left(x_{i}\right)\right) d v^{n}\left(x_{1}, \ldots, x_{n}\right) \leq \int_{Y^{n}} f\left(\sum_{i=1}^{n} \alpha_{i} g\left(x_{i}\right)\right) d v^{n}\left(x_{1}, \ldots, x_{n}\right) .
\end{gathered}
$$

By analyzing the proof of the previous result, it can be seen that the hypothesis " $f \circ g$ is $v$-integrable" can be weaken.

Theorem 7.13 Let $I \subset \mathbb{R}$ be an interval, and let $f: I \rightarrow \mathbb{R}$ be a convex function. Let $(Y, \mathscr{B}, v)$ be a probability space, and let $g: Y \rightarrow I$ be a $v$-integrable function such that the integral $\int_{Y} f \circ g d v$ exists in $\left.]-\infty, \infty\right]$. Suppose that $\alpha_{1}, \ldots, \alpha_{n}$ are nonnegative numbers with $\sum_{i=1}^{n} \alpha_{i}=1$. Then the assertions of Theorem 7.12 remain true.

We assume throughout that the probability measures $P$ and $Q$ are defined on a fixed measurable space $(X, \mathscr{A})$. It is also assumed that $P$ and $Q$ are absolutely continuous with respect to a $\sigma$-finite measure $\mu$ on $\mathscr{A}$. The densities (or Radon-Nikodym derivatives) of $P$ and $Q$ with respect to $\mu$ are denoted by $p$ and $q$, respectively. These densities are $\mu$-almost everywhere uniquely determined.

Let

$$
F:=\{f:] 0, \infty[\rightarrow \mathbb{R} \mid f \text { is convex }\},
$$

and define for every $f \in F$ the function

$$
\left.f^{*}:\right] 0, \infty\left[\rightarrow \mathbb{R}, \quad f^{*}(t):=t f\left(\frac{1}{t}\right) .\right.
$$

If $f \in F$, then either $f$ is monotonic or there exists a point $\left.t_{0} \in\right] 0, \infty[$ such that $f$ is decreasing on $] 0, t_{0}[$. This implies that the limit

$$
\lim _{t \rightarrow 0+} f(t)
$$

exists in $]-\infty, \infty]$, and

$$
f(0):=\lim _{t \rightarrow 0+} f(t)
$$

extends $f$ into a convex function on $[0, \infty[$. The extended function is continuous and has finite left and right derivatives at each point of $] 0, \infty[$.

It is well known that for every $f \in F$ the function $f^{*}$ also belongs to $F$, and therefore

$$
f^{*}(0):=\lim _{t \rightarrow 0+} f^{*}(t)=\lim _{u \rightarrow \infty} \frac{f(u)}{u} .
$$

We need the following simple property of functions belonging to $F$.

Lemma 7.2 If $f \in F$, then $f^{*}(0) \geq f_{+}^{\prime}$ (1). This inequality becomes an equality if and only if

$$
\begin{equation*}
f(t)=f_{+}^{\prime}(1)(t-1)+f(1), \quad t \geq 1 . \tag{7.43}
\end{equation*}
$$

Proof. Since $f$ is convex,

$$
f(t) \geq f_{+}^{\prime}(1)(t-1)+f(1), \quad t \geq 1
$$

and therefore

$$
f^{*}(0)=\lim _{t \rightarrow \infty} \frac{f(t)}{t} \geq f_{+}^{\prime}(1)
$$

If (7.43) is satisfied, then obviously $f^{*}(0)=f_{+}^{\prime}(1)$.
If there exists $t_{1}>1$ such that $f_{+}^{\prime}\left(t_{1}\right)>f_{+}^{\prime}(1)$, then by the convexity of $f$,

$$
f(t) \geq f_{+}^{\prime}\left(t_{1}\right)\left(t-t_{1}\right)+f\left(t_{1}\right), \quad t \geq t_{1}
$$

and hence $f^{*}(0)>f_{+}^{\prime}(1)$. It follows that $f^{*}(0)=f_{+}^{\prime}(1)$ implies

$$
f_{+}^{\prime}(t)=f_{+}^{\prime}(1), \quad t \geq t_{1}
$$

and this gives (7.43) (see [43] 1.6.2 Corollary 2).
The proof is complete.
The next result prepares the notion of $f$-divergence of probability measures.
Lemma 7.3 For every $f \in F$ the integral

$$
\int_{(q>0)} q(\omega) f\left(\frac{p(\omega)}{q(\omega)}\right) d \mu(\omega)
$$

exists and it belongs to the interval $]-\infty, \infty]$.
Proof. Since $f$ is convex,

$$
f(t) \geq f_{+}^{\prime}(1)(t-1)+f(1), \quad t \geq 0
$$

This implies that for all $\omega \in(q>0)$

$$
\begin{equation*}
q(\omega) f\left(\frac{p(\omega)}{q(\omega)}\right) \geq h(\omega):=f_{+}^{\prime}(1)(p(\omega)-q(\omega))+f(1) q(\omega) . \tag{7.44}
\end{equation*}
$$

Elementary considerations show that the function $h$ is $\mu$-integrable over $(q>0)$, and this gives the result by (7.44).

The proof is complete.
Now we introduce the notion of $f$-divergence.

Definition 7.8 For every $f \in F$ we define the $f$-divergence of $P$ and $Q$ by

$$
D_{f}(P, Q):=\int_{X} q(\omega) f\left(\frac{p(\omega)}{q(\omega)}\right) d \mu(\omega)
$$

where the following conventions are used

$$
\begin{equation*}
0 f\left(\frac{x}{0}\right):=x f^{*}(0) \text { if } x>0, \quad 0 f\left(\frac{0}{0}\right)=0 f^{*}(0):=0 . \tag{7.45}
\end{equation*}
$$

Remark 7.9 (a) For every $f \in F$ the perspective $\hat{f}:] 0, \infty[\times] 0, \infty[\rightarrow \mathbb{R}$ of $f$ is defined by

$$
\hat{f}(x, y):=y f\left(\frac{x}{y}\right) .
$$

Then (see [49]) $\hat{f}$ is also a convex function. Vajda [14] proved that (7.45) is the unique rule leading to convex and lower semicontinuous extension of $\hat{f}$ to the set

$$
\left\{(x, y) \in \mathbb{R}^{2} \mid x, y \geq 0\right\}
$$

(b) Since $\left.\left.f^{*}(0) \in\right]-\infty, \infty\right]$, Lemma 7.3 shows that $D_{f}(P, Q)$ exists in $\left.]-\infty, \infty\right]$ and

$$
\begin{equation*}
D_{f}(P, Q)=\int_{(q>0)} f\left(\frac{p(\omega)}{q(\omega)}\right) d Q(\omega)+f^{*}(0) P(q=0) \tag{7.46}
\end{equation*}
$$

It follows that if $P$ is absolutely continuous with respect to $Q$, then

$$
D_{f}(P, Q)=\int_{(q>0)} f\left(\frac{p(\omega)}{q(\omega)}\right) d Q(\omega)
$$

Various divergences in information theory and statistics are special cases of the $f$ divergence. We illustrate this by some examples.
(a) By choosing $f:] 0, \infty[\rightarrow \mathbb{R}, f(t)=t \ln (t)$ in (7.46), the information divergence is obtained

$$
\begin{equation*}
I(P, Q)=\int_{(q>0)} p(\omega) \ln \left(\frac{p(\omega)}{q(\omega)}\right) d \mu(\omega)+\infty P(q=0) \tag{7.47}
\end{equation*}
$$

(b) By choosing $f:] 0, \infty\left[\rightarrow \mathbb{R}, f(t)=(t-1)^{2}\right.$ in (7.46), the Pearson or $\chi^{2}$-divergence is obtained

$$
\begin{equation*}
\chi^{2}(P, Q)=\int_{(q>0)} \frac{(p(\omega)-q(\omega))^{2}}{q(\omega)} d \mu(\omega)+\infty P(q=0) \tag{7.48}
\end{equation*}
$$

(c) By choosing $f:] 0, \infty\left[\rightarrow \mathbb{R}, f(t)=(\sqrt{t}-1)^{2}\right.$ in (7.46), the Hellinger distance is obtained

$$
\begin{equation*}
H^{2}(P, Q)=\int_{X}(\sqrt{p(\omega)}-\sqrt{q(\omega)})^{2} d \mu(\omega) \tag{7.49}
\end{equation*}
$$

(d) By choosing $f:] 0, \infty[\rightarrow \mathbb{R}, f(t)=|t-1|$ in (7.46), the total variational distance is obtained

$$
\begin{equation*}
V(P, Q)=\int_{X}|p(\omega)-q(\omega)| \mu(\omega) . \tag{7.50}
\end{equation*}
$$

We need the following lemma.
Lemma 7.4 Let $_{0}:=P(q>0)$.
(a) For every $\varepsilon>0$

$$
Q\left(\frac{p}{q}<t_{0}+\varepsilon, q>0\right)>0 .
$$

(b)

$$
\operatorname{essinf}_{Q}\left(\frac{p}{q}\right) \leq t_{0}
$$

Proof. (a) Obviously,

$$
Q\left(\frac{p}{q}<t_{0}+\varepsilon, q>0\right)=1-Q\left(\frac{p}{q} \geq t_{0}+\varepsilon, q>0\right) .
$$

The result follows from this, since

$$
\begin{aligned}
Q\left(\frac{p}{q} \geq t_{0}+\varepsilon, q>0\right)= & \int_{X} q 1_{\left(\frac{p}{q} \geq t_{0}+\varepsilon, q>0\right)} d \mu \leq \int_{(q>0)} \frac{1}{t_{0}+\varepsilon} p d \mu \\
& =\frac{t_{0}}{t_{0}+\varepsilon}<1 .
\end{aligned}
$$

(b) It comes from (a).

The proof is complete.
The following result contains a key property of $f$-divergences. We give a simple proof which emphasizes the importance of the convexity of $f$, and give an exact equality condition.

Theorem 7.14 (a) For every $f \in F$

$$
\begin{equation*}
D_{f}(P, Q) \geq f(1) . \tag{7.51}
\end{equation*}
$$

(b) Assume $P(q=0)=0$. Then equality holds in (7.51) if and only if $f$ is affine on $\operatorname{essint}_{Q}\left(\frac{p}{q}\right)$.
(c) Assume $P(q=0)>0$. Then equality holds in (7.51) if and only if $f$ is affine on essint $_{Q}\left(\frac{p}{q}\right) \cup[1, \infty[$.

Proof. (a) If $D_{f}(P, Q)=\infty$, then (7.51) is obvious.
If $D_{f}(P, Q) \in \mathbb{R}$, then the integral

$$
\begin{equation*}
\int_{(q>0)} f\left(\frac{p(\omega)}{q(\omega)}\right) d Q(\omega) \tag{7.52}
\end{equation*}
$$

is finite, and therefore either $Q(p=0)=0$ or $Q(p=0)>0$ and $f(0)$ is finite. It follows that Jensen's inequality can be applied to this integral, and we have

$$
\begin{gather*}
D_{f}(P, Q) \geq f\left(\int_{(q>0)} p d \mu\right)+f^{*}(0) P(q=0)  \tag{7.53}\\
=f(P(q>0))+f^{*}(0) P(q=0) \tag{7.54}
\end{gather*}
$$

Let $t_{0}:=P(q>0)$. By using Lemma 7.2, $t_{0} \in[0,1]$, and the convexity of $f$, it follows from (7.54) that

$$
\begin{gather*}
D_{f}(P, Q) \geq f\left(t_{0}\right)+f_{+}^{\prime}(1)\left(1-t_{0}\right)  \tag{7.55}\\
\geq f(1)+f_{+}^{\prime}(1)\left(t_{0}-1\right)+f_{+}^{\prime}(1)\left(1-t_{0}\right)=f(1) . \tag{7.56}
\end{gather*}
$$

(b) If $D_{f}(P, Q)=f(1)$, then $D_{f}(P, Q)$ is finite.

Assume $P(q=0)=0$. Then by (7.53) and (7.54), $D_{f}(P, Q)=f(1)$ is satisfied if and only if equality holds in the Jensen's inequality. Lemma 7.1 shows that this happens exactly if $f$ is affine on $\operatorname{essint}_{Q}\left(\frac{p}{q}\right)$.
(c) Assume $P(q=0)>0$. Then (7.53), (7.54), (7.55) and (7.56) yield that there must be equality in the Jensen's inequality, $f^{*}(0)=f_{+}^{\prime}(1)$, and

$$
\begin{equation*}
f\left(t_{0}\right)=f(1)+f_{+}^{\prime}(1)\left(t_{0}-1\right) . \tag{7.57}
\end{equation*}
$$

By Lemma 7.1 and Lemma 7.2, the first two equality conditions are satisfied exactly if $f$ is affine on $\operatorname{essint}_{Q}\left(\frac{p}{q}\right) \cup[1, \infty[$.

Now assume that $f$ is affine on $\operatorname{essint}_{Q}\left(\frac{p}{q}\right) \cup\left[1, \infty\left[\right.\right.$. In case of $t_{0}>0$, Lemma 7.4 (b) and the continuity of $f$ at $t_{0}$ show that (7.57) also holds. In case of $t_{0}=0$, it is easy to see that $Q\left(\frac{p}{q}=0\right)=1$, and hence $0 \in \operatorname{essint}_{Q}\left(\frac{p}{q}\right)$ which implies (7.57) too.

The proof is complete.

Remark 7.10 (a) Consider the subclass $F_{1} \subset F$ such that $f \in F_{1}$ satisfies $f(1)=0$. In this case inequality (7.51) has the usual form

$$
D_{f}(P, Q) \geq 0
$$

(b) The usual equality condition is the next (see [45]): if $f$ is strictly convex at 1 , then $D_{f}(P, Q)=f(1)$ holds if and only if $P=Q$. Theorem 7.14 (b) and (c) give more precise conditions.

### 7.4.2 Refinements of basic inequality in $f$-divergences and related results

Suppose that $\alpha_{1}, \ldots, \alpha_{n}$ are nonnegative numbers with $\sum_{i=1}^{n} \alpha_{i}=1$. Let

$$
\mathscr{A}^{n}:=\mathscr{A} \otimes \ldots \otimes \mathscr{A}, \quad \text { with } n \text { factors, }
$$

and define the probability measures $Q^{n}$ and $R$ on $\mathscr{A}^{n}$ by

$$
Q^{n}:=Q \otimes \ldots \otimes Q, \quad \text { with } n \text { factors }
$$

and

$$
R_{\alpha}:=\sum_{i=1}^{n} \alpha_{i} Q \otimes \ldots \otimes Q \otimes \stackrel{i}{\breve{P}} \otimes Q \otimes \ldots \otimes Q .
$$

In case of $\alpha_{i}=\frac{1}{n}(i=1, \ldots, n)$ the probability measure $R_{\alpha}$ will be denoted by $R_{n}$.
These measures are absolutely continuous with respect to $\mu^{n}$ on $\mathscr{A}^{n}$. The densities of $R$ and $Q^{n}$ with respect to $\mu^{n}$ are

$$
\bigotimes_{i=1}^{n} q: X^{n} \rightarrow \mathbb{R}, \quad\left(\omega_{1}, \ldots, \omega_{n}\right) \rightarrow \prod_{i=1}^{n} q\left(\omega_{i}\right)
$$

and

$$
\left(\omega_{1}, \ldots, \omega_{n}\right) \rightarrow \sum_{i=1}^{n} \alpha_{i} q\left(\omega_{1}\right) \ldots \stackrel{i}{p}\left(\omega_{i}\right) \ldots q\left(\omega_{n}\right), \quad\left(\omega_{1}, \ldots, \omega_{n}\right) \in X^{n}
$$

respectively.
It is easy to calculate that

$$
\begin{aligned}
& R_{\alpha}\left(\bigotimes_{i=1}^{n} q=0\right)=1-R_{\alpha}\left(\bigotimes_{i=1}^{n} q>0\right)=1-R_{\alpha}\left((q>0)^{n}\right) \\
= & 1-\sum_{i=1}^{n} \alpha_{i} Q(q>0)^{n-1} P(q>0)=1-P(q>0)=P(q=0) .
\end{aligned}
$$

It follows that for every $f \in F$

$$
\begin{aligned}
D_{f}\left(R_{\alpha}, Q^{n}\right)=\int_{(q>0)^{n}} f( & \left.\frac{\sum_{i=1}^{n} \alpha_{i} q\left(\omega_{1}\right) \ldots p\left(\omega_{i}\right) \ldots q\left(\omega_{n}\right)}{\prod_{i=1}^{n} q\left(\omega_{i}\right)}\right) d Q^{n}\left(\omega_{1}, \ldots, \omega_{n}\right) \\
& +f^{*}(0) R_{\alpha}\left(\bigotimes_{i=1}^{n} q=0\right)
\end{aligned}
$$

$$
\begin{align*}
& =\int_{(q>0)^{n}} f\left(\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right) d Q^{n}\left(\omega_{1}, \ldots, \omega_{n}\right)+f^{*}(0) P(q=0)  \tag{7.58}\\
= & \int_{(q>0)^{n}} \prod_{i=1}^{n} q\left(\omega_{i}\right) f\left(\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right) d \mu^{n}\left(\omega_{1}, \ldots, \omega_{n}\right)+f^{*}(0) P(q=0) .
\end{align*}
$$

By applying Theorem 7.12, we obtain some refinements of the basic inequality 7.51 .
Theorem 7.15 Suppose that $\alpha_{1}, \ldots, \alpha_{n}$ are nonnegative numbers with $\sum_{i=1}^{n} \alpha_{i}=1$. If $f \in$ $F$, then
(a)

$$
\begin{equation*}
D_{f}(P, Q) \geq D_{f}\left(R_{\alpha}, Q^{n}\right) \geq D_{f}\left(R_{n}, Q^{n}\right) \geq f(1) \tag{7.59}
\end{equation*}
$$

(b)

$$
\begin{gathered}
D_{f}(P, Q)=D_{f}\left(R_{1}, Q^{1}\right) \\
\geq \ldots \geq D_{f}\left(R_{m}, Q^{m}\right) \geq D_{f}\left(R_{m+1}, Q^{m+1}\right) \geq \ldots \geq f(1), \quad m \geq 1 .
\end{gathered}
$$

Proof. (a) The third inequality in (7.59) comes from Theorem 7.14.
So it remains to prove the first two inequalities in (7.59). By (7.46) and (7.58), it is enough to show that

$$
\begin{gather*}
\int_{(q>0)} f\left(\frac{p(\omega)}{q(\omega)}\right) d Q(\omega) \geq \int_{(q>0)^{n}} f\left(\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right) d Q^{n}\left(\omega_{1}, \ldots, \omega_{n}\right)  \tag{7.60}\\
\geq \int_{(q>0)^{n}} f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{p\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right) d Q^{n}\left(\omega_{1}, \ldots, \omega_{n}\right),
\end{gather*}
$$

which is an immediate consequence of Theorem 7.13.
(b) We can proceed similarly as in (a).

The proof is complete.
By considering the special $f$-divergences (7.47-7.50), we have after each other
(a) the information divergence

$$
\begin{aligned}
I\left(R_{\alpha}, Q^{n}\right) & =\infty P(q=0) \\
+\int_{(q>0)^{n}} \sum_{i=1}^{n}\left(\alpha_{i} p\left(\omega_{i}\right) \prod_{\substack{j=1 \\
j \neq i}}^{n} q\left(\omega_{j}\right)\right) & \ln \left(\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right) d \mu^{n}\left(\omega_{1}, \ldots, \omega_{n}\right),
\end{aligned}
$$

(b) the Pearson divergence

$$
\begin{gathered}
\chi^{2}\left(R_{\alpha}, Q^{n}\right)= \\
=\int_{(q>0)^{n}} \prod_{i=1}^{n} q\left(\omega_{i}\right)\left(\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)-q\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right)^{2} d \mu^{n}\left(\omega_{1}, \ldots, \omega_{n}\right)+\infty P(q=0)
\end{gathered}
$$

(c) the Hellinger distance

$$
H^{2}\left(R_{\alpha}, Q^{n}\right)=\int_{(q>0)^{n}} \prod_{i=1}^{n} q\left(\omega_{i}\right)\left(\left(\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right)^{1 / 2}-1\right)^{2} d \mu^{n}\left(\omega_{1}, \ldots, \omega_{n}\right),
$$

(d) the total variational distance

$$
V\left(R_{\alpha}, Q^{n}\right)=\int_{(q>0)^{n}} \prod_{i=1}^{n} q\left(\omega_{i}\right)\left|\sum_{i=1}^{n} \alpha_{i} \frac{p\left(\omega_{i}\right)-q\left(\omega_{i}\right)}{q\left(\omega_{i}\right)}\right| d \mu^{n}\left(\omega_{1}, \ldots, \omega_{n}\right)
$$

Now, we consider the special case, important in many applications, in which $P$ and $Q$ are discrete distributions.

Denote $T$ either the set $\{1, \ldots, k\}$ with a fixed positive integer $k$, or the set $\{1,2, \ldots\}$. We say that $P$ and $Q$ are derived from the positive probability distributions $p:=\left(p_{i}\right)_{i \in T}$ and $q:=\left(q_{i}\right)_{i \in T}$, respectively, if $p_{i}, q_{i}>0(i \in T)$, and $\sum_{i \in T} p_{i}=\sum_{i \in T} q_{i}=1$. In this case $X=T$, $\mathscr{A}$ is the power set of $T$, and $\mu$ is the counting measure on $\mathscr{A}$.

Corollary 7.10 Suppose that $\alpha_{1}, \ldots, \alpha_{n}$ are nonnegative numbers with $\sum_{i=1}^{n} \alpha_{i}=1$. Suppose also that $P$ and $Q$ are derived from the positive probability distributions $\left(p_{i}\right)_{i \in T}$ and $\left(q_{i}\right)_{i \in T}$, respectively. If $f \in F$, then
(a)

$$
\begin{aligned}
D_{f}(P, Q) & =\sum_{i \in T} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \geq \sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} f\left(\sum_{j=1}^{n} \alpha_{j} \frac{p_{i_{j}}}{q_{i_{j}}}\right) \\
& \geq \sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} f\left(\frac{1}{n} \sum_{j=1}^{n} \frac{p_{i_{j}}}{q_{i_{j}}}\right) \geq f(1) .
\end{aligned}
$$

(b)

$$
\begin{aligned}
& \quad D_{f}(P, Q) \geq \ldots \geq \sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} f\left(\frac{1}{n} \sum_{j=1}^{n} \frac{p_{i_{j}}}{q_{i_{j}}}\right) \\
& \geq \quad \sum_{\left(i_{1}, \ldots, i_{n+1}\right) \in T^{n+1}} \prod_{j=1}^{n+1} q_{i_{j}} f\left(\frac{1}{n+1} \sum_{j=1}^{n+1} \frac{p_{i_{j}}}{q_{i_{j}}}\right) \geq \ldots \geq f(1), \quad n \geq 1 .
\end{aligned}
$$

Proof. This comes from Theorem 7.15 immediately.
Finally, we give an example to illustrate the previous result. We consider only Corollary 7.10 (a).

Example 7.1 (a) By choosing $f:] 0, \infty\left[\rightarrow \mathbb{R}, f(x)=-\ln (x)\right.$ and $p_{i}=\frac{1}{k}(i=1, \ldots, k)$ in the previous corollary (in this case $T=\{1, \ldots, k\}$ ), we have

$$
\begin{gathered}
D_{f}(P, Q)=-\sum_{i=1}^{k} q_{i} \ln \left(\frac{1}{k q_{i}}\right)=\ln (k)+\sum_{i=1}^{k} q_{i} \ln \left(q_{i}\right) \\
\geq-\sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n} j=1} \prod_{j=1}^{n} q_{i_{j}} \ln \left(\frac{1}{k} \sum_{j=1}^{n} \frac{\alpha_{j}}{q_{i_{j}}}\right)=\ln (k)-\sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} \ln \left(\sum_{j=1}^{n} \frac{\alpha_{j}}{q_{i_{j}}}\right) \\
\geq-\sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} \ln \left(\frac{1}{k n} \sum_{j=1}^{n} \frac{1}{q_{i_{j}}}\right) \\
=\ln (k n)-\sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} \ln \left(\sum_{j=1}^{n} \frac{1}{q_{i_{j}}}\right) \geq 0 .
\end{gathered}
$$

It can be obtained from this some refinements of the classical upper estimation for the Shannon entropy

$$
\begin{gathered}
H(Q):=-\sum_{i=1}^{k} q_{i} \ln \left(q_{i}\right) \leq \sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} \ln \left(\sum_{j=1}^{n} \frac{\alpha_{j}}{q_{i_{j}}}\right) \\
\leq-\ln (n)+\sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}} \prod_{j=1}^{n} q_{i_{j}} \ln \left(\sum_{j=1}^{n} \frac{1}{q_{i_{j}}}\right) \leq \ln (k) .
\end{gathered}
$$

(b) If $f:] 0, \infty[\rightarrow \mathbb{R}, f(x)=x \ln (x)$ in the previous corollary, then we have the following estimations for the information or Kullback-Leibler divergence:

$$
\begin{align*}
I(P, Q)= & \sum_{i=1}^{n} p_{i} \ln \left(\frac{p_{i}}{q_{i}}\right) \geq \sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}}\left(\sum_{j=1}^{n} \alpha_{j} p_{i_{j}} \prod_{\substack{l=1 \\
l \neq j}}^{n} q_{i_{l}}\right) \ln \left(\sum_{j=1}^{n} \alpha_{j} \frac{p_{i_{j}}}{q_{i_{j}}}\right) \\
& \geq \frac{1}{n} \sum_{\left(i_{1}, \ldots, i_{n}\right) \in T^{n}}\left(\sum_{j=1}^{n} p_{i_{j}} \prod_{\substack{l=1 \\
l \neq j}}^{n} q_{i_{l}}\right) \ln \left(\frac{1}{n} \sum_{j=1}^{n} \frac{p_{i_{j}}}{q_{i_{j}}}\right) \geq 0 . \tag{7.61}
\end{align*}
$$

(c) The Zipf-Mandelbrot law (see Mandelbrot [46] and Zipf [15]) is a discrete probability distribution depends on three parameters $N \in\{1,2, \ldots\}, q \in[0, \infty[$ and $s>0$, and it is defined by

$$
f(i ; N, q, s):=\frac{1}{(i+q)^{s} H_{N, q, s}}, \quad i=1, \ldots, N
$$

where

$$
H_{N, q, s}:=\sum_{k=1}^{N} \frac{1}{(k+q)^{s}} .
$$

Let $P$ and $Q$ be the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}, q_{1}, q_{2} \in[0, \infty[$ and $s_{1}, s_{2}>0$, respectively, and let $2 \leq k \leq N$ be an integer. It follows from the first part of (7.61) with $T=\{1, \ldots, N\}$ that

$$
\begin{aligned}
& I(P, Q)= \sum_{i=1}^{N} \frac{1}{\left(i+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}} \log \left(\frac{\left(i+q_{2}\right)^{s_{2}} H_{N, q_{2}, s_{2}}}{\left(i+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}}\right) \\
& \geq \sum_{\left(i_{1}, \ldots, i_{N}\right) \in T^{n}}\left(\sum_{j=1}^{n} \alpha_{j} \frac{1}{\left(i_{j}+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}} \prod_{l=1}^{n} \frac{1}{\left(i_{l}+q_{2}\right)^{s_{2}} H_{N, q_{2}, s_{2}}}\right) \\
& \times \ln \left(\sum_{j=1}^{n} \alpha_{j} \frac{\left(i_{j}+q_{2}\right)^{s_{2}} H_{N, q_{2}, s_{2}}}{\left(i_{j}+q_{1}\right)^{s_{1}} H_{N, q_{1}, s_{1}}}\right) \geq 0 .
\end{aligned}
$$

This is another type of refinement for $I(P, Q)$ than it is given in [9].
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## Chapter 0

# Inequalities of the Jensen and Edmundson-Lah-Ribarič type for Zipf-Mandelbrot law 

Rozarija Mikić, Đilda Pečarić, Josip Pečarić and Jurica Perić


#### Abstract

The Jensen inequality is one of the most important inequalities in modern mathematics since it implies the whole series of other classical inequalities, and one of the most famous amongst them is the so called Edmundson-Lah-Ribarič inequality. In this expository paper we start by presenting some estimates for the generalized $f$-divergence functional via converses of the Jensen and Edmundson-Lah-Ribarič inequalities for convex functions. We will show some Jensen and Edmundson-Lah-Ribarič type inequalities for positive linear functionals without the assumption about the convexity of the involved functions. Next, we will demonstrate some Jensen and Edmundson-Lah-Ribarič type inequalities for positive linear functionals and the class of 3-convex functions. Then, we will show how several different representations of the left side in the Edmundson-LahRibarič inequality can be derived by using Hermite's interpolating polynomial written in terms of divided differences. Those representations are then utilized for obtaining different Edmundson-Lah-Ribarič type inequalities for positive linear functionals and $n$-convex functions. All of the mentioned general results were then used respectively to obtain the appropriate inequalities which correspond to the generalized $f$-divergence functional. All of the obtained results are applied to Zipf-Mandelbrot law and Zipf law in order to obtain a variety of lower and an upper bounds for different parameters. Finally, using further


generalization and improvement of Edmundson-Lah-Ribarič inequality we get some improvements of results from previous sections about generalized $f$-divergence functional (and also for some special cases of the function $f$ ) and Zipf-Mandelbrot law.

### 8.1 Introduction

Let us denote the set of all probability densities by $\mathbb{P}$, i.e. $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{P}$ if $p_{i} \in$ $[0,1]$ for $i=1, \ldots, n$ and $\sum_{i=1}^{n} p_{i}=1$. One of the numerous applications of Probability Theory is finding an appropriate measure of distance (difference or divergence) between two probability distributions.

Consequently, many different divergence measures have been introduced and extensively studied, for example Kullback-Leibler divergence, Hellinger divergence, Renyi divergence, Bhattacharyya divergence, harmonic divergence, Jeffreys divergence, triangular divergence etc. All of the mentioned divergences are special cases of Csiszár $f$-divergence.

These measures of distance between two probability distributions have an important application in a great number of fields such as: anthropology, genetics, economics and political science, biology, approximation of probability distributions ([7], [22]), signal processing ([18]) and pattern recognition ([2], [4]), analysis of contingency tables ([8]), ecological studies, music etc.

A large number of papers has been written on the subject of inequalities for different types of divergences. Since the functions that are used to define most of the divergences are convex, Jensen's inequality and its converses play an important role in the mentioned inequalities.

Csiszár [8]-[9] introduced the $f$-divergence functional as

$$
\begin{equation*}
D_{f}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \tag{8.1}
\end{equation*}
$$

where $f:[0,+\infty\rangle$ is a convex function, and it represent a "distance function" on the set of probability distributions $\mathbb{P}$.

Dragomir [11] gave the following upper bound for the Csiszár divergence functional

$$
\begin{equation*}
D_{f}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M) \tag{8.2}
\end{equation*}
$$

where $f$ is a convex function on the interval $[m, M], \boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right), \boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ and $m \leq p_{i} / q_{i} \leq M$ for every $i=1, \ldots, n$ (then it easily follows that $1 \in[m, M]$ ).

The Kullback-Leibler divergence, also called relative entropy or KL divergence

$$
D_{K L}(\boldsymbol{p}, \boldsymbol{q}):=\sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right)
$$

is a measure of the non-symmetric difference between two probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$, but it is not a true metric because it does not obey the triangle inequality and in general
$D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \neq D_{K L}(\boldsymbol{q}, \boldsymbol{p})$. The Kullback-Leibler divergence was introduced by Kullback and Leibler in [21], and it is a special case of the Csiszár divergence for $f(t)=t \log t$.

Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions and let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$ and $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Apart from the Kullback-Leibler divergence, some other well-known divergences that are special cases of $f$-divergence for different choices of the function $f$ are as follows.
$\triangleright$ Hellinger divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{H}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{q_{i}}-\sqrt{p_{i}}\right)^{2},
$$

with the corresponding generating function $f(t)=\frac{1}{2}(1-\sqrt{t})^{2}, t>0$.
$\triangleright$ Renyi divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{\alpha}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} q_{i}^{\alpha-1} p_{i}^{\alpha}, \alpha \in \mathbb{R}
$$

$\triangleright$ Harmonic divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{H a}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} \frac{2 p_{i} q_{i}}{p_{i}+q_{i}},
$$

and the corresponding generating function $f(t)=\frac{2 t}{1+t}$.
$\triangleright$ Jeffreys divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{J}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{n}\left(q_{i}-p_{i}\right) \log \frac{q_{i}}{p_{i}},
$$

with the corresponding generating function $f(t)=(1-t) \log \frac{1}{t}, t>0$.
In order to use nonnegative probability distributions in the $f$-divergence functional, Horvath et. al. in [15] defined

$$
f(0):=\lim _{t \rightarrow 0+} f(t), 0 \cdot f\left(\frac{0}{0}\right):=0,0 \cdot f\left(\frac{a}{0}\right):=\lim _{t \rightarrow 0+} t f\left(\frac{a}{t}\right)
$$

and gave the following definition of a generalized $f$-divergence functional.
Definition 8.1 Let $J \subset \mathbb{R}$ be an interval, and let $f: J \rightarrow \mathbb{R}$ be a function. Let $P=$ $\left(p_{1}, \ldots, p_{n}\right)$ be an $n$-tuple of real numbers and $Q=\left(q_{1}, \ldots, q_{n}\right)$ be an $n$-tuple of nonnegative real numbers such that $p_{i} / q_{i} \in J$ for every $i=1, \ldots, n$. Then let

$$
\begin{equation*}
\hat{D}_{f}(\boldsymbol{p}, \boldsymbol{q}):=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) . \tag{8.3}
\end{equation*}
$$

The aim of this chapter is to give some inequalities of the Jensen and Edmundson-LahRibarič type for generalized $f$-divergence functional, and then exploit them in obtaining various bounds for the difference between famous Zipf-Mandelbrot laws with different parameters. It is organised in the following manner: in Section 8.2 we will state some general results for positive linear functionals concerning different inequalities of the Jensen and Edmundson-Lah-Ribarič type that we will use in the proofs of our results; in Section 8.3 we give our results concerning the generalized $f$-divergence functional for different classes of functions, not only the convex ones, and finally in Section 8.4 we derive diverse bounds for the divergence of Zipf and Zipf-Mandelbrot law. Finally in Section 8.5 we give some furher improvements of results for generalized $f$-diveregence and for diveregence of Zipf-Mandelbrot law.

### 8.2 Preliminaries

Let $E$ be a non-empty set and $L$ a vector space of real functions $f: E \rightarrow \mathbb{R}$ with the following properties:
(L1): $f, g \in L \Rightarrow(a f+b g) \in L$ for all $a, b \in \mathbb{R}$;
(L2): $\boldsymbol{l} \in L$, that is, if $f(t)=1$ for every $t \in E$, then $f \in L$.
(L3): if $f, g \in L$, then $\min \{f, g\} \in L$ or $\max \{f, g\} \in L$.
We say that $A: L \rightarrow \mathbb{R}$ is a positive linear functional if:
(A1): $A(a f+b g)=a A(f)+b A(g)$ for $f, g \in L$ and $a, b \in \mathbb{R}$;
(A2): $f \in L, f(t) \geq 0$ for every $t \in E \Rightarrow A(f) \geq 0$.
We say that a functional $A$ is normalized if $A(\boldsymbol{1})=1$.
Throughout this chapter, if a function is defined on an interval $[m, M]$ without any further emphasis we assume that the bounds of that interval are finite.

Jessen [17] gave the following generalization of Jensen's inequality for convex functions (see also [15, str.47]):

Theorem 8.1 ([17]) Let L be a vector space of real functions defined on an non-empty set $E$ that has properties (L1) and (L2), and let us assume that $\phi$ is a continuous convex function on an interval $I \subset \mathbb{R}$. If $A$ is a normalized positive linear functional, then for every $f \in L$ such that $\phi(f) \in L$ we have $A(f) \in I$ and

$$
\begin{equation*}
\phi(A(f)) \leq A(\phi(f)) . \tag{8.4}
\end{equation*}
$$

Next result is a generalization of the Edmundson-Lah-Ribarič inequality for linear functionals and it was proved by Beesack and Pečarić in [3] (see also [15, str.98]):

Theorem 8.2 ([3]) Let $\phi$ be a convex function on $I=[m, M]$, let $L$ be a vector space of real functions defined on an non-empty set E that has properties (L1) and (L2), and let A be a normalized positive linear functional. Then for every $f \in L$ such that $\phi(f) \in L$ (so $m \leq f(t) \leq M$ for all $t \in E$ ), we have

$$
\begin{equation*}
A(\phi(f)) \leq \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M) . \tag{8.5}
\end{equation*}
$$

Klaričić Bakula, Pečarić and Perić in [19] gave the following improvement of the inequality (11.3.1).

Theorem 8.3 ([19]) Let L be a vector space of real functions defined on an non-empty set $E$ that has properties (L1), (L2) and (L3) and let A be a normalized positive linear functional on $L$. If $\phi$ is a convex function on $[m, M]$, then for every $f \in L$ such that $\phi(f) \in L$ we have $A(f) \in[m, M]$ and

$$
\begin{equation*}
A(\phi(f)) \leq \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\tilde{f}) \delta_{\phi}, \tag{8.6}
\end{equation*}
$$

where $\tilde{f}$ and $\delta_{\phi}$ are defined in

$$
\begin{equation*}
\tilde{f}=\frac{1}{2} \boldsymbol{1}-\frac{1}{M-m}\left|f-\frac{m+M}{2} \boldsymbol{l}\right|, \quad \delta_{\phi}=\phi(m)+\phi(M)-2 \phi\left(\frac{m+M}{2}\right) . \tag{8.7}
\end{equation*}
$$

The subsequent two result provide us with bounds for the difference in the Jensen and Edmundson-Lah-Ribarič inequalities respectively.

Theorem 8.4 ([20]) Let $\phi$ be a continuous convex function on the interval I whose interior contains interval $[m, M]$, let $L$ be a vector space of real functions defined on a nonempty set $E$ such that it has properties (L1), (L2) and (L3). Let A be any normalized positive linear functional on $L$. Then for every function $f \in L$ such that $\phi(f) \in L$ and which satisfies the bounds $m \leq f(t) \leq M$ for every $t \in E$ we have

$$
\begin{align*}
0 & \leq A(\phi(f))-\phi(A(f)) \\
& \leq(M-A(f))(A(f)-m) \sup _{t \in\langle m, M\rangle} \Psi_{\phi}(t ; m, M)-A(\tilde{f}) \delta_{\phi} \\
& \leq(M-A(f))(A(f)-m) \frac{\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)}{M-m}-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{1}{4}(M-m)\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} . \tag{8.8}
\end{align*}
$$

We also have

$$
\begin{align*}
0 & \leq A(\phi(f))-\phi(A(f)) \leq \frac{1}{4}(M-m)^{2} \Psi_{\phi}(A(f) ; m, M)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{1}{4}(M-m)\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi}, \tag{8.9}
\end{align*}
$$

where $\tilde{f}$ and $\delta_{\phi}$ are defined in (8.7), $\Psi_{\phi}(\cdot ; m, M):\langle m, M\rangle \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
\Psi_{\phi}(t ; m, M)=\frac{1}{M-m}\left(\frac{\phi(M)-\phi(t)}{M-t}-\frac{\phi(t)-\phi(m)}{t-m}\right), \tag{8.10}
\end{equation*}
$$

and we assume that $\Psi_{\phi}(f ; m, M) \in L$. If $\phi$ is concave on $I$, then the inequality signs are reversed.

Theorem 8.5 ([20]) Let $\phi$ be a continuous convex function on the interval I whose interior contains interval $[m, M]$, let $L$ be a vector space of real functions defined on a nonempty set $E$ such that it has properties (L1), (L2) and (L3). Let A be any normalized positive linear functional on $L$. Then for every function $f \in L$ such that $\phi(f) \in L$ and which satisfies the bounds $m \leq f(t) \leq M$ for every $t \in E$ we have the following sequences of inequalities
(i)

$$
\begin{align*}
0 & \leq \frac{A(f)-m}{M-m} \phi(M)+\frac{M-A(f)}{M-m} \phi(m)-A(\phi(f))-A(\tilde{f}) \delta_{\phi} \\
& \leq A[(M-f)(f-m)] \sup _{t \in\langle m, M\rangle} \Psi_{\phi}(t ; m, M)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{A[(M-f)(f-m)]}{M-m}\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{(M-A(f))(A(f)-m)}{M-m}\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{1}{4}(M-m)\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} \tag{8.11}
\end{align*}
$$

(ii)

$$
\begin{align*}
0 & \leq \frac{A(f)-m}{M-m} \phi(M)+\frac{M-A(f)}{M-m} \phi(m)-A(\phi(f))-A(\tilde{f}) \delta_{\phi} \\
& \leq A[(M-f)(f-m)] \sup _{t \in\langle m, M\rangle} \Psi_{\phi}(t ; m, M)-A(\tilde{f}) \delta_{\phi} \\
& \leq(M-A(f))(A(f)-m) \sup _{t \in\langle m, M\rangle} \Psi_{\phi}(t ; m, M)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{(M-A(f))(A(f)-m)}{M-m}\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{1}{4}(M-m)\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} \tag{8.12}
\end{align*}
$$

(iii)

$$
\begin{align*}
0 & \leq \frac{A(f)-m}{M-m} \phi(M)+\frac{M-A(f)}{M-m} \phi(m)-A(\phi(f))-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{1}{4}(M-m)^{2} A\left(\Psi_{\phi}(f ; m, M)\right)-A(\tilde{f}) \delta_{\phi} \\
& \leq \frac{1}{4}(M-m)\left(\phi_{-}^{\prime}(M)-\phi_{+}^{\prime}(m)\right)-A(\tilde{f}) \delta_{\phi} \tag{8.13}
\end{align*}
$$

where $\tilde{f}$ and $\delta_{\phi}$ are defined in (8.7), and $\Psi_{\phi}(\cdot ; m, M)$ is defined in (8.10). If the function $\phi$ is concave, then the inequality signs are reversed.

The following results give us a class of inequalities of the Jensen and Edmundson-LahRibarič type which are valid for functions with bounded second order divided differences, and are obtained in paper [26]. This was a significant improvement compared to the results from above, because these hold for a much wider class of functions than the class of convex functions.

Theorem 8.6 ([26]) Let $\phi$ be a function on an interval of real numbers $[m, M]$ such that there exist $\gamma, \Gamma \in \mathbb{R}$ such that $\gamma \leq[m, t, M] \phi \leq \Gamma$ holds for every $t \in[m, M]$, that is, such that its second order divided difference in $m, t$ and $M$ is bounded for every $t \in[m, M]$. Let $L$ satisfy conditions (L1) and (L2) on $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Then

$$
\begin{align*}
\gamma A[(M \mathbf{1}-f)(f-m \mathbf{I})] & \leq \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\phi(f)) \\
& \leq \Gamma A[(M \mathbf{1}-f)(f-m \mathbf{1})] \tag{8.14}
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$.
Remark 8.1 ([26]) There are two more cases that need to be considered.

- If $0 \leq \gamma<\Gamma<\infty$, then the function $\phi$ is convex, so we have that

$$
\begin{align*}
0 \leq & \gamma A[(M \mathbf{1}-f)(f-m \mathbf{1})] \\
& \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\phi(f)) \\
\leq & \Gamma A[(M \mathbf{1}-f)(f-m \mathbf{1})]  \tag{8.15}\\
\leq & \Gamma(M-A(f))(A(f)-m) \leq \frac{\Gamma}{4}(M-m)^{2}
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$.

- If $-\infty<\gamma<\Gamma \leq 0$, then the function $\phi$ is concave, so we have that

$$
\begin{align*}
& \leq \frac{\gamma}{4}(M-m)^{2} \leq \gamma(M-A(f))(A(f)-m) \\
& \leq \gamma A[(M \mathbf{1}-f)(f-m \mathbf{1})]  \tag{8.16}\\
& \leq \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\phi(f)) \\
& \leq \Gamma A[(M \mathbf{1}-f)(f-m \mathbf{I})] \leq 0
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$.
Theorem 8.7 ([26]) Let $\phi$ be a function on an interval of real numbers $[m, M]$ such that there exist $\gamma, \Gamma \in \mathbb{R}$ such that $\gamma \leq[m, t, M] \phi \leq \Gamma$ holds for every $t \in[m, M]$, that is, such
that its second order divided difference in $m, t$ and $M$ is bounded for every $t \in[m, M]$. Let $L$ satisfy conditions (L1) and (L2) on $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Then

$$
\begin{align*}
& \gamma(M-A(f))(A(f)-m)-\Gamma A[(M \mathbf{1}-f)(f-m \mathbf{1})]  \tag{8.17}\\
\leq & A(\phi(f))-\phi(A(f)) \leq \Gamma(M-A(f))(A(f)-m)-\gamma A[(M \mathbf{1}-f)(f-m \mathbf{1})]
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$.
The results that follow represent different classes of inequalities of the Jensen and Edmundson-Lah-Ribarič type that hold for $n$-convex functions, so first we need to recall some definitions and properties.

Definition of the $n$-convex function is characterized by $n t h$-order divided difference. The $n t h$-order divided difference of a function $f:[a, b] \rightarrow \mathbb{R}$ at mutually distinct points $t_{0}, t_{1}, \ldots, t_{n} \in[a, b]$ is defined recursively by

$$
\begin{aligned}
{\left[t_{i}\right] f } & =f\left(t_{i}\right), i=0, \ldots, n \\
{\left[t_{0}, \ldots, t_{n}\right] f } & =\frac{\left[t_{1}, \ldots, t_{n}\right] f-\left[t_{0}, \ldots, t_{n-1}\right] f}{t_{n}-t_{0}} .
\end{aligned}
$$

The value $\left[t_{0}, \ldots, t_{n}\right] f$ is independent of the order of the points $t_{0}, \ldots, t_{n}$. Definition of divided differences can be extended to include the cases in which some or all the points coincide (see e.g. [1], [15]):

$$
f[\underbrace{a, \ldots, a}_{n \text { times }}]=\frac{1}{(n-1)!} f^{(n-1)}(a), n \in \mathbb{N} .
$$

Regarding third order divided differences, in the case in which some or all the points coincide they are defined in the following way.

- If the function $f$ is differentiable on $[a, b]$ and $t, t_{0}, t_{1} \in[a, b]$ are mutually different points, then

$$
\begin{align*}
{\left[t, t, t_{0}, t_{1}\right] f=} & \frac{f^{\prime}(t)}{\left(t-t_{0}\right)\left(t-t_{1}\right)}+\frac{f(t)\left(t_{0}+t_{1}-2 t\right)}{\left(t-t_{0}\right)^{2}\left(t-t_{1}\right)^{2}} \\
& +\frac{f\left(t_{0}\right)}{\left(t_{0}-t\right)^{2}\left(t_{0}-t_{1}\right)}+\frac{f\left(t_{1}\right)}{\left(t_{1}-t\right)^{2}\left(t_{1}-t_{0}\right)} . \tag{8.18}
\end{align*}
$$

- If the function $f$ is differentiable on $[a, b]$ and $t, t_{0} \in[a, b]$ are mutually different points, then

$$
\begin{equation*}
\left[t, t, t_{0}, t_{0}\right] f=\frac{1}{\left(t_{0}-t\right)^{3}}\left[\left(t_{0}-t\right)\left(f^{\prime}\left(t_{0}\right)+f^{\prime}(t)\right)+2\left(f(t)-f\left(t_{0}\right)\right)\right] . \tag{8.19}
\end{equation*}
$$

- If the function $f$ is twice differentiable on $[a, b]$ and $t, t_{0} \in[a, b]$ are mutually different points, then

$$
\begin{equation*}
\left[t, t, t, t_{0}\right] f=\frac{1}{\left(t_{0}-t\right)^{3}}\left[f\left(t_{0}\right)-\sum_{k=0}^{2} \frac{f^{(k)}(t)}{k!}\left(t_{0}-t\right)^{k}\right] . \tag{8.20}
\end{equation*}
$$

- If the function $f$ is three times differentiable on $[a, b]$ and $t \in[a, b]$, then

$$
\begin{equation*}
[t, t, t, t] f=\frac{f^{\prime \prime \prime}(t)}{3!} . \tag{8.21}
\end{equation*}
$$

A function $f:[m, M] \rightarrow \mathbb{R}$ is said to be $n$-convex $(n \geq 0)$ if and only if for all choices of $(n+1)$ distinct points $t_{0}, t_{1}, \ldots, t_{n} \in[m, M]$, we have $\left[t_{0}, \ldots, t_{n}\right] f \geq 0$.

We can extend the definition of 3-convex functions by including the cases in which some or all of the points coincide. This is given in the following theorem which can be easily proven by using the mean value theorem for divided differences (see e.g. [16]).

Theorem 8.8 Let a function $f$ be defined on an interval $I \subseteq \mathbb{R}$. The following equivalences hold.
(i) If $f \in \mathscr{C}(I)$, then $f$ is 3-convex if and only if $\left[t, t, t_{0}, t_{1}\right] f \geq 0$ for all mutually different points $t, t_{0}, t_{1} \in I$.
(ii) If $f \in \mathscr{C}(I)$, then $f$ is 3 -convex if and only if $\left[t, t, t_{0}, t_{0}\right] f \geq 0$ for all mutually different points $t, t_{0} \in I$.
(iii) If $f \in \mathscr{C}^{2}(I)$, then $f$ is 3-convex if and only if $\left[t, t, t, t_{0}\right] f \geq 0$ for all mutually different points $t, t_{0} \in I$.
(iv) If $f \in \mathscr{C}^{3}(I)$, then $f$ is 3-convex if and only if $[t, t, t, t] f \geq 0$ for every $t \in I$.

The first result of this type is a reversed Edmundson-Lah-Ribarič inequality for 3convex functions.

Theorem 8.9 ([24]) Let $L$ satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Let $\phi$ be a 3 -convex function on an interval of real numbers $I$ whose interior contains the interval $[m, M]$. Then

$$
\begin{align*}
& \frac{A[(M \mathbf{1}-f)(f-m \mathbf{1})]}{M-m}\left(\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right) \\
\leq & \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\phi(f))  \tag{8.22}\\
\leq & \frac{A[(M \mathbf{1}-f)(f-m \mathbf{1})]}{M-m}\left(\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right)
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$ and $m \leq f(t) \leq M$ for $t \in E$. If the function $-\phi$ is 3 -convex, then the inequalities are reversed.

Next result is a Jensen-type inequality for 3-convex functions.
Theorem 8.10 ([24]) Let $L$ satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{I})=1$. Let $\phi$ be a 3 -convex function on an interval of real numbers $I$ whose interior contains the interval $[m, M]$. Then

$$
\frac{(M-A(f))(A(f)-m)}{M-m}\left(\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right)
$$

$$
\begin{align*}
& -\frac{A[(M \mathbf{1}-f)(f-m \mathbf{1})]}{M-m}\left(\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right)  \tag{8.23}\\
& \leq A(\phi(f))-\phi(A(f)) \leq \frac{(M-A(f))(A(f)-m)}{M-m}\left(\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right) \\
& -\frac{A[(M \mathbf{1}-f)(f-m \mathbf{1})]}{M-m}\left(\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right)
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$ and $m \leq f(t) \leq M$ for $t \in E$. If the function $-\phi$ is 3 -convex, then the inequalities are reversed.

A different Edmundson-Lah-Ribarič type inequalities for 3-convex functions are given in the following theorems.

Theorem 8.11 ([27]) Let L satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\mathbf{1})=1$. Let $\phi$ be a 3-convex function defined on an interval of real numbers I whose interior contains the interval $[m, M]$ and differentiable on $\langle m, M\rangle$. Then

$$
\begin{align*}
& (A(f)-m)\left[\frac{\phi(M)-\phi(m)}{M-m}-\frac{\phi_{+}^{\prime}(m)}{2}\right]-\frac{1}{2} A\left[(f-m \mathbf{I}) \phi^{\prime}(f)\right] \\
\leq & \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\phi(f))  \tag{8.24}\\
\leq & \frac{1}{2} A\left[(M \mathbf{1}-f) \phi^{\prime}(f)\right]-(M-A(f))\left[\frac{\phi(M)-\phi(m)}{M-m}-\frac{\phi_{-}^{\prime}(M)}{2}\right]
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$ and $m \leq f(t) \leq M$ for $t \in E$. If the function $-\phi$ is 3 -convex, then the inequalities are reversed.

Theorem 8.12 ([27]) Let L satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\mathbf{1})=1$. Let $\phi$ be a 3-convex function defined on an interval of real numbers I whose interior contains the interval $[m, M]$ and differentiable on $\langle m, M\rangle$. Then

$$
\begin{align*}
& (M-A(f))\left[\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right]-\frac{\phi_{-}^{\prime \prime}(M)}{2} A\left[(M \mathbf{1}-f)^{2}\right] \\
\leq & \frac{M-A(f)}{M-m} \phi(m)+\frac{A(f)-m}{M-m} \phi(M)-A(\phi(f))  \tag{8.25}\\
\leq & (A(f)-m)\left[\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right]-\frac{\phi_{+}^{\prime \prime}(m)}{2} A\left[(f-m \mathbf{1})^{2}\right]
\end{align*}
$$

holds for any $f \in L$ such that $\phi \circ f \in L$ and $m \leq f(t) \leq M$ for $t \in E$. If the function $-\phi$ is 3-convex, then the inequalities are reversed.

Since all of the results below are obtained by using Hermite's interpolating polynomials in terms of divided differences, let us introduce the following notations. For a given
function $f:[m, M] \rightarrow \mathbb{R}$ denote:

$$
\begin{equation*}
L R(f, g, m, M, A)=A(f(g))-\frac{M-A(g)}{M-m} f(m)-\frac{A(g)-m}{M-m} f(M) \tag{8.26}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{v}(t)=(t-m)^{v}(t-M)^{n-v} f[t ; \underbrace{m, \ldots, m}_{v \text { times }} ; \underbrace{M, M, \ldots, M}_{(n-v) \text { times }}] . \tag{8.27}
\end{equation*}
$$

Theorem 8.13 ([28]) Let $L$ satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Let $f \in \mathscr{C}^{n}([m, M])$, and let $g \in L$ be any function such that $f \circ g \in L$. If the function $f$ is $n$-convex and if $n$ and $v \geq 3$ are of different parity, then

$$
\begin{align*}
& \operatorname{LR}(f, g, m, M, A) \leq(A(g)-m)(f[m, m]-f[m, M])+\sum_{k=2}^{v-1} \frac{f^{(k)}(m)}{k!} A\left[(g-m \mathbf{I})^{k}\right] \\
& \quad+\sum_{k=1}^{n-v} f[\underbrace{m, \ldots, m}_{v \text { times }} ; \underbrace{M, \ldots, M}_{k \text { times }} A\left[(g-m \mathbf{I})^{v}(g-M \mathbf{I})^{k-1}\right] . \tag{8.28}
\end{align*}
$$

Inequality (8.28) also holds when the function $f$ is $n$-concave and $n$ and $v$ are of equal parity. In case when the function $f$ is $n$-convex and $n$ and $v$ are of equal parity, or when the function $f$ is $n$-concave and $n$ and $v$ are of different parity, the inequality sign in (8.28) is reversed.

Theorem 8.14 ([28]) Let $L$ satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Let $f \in \mathscr{C}^{n}([m, M])$, and let $g \in L$ be any function such that $f \circ g \in L$. If the function $f$ is $n$-convex and if $v \geq 3$ is odd, then

$$
\begin{align*}
& L R(f, g, m, M, A) \leq(M-A(g))(f[m, M]-f[M, M])+\sum_{k=2}^{v-1} \frac{f^{(k)}(M)}{k!} A\left[(g-M \boldsymbol{I})^{k}\right] \\
& \quad+\sum_{k=1}^{n-v} f[\underbrace{M, \ldots, M}_{v \text { times }} ; \underbrace{m, \ldots, m}_{k \text { times }}] A\left[(g-M \boldsymbol{1})^{v}(g-m \boldsymbol{I})^{k-1}\right] \tag{8.2}
\end{align*}
$$

Inequality (8.29) also holds when the function $f$ is $n$-concave and $v$ is even. In case when the function $f$ is $n$-convex and $v$ is even, or when the function $f$ is $n$-concave and $v$ is odd, the inequality sign in (8.29) is reversed.

Theorem 8.15 ([28]) Let $L$ satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Let $f \in \mathscr{C}^{n}([m, M])$, and let $g \in L$ be any function such that $f \circ g \in L$. If the function $f$ is $n$-convex and if $n$ is odd, then

$$
\begin{equation*}
\sum_{k=2}^{n-1} f[m ; \underbrace{M, \ldots, M}_{k \text { times }} A\left[(g-m \mathbf{I})(g-M \mathbf{1})^{k-1}\right] \leq L R(f, g, m, M, A) \tag{8.30}
\end{equation*}
$$

$$
\leq f[m, m ; b] A[(g-m \mathbf{I})(g-M \mathbf{I})]+\sum_{k=2}^{n-2} f[m, m ; \underbrace{M, \ldots, M}_{k \text { times }}] A\left[(g-m \boldsymbol{I})^{2}(g-M \boldsymbol{I})^{k-1}\right] .
$$

Inequalities (8.30) also hold when the function $f$ is $n$-concave and $n$ is even. In case when the function $f$ is $n$-convex and $n$ is even, or when the function $f$ is $n$-concave and $n$ is odd, the inequality signs in (8.30) are reversed.
Theorem 8.16 ([28]) Let $L$ satisfy conditions (L1) and (L2) on a non-empty set $E$ and let $A$ be any positive linear functional on $L$ with $A(\boldsymbol{1})=1$. Let $f \in \mathscr{C}^{n}([m, M])$, and let $g \in L$ be any function such that $f \circ g \in L$. If the function $f$ is $n$-convex, then

$$
\begin{align*}
& f[M, M ; m] A[(g-M \mathbf{I})(g-m \mathbf{I})]+\sum_{k=2}^{n-2} f[M, M ; \underbrace{m, \ldots, m}_{k \text { times }}] A\left[(g-M \mathbf{I})^{2}(g-m \mathbf{I})^{k-1}\right] \\
\leq & L R(f, g, m, M, A) \leq \sum_{k=1}^{n-1} f[M ; \underbrace{m, \ldots, m}_{k \text { times }}] A\left[(g-M \mathbf{1})(g-m \boldsymbol{1})^{k-1}\right] . \tag{8.31}
\end{align*}
$$

If the function $f$ is $n$-concave, the inequality signs in (8.31) are reversed.

### 8.3 Inequalities for generalized $f$-divergence

Our first result in this section is an improved version of Dragomir's result (8.2) for the generalized $f$-divergence functional, and it provides us an upper bound for the mentioned functional.

Theorem 8.17 ([25]) Let $[m, M] \subset \mathbb{R}$ be an interval, let $f:[m, M] \rightarrow \mathbb{R}$ be a function and let $\delta_{f}$ be defined in (8.7). Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ be an $n$-tuple of real numbers and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be an $n$-tuple of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. If the function $f$ is convex, we have

$$
\begin{align*}
\hat{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \leq & \frac{M Q_{n}-P_{n}}{M-m} f(m)+\frac{P_{n}-m Q_{n}}{M-m} f(M) \\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f} \tag{8.32}
\end{align*}
$$

where $P_{n}=\sum_{i=1}^{n} p_{i}$ and $Q_{n}=\sum_{i=1}^{n} q_{i}$. If the function $f$ is concave, then the inequality sign is reversed.

Proof. Let $f:[m, M] \rightarrow \mathbb{R}$ be a convex function. For an $n$-tuple of real numbers $\boldsymbol{x}=$ $\left(x_{1}, \ldots, x_{n}\right)$, an $n$-tuple of positive numbers $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and a normalized positive linear functional $A(\boldsymbol{x})=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}$, from Theorem 8.3 we have

$$
\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} f\left(x_{i}\right) \leq \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M)
$$

$$
\begin{equation*}
-\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i}\left(\frac{1}{2}-\frac{1}{M-m}\left|x_{i}-\frac{m+M}{2}\right|\right) \delta_{f} \tag{8.33}
\end{equation*}
$$

where $\bar{x}=\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}$. Since $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ are nonnegative real numbers, we can put

$$
p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}}
$$

in (8.33) and get

$$
\begin{aligned}
\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \leq & \frac{M-\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}}{M-m} f(m)+\frac{\frac{1}{Q_{n}} \sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}-m}{M-m} f(M) \\
& -\frac{1}{Q_{n}}\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n} q_{i}\left|\frac{p_{i}}{q_{i}}-\frac{m+M}{2}\right|\right) \delta_{f},
\end{aligned}
$$

and after multiplying by $Q_{n}$ we get (8.32).
Remark 8.2 From $m \leq p_{i} / q_{i} \leq M$ it easily follows that (see [19])

$$
-\frac{M-m}{2} q_{i} \leq p_{i}-\frac{m+M}{2} q_{i} \leq \frac{M-m}{2} q_{i} \text {, i.e. }\left|p_{i}-\frac{m+M}{2} q_{i}\right| \leq \frac{M-m}{2} q_{i}
$$

which together with $\delta_{f} \geq 0$ for a convex function $f$ gives us

$$
\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f} \geq 0 .
$$

Remark 8.3 If in the previous theorem we take $\boldsymbol{p}$ and $\boldsymbol{q}$ to be probability distributions, we directly get an improvement of Dragomir's result for the Csiszár $f$-divergence functional:

$$
\begin{aligned}
D_{f}(\boldsymbol{p}, \boldsymbol{q}) \leq & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M) \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f} .
\end{aligned}
$$

Next result is a special case of Theorem 8.17, and provides us with bounds for the Kullback-leibler divergence of two probability distributions.

Corollary 8.1 ([25]) Let $[m, M] \subset \mathbb{R}$ be an interval and let us assume that the base of the logarithm is greater than 1 .

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be $n$-tuples of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then

$$
\begin{align*}
& \sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \leq Q_{n} \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{P_{n}}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right)  \tag{8.34}\\
& \quad-\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right)
\end{align*}
$$

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ be probability distributions such that $m \leq p_{i} / q_{i} \leq M$ holds for every $i=1, \ldots, n$. Then

$$
\begin{align*}
& D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{1}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right)  \tag{8.35}\\
& \quad-\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) .
\end{align*}
$$

If the base of the logarithm is less than 1, the inequality sign in the inequalities above is reversed.

Proof. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be an $n$-tuples of nonnegative real numbers. Since the function $t \mapsto t \log t$ is convex when the base of the logarithm is greater than 1 , the inequality (8.34) follows from Theorem 8.17, inequality (8.17), by setting $f(t)=t \log t$.

Inequality (8.35) is a special case of the inequality (8.34) for probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$.

Next result is obtained by utilizing Theorem 8.4, and it also gives us bounds for the generalized $f$-divergence functional. Concurrently, it represents an improvement of bounds for $f$-divergence functional obtained by Dragomir in the paper [11].

Theorem 8.18 ([25]) Let $I \subset \mathbb{R}$ be an interval such that its interior contains the interval $[m, M]$, let $f: I \rightarrow \mathbb{R}$ be a continuous function and let $\delta_{f}$ be defined in (8.7). Let $\boldsymbol{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ be an n-tuple of real numbers and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be an n-tuple of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Let $\Psi_{f}$ be defined in (8.10). If the function $f$ is convex, then

$$
\begin{align*}
0 \leq & \hat{D}_{f}(\boldsymbol{p}, \boldsymbol{q})-Q_{n} f\left(\frac{P_{n}}{Q_{n}}\right) \\
\leq & Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{f}(t ; m, M) \\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f}  \tag{8.36}\\
\leq & \frac{Q_{n}}{M-m}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right)\left(f_{-}^{\prime}(M)-f_{+}^{\prime}(m)\right) \\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f} \\
\leq & \frac{Q_{n}}{4}(M-m)\left(f_{-}^{\prime}(M)-f_{+}^{\prime}(m)\right)-\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f} .
\end{align*}
$$

If the function $f$ is concave, the inequality signs are reversed.

Proof. Let $f:[m, M] \rightarrow \mathbb{R}$ be a convex function. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ be an $n$-tuple of real numbers and let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ be an $n$-tuple of positive numbers. Then $A(\boldsymbol{x})=$ $\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} x_{i}$ is a normalized positive linear functional, so from Theorem 8.4, inequality (8.8), we have

$$
\begin{align*}
0 & \leq \sum_{i=1}^{n} p_{i} f\left(x_{i}\right)-f\left(\sum_{i=1}^{n} p_{i} x_{i}\right) \\
& \leq(M-\bar{x})(\bar{x}-m) \sup _{t \in\langle m, M\rangle} \Psi_{f}(t ; m, M)-\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n} p_{i}\left|x_{i}-\frac{m+M}{2}\right|\right) \delta_{f} \\
& \leq \frac{(M-\bar{x})(\bar{x}-m)}{M-m}\left(f_{-}^{\prime}(M)-f_{+}^{\prime}(m)\right)-\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n} p_{i}\left|x_{i}-\frac{m+M}{2}\right|\right) \delta_{f} \\
& \leq \frac{1}{4}(M-m)\left(f_{-}^{\prime}(M)-f_{+}^{\prime}(m)\right)-\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n} p_{i}\left|x_{i}-\frac{m+M}{2}\right|\right) \delta_{f} \tag{8.37}
\end{align*}
$$

Since $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ are nonnegative real numbers, we can put

$$
p_{i}=\frac{q_{i}}{\sum_{i=1}^{n} q_{i}}=\frac{q_{i}}{Q_{n}} \text { and } x_{i}=\frac{p_{i}}{q_{i}}
$$

in (8.37) and get

$$
\begin{aligned}
0 \leq & \sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} f\left(\frac{p_{i}}{q_{i}}\right)-f\left(\sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} \frac{p_{i}}{q_{i}}\right) \\
\leq & \left(M-\sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} \frac{p_{i}}{q_{i}}\right)\left(\sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} \frac{p_{i}}{q_{i}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{f}(t ; m, M) \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}}\left|\frac{p_{i}}{q_{i}}-\frac{m+M}{2}\right|\right) \delta_{f} \\
\leq & \frac{f_{-}^{\prime}(M)-f_{+}^{\prime}(m)}{M-m}\left(M-\sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} \frac{p_{i}}{q_{i}}\right)\left(\sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}} \frac{p_{i}}{q_{i}}-m\right) \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}}\left|\frac{p_{i}}{q_{i}}-\frac{m+M}{2}\right|\right) \delta_{f} \\
\leq & \frac{1}{4}(M-m)\left(f_{-}^{\prime}(M)-f_{+}^{\prime}(m)\right)-\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n} \frac{q_{i}}{\sum_{i=1}^{n} q_{i}}\left|\frac{p_{i}}{q_{i}}-\frac{m+M}{2}\right|\right) \delta_{f},
\end{aligned}
$$

and after multiplying by $Q_{n}$ we get (8.36).
The result that follows is a special cases of Theorem 8.18. It gives us different bounds of those that we have already obtained for the Kullback-Leibler divergence of two probability distributions.

Corollary 8.2 ([25]) Let $[m, M] \subset \mathbb{R}$ be an interval and let us assume that the base of the logarithm is greater than 1 .

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be n-tuples of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then

$$
\begin{align*}
0 \leq & \sum_{i=1}^{n} p_{i} \log \frac{p_{i}}{q_{i}}-P_{n} \log \left(\frac{P_{n}}{Q_{n}}\right) \\
\leq & Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{i d \cdot \log }(t ; m, M) \\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) \\
\leq & \frac{Q_{n}}{M-m}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \log \frac{M}{m}  \tag{8.38}\\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) \\
\leq & \frac{Q_{n}}{4}(M-m) \log \frac{M}{m} \\
& \quad-\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) .
\end{align*}
$$

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ be probability distributions such that $m \leq p_{i} / q_{i} \leq M$ holds for every $i=1, \ldots, n$. Then

$$
\begin{align*}
0 \leq & D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
\leq & (M-1)(1-m) \sup _{t \in\langle m, M\rangle} \Psi_{i d \cdot \log }(t ; m, M) \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) \\
\leq & \frac{1}{M-m}(M-1)(1-m) \log \frac{M}{m}  \tag{8.39}\\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) \\
\leq & \frac{1}{4}(M-m) \log \frac{M}{m} \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) .
\end{align*}
$$

If the base of the logarithm is less than 1, the inequality sign in the inequalities above is reversed.

Proof. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be an $n$-tuples of nonnegative real numbers. Function $t \mapsto t \log t$ is convex, so inequality (8.38) follows from Theorem 8.18, inequality (8.36), by setting $f(t)=t \log t$.

Inequality (8.39) is a special case of the inequality (8.38) for probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$.

Remark 8.4 If in Theorem 8.18, inequality (8.36), we set $f(t)=-\log t$ with the base greater than 1, we get the following:

- for $n$-tuples of nonnegative real numbers $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$ we have

$$
\begin{align*}
0 \leq & \sum_{i=1}^{n} q_{i} \log \left(\frac{q_{i}}{p_{i}}\right)+Q_{n} \log \left(\frac{P_{n}}{Q_{n}}\right) \\
\leq & Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{-\log }(t ; m, M) \\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M}  \tag{8.40}\\
\leq & \frac{Q_{n}}{M m}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \\
& -\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M} \\
\leq & \frac{Q_{n}(M-m)^{2}}{4 M m}-\left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M} .
\end{align*}
$$

- for probability distributions $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ such that $m \leq$ $p_{i} / q_{i} \leq M$ holds for every $i=1, \ldots, n$ we have

$$
\begin{align*}
0 \leq & D_{K L}(\boldsymbol{q}, \boldsymbol{p}) \\
\leq & (M-1)(1-m) \sup _{t \in\langle m, M\rangle} \Psi_{-\log }(t ; m, M) \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M}  \tag{8.41}\\
\leq & \frac{1}{M m}(M-1)(1-m) \\
& -\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M} \\
\leq & \frac{(M-m)^{2}}{4 M m}-\left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M} .
\end{align*}
$$

If the base of the logarithm is less than 1 , the inequality sign in the inequalities above is reversed.

By following the same steps as in the proof of Theorem 8.18, but starting from Theorem 8.5, we get lower and upper bounds for the difference in the results from Theorem 8.17, and consequently in Dragomir's result (8.2).

Theorem 8.19 ([25]) Let $I \subset \mathbb{R}$ be an interval such that its interior contains the interval $[m, M]$, let $f: I \rightarrow \mathbb{R}$ be a continuous function and let $\delta_{f}$ be defined in (8.7). Let $\boldsymbol{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ be an $n$-tuple of real numbers and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be an $n$-tuple of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Let $\Psi_{f}$ be defined in (8.10). If the function $f$ is convex, then we have

$$
\begin{align*}
& \left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \delta_{f} \\
\leq & \frac{M Q_{n}-P_{n}}{M-m} f(m)+\frac{P_{n}-m Q_{n}}{M-m} f(M)-\hat{D}_{f}(P, Q) \\
\leq & \sup _{t \in\langle m, M\rangle} \Psi_{f}(t ; m, M) \sum_{i=1}^{n}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
\leq & Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{f}(t ; m, M) \\
\leq & Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \frac{f_{-}^{\prime}(M)-f_{+}^{\prime}(m)}{M-m} \\
\leq & \frac{Q_{n}}{4}(M-m)\left(f_{-}^{\prime}(M)-f_{+}^{\prime}(m)\right) . \tag{8.42}
\end{align*}
$$

If the function $f$ is concave, the inequality signs are reversed.
We can utilize Theorem 8.19 to obtain lower and upper bounds for the difference in the results from Corollary 8.1, as well as for the reversed Kullback-Leibler divergence.

Corollary 8.3 ([25]) Let $[m, M] \subset \mathbb{R}$ be an interval and let us assume that the base of the logarithm is greater than 1 .

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be n-tuples of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then

$$
\begin{aligned}
& \left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) \\
\leq & Q_{n} \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{P_{n}}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right)-\sum_{i=1}^{n} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \\
\leq & \sup _{t \in\langle m, M\rangle} \Psi_{i d \cdot \log }(t ; m, M) \sum_{i=1}^{n}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{i d \cdot \log }(t ; m, M)  \tag{8.43}\\
& \leq \frac{Q_{n}}{M-m}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \log \left(\frac{M}{m}\right) \leq \frac{Q_{n}}{4}(M-m) \log \left(\frac{M}{m}\right) .
\end{align*}
$$

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ be probability distributions such that $m \leq p_{i} / q_{i} \leq M$ holds for every $i=1, \ldots, n$. Then

$$
\begin{align*}
& \left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right)\left(m \log \frac{2 m}{m+M}+M \log \frac{2 M}{m+M}\right) \\
\leq & \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{1}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right)-D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
\leq & \sup _{t \in\langle m, M\rangle} \Psi_{i d \cdot \log }(t ; m, M) \sum_{i=1}^{n}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
\leq & (M-1)(1-m) \sup _{t \in\langle m, M\rangle} \Psi_{i d \cdot \log }(t ; m, M)  \tag{8.44}\\
\leq & \frac{1}{M-m}(M-1)(1-m) \log \left(\frac{M}{m}\right) \leq \frac{1}{4}(M-m) \log \left(\frac{M}{m}\right)
\end{align*}
$$

If the base of the logarithm is less than 1, the inequality sign in the inequalities above is reversed.

Remark 8.5 As in Remark 8.4, we can set $f(t)=-\log t$ with the base greater than 1 in Theorem 8.19, inequality (8.42), and obtain the following inequalities for the reversed Kullback-Leibler divergence:

- for $n$-tuples of nonnegative real numbers $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$ we have

$$
\begin{align*}
& \left(\frac{Q_{n}}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M} \\
\leq & \frac{Q_{n}}{M-m} \log \left(\frac{M^{m}}{m^{M}}\right)+\frac{P_{n}}{M-m} \log \left(\frac{m}{M}\right)-\sum_{i=1}^{n} q_{i} \log \left(\frac{q_{i}}{p_{i}}\right) \\
\leq & \sup _{t \in\langle m, M\rangle} \Psi_{\log }(t ; m, M) \sum_{i=1}^{n}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
\leq & Q_{n}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \sup _{t \in\langle m, M\rangle} \Psi_{\log }(t ; m, M) \\
\leq & -\frac{Q_{n}}{M m}\left(M-\frac{P_{n}}{Q_{n}}\right)\left(\frac{P_{n}}{Q_{n}}-m\right) \leq-\frac{Q_{n}}{4 M m}(M-m)^{2} . \tag{8.45}
\end{align*}
$$

- for probability distributions $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ such that $m \leq$ $p_{i} / q_{i} \leq M$ holds for every $i=1, \ldots, n$ we have

$$
\begin{align*}
& \left(\frac{1}{2}-\frac{1}{M-m} \sum_{i=1}^{n}\left|p_{i}-\frac{m+M}{2} q_{i}\right|\right) \log \frac{(m+M)^{2}}{4 m M} \\
\leq & \frac{1}{M-m} \log \left(\frac{M^{m-1}}{m^{M-1}}\right)-D_{K L}(\boldsymbol{q}, \boldsymbol{p}) \\
\leq & \sup _{t \in\langle m, M\rangle} \Psi_{\log }(t ; m, M) \sum_{i=1}^{n}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
\leq & (M-1)(1-m) \sup _{t \in\langle m, M\rangle} \Psi_{\log }(t ; m, M) \\
\leq & -\frac{1}{M m}(M-1)(1-m) \leq-\frac{1}{4 M m}(M-m)^{2} . \tag{8.46}
\end{align*}
$$

If the base of the logarithm is less than 1 , the inequality sign in the inequalities above is reversed.

Unlike previous results, the following results do not require convexity in the classical sense of the function $f$. We start with an Edmundson-Lah-Ribarič type inequality for the generalized $f$-divergence functional $\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})$, where the function $f$ has bounded second order divided differences. This is a significant progress in relation to the previous results, since the class of functions with bounded second order divided differences is much greater then the class of convex functions.

Theorem 8.20 ([26]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$ and let $f:[m, M] \rightarrow \mathbb{R}$ be a function with $\gamma \leq[m, t, M] f \leq \Gamma$. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=$ $\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
\gamma \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) & \leq \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq \Gamma \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \tag{8.47}
\end{align*}
$$

Proof. The function $f$ has bounded second order divided difference with bounds $\gamma$ and $\Gamma$, so when we set linear functional $A$ from (8.14) to be a discrete sum, we get

$$
\begin{align*}
\gamma \sum_{i=1}^{n} p_{i}\left(M-x_{i}\right)\left(x_{i}-m\right) & \leq \frac{M-\bar{x}}{M-m} \phi(m)+\frac{\bar{x}-m}{M-m} \phi(M)-\sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right) \\
& \leq \Gamma \sum_{i=1}^{n} p_{i}\left(M-x_{i}\right)\left(x_{i}-m\right), \tag{8.48}
\end{align*}
$$

where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ is an n-tuple of real numbers from $[m, M], \boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ is an n-tuple of nonnegative real numbers such that $\sum_{i=1}^{n} p_{i}=1$, and $\bar{x}=\sum_{i=1}^{n} p_{i} x_{i}$. Now, in the
relation (8.48) we can put

$$
\phi=f, \quad p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}},
$$

and after calculating

$$
\bar{x}=\sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}=\sum_{i=1}^{n} p_{i}=1
$$

we get (8.47).
By following the same idea as in the proof of the previous theorem, but starting with the relation (8.17) from Theorem 8.7, we get the following result, which is a Jensen type inequality for the generalized $f$-divergence functional $\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})$.
Theorem 8.21 Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$ and let $f:[m, M] \rightarrow$ $\mathbb{R}$ be a function with $\gamma \leq[m, t, M] f \leq \Gamma$. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
& \gamma(M-1)(1-m)-\Gamma \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)  \tag{8.49}\\
\leq & \tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})-f(1) \leq \Gamma(M-1)(1-m)-\gamma \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) .
\end{align*}
$$

Remark 8.6 If the function $f:[m, M] \rightarrow \mathbb{R}$ is additionally convex, then from (8.15), by following the same idea as in the proof of Theorem 8.20, we get Edmundson-Lah-Ribarič type inequality for the Csiszár $f$-divergence functional:

$$
\begin{align*}
0 & \leq \gamma \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
& \leq \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-D_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq \Gamma \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)  \tag{8.50}\\
& \leq \Gamma(M-1)(1-m) \leq \frac{\Gamma}{4}(M-m)^{2} .
\end{align*}
$$

Jensen type inequality for Csiszár divergence functional is a special case of Theorem 8.21 for a convex function.

The generating function of the Kullback-Leibler divergence $f(t)=t \log t$ is convex, and its second order divided difference $[m, t, M] f$ is a continuous and decreasing function, which means that it attains its maximal and minimal value in the points $m$ and $M$ respectively.

We calculate the bounds for the second order divided difference of the function $f(t)=t \log t$ :

$$
\Gamma=[m, m, M] \mathrm{id} \cdot \log =\frac{1}{M-m}\left(\frac{M \log M-m \log m}{M-m}-[(\mathrm{id} \cdot \log )(m)]_{+}^{\prime}\right)
$$



Figure 8.1: Graphs of the Function $-[m, t, M]$ id $\circ \log$ for different Choices of the Points $m$ and $M$.

$$
\begin{aligned}
& =\frac{1}{M-m}\left(\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}-\log m-1\right) \\
\gamma & =[m, M, M] \mathrm{id} \cdot \log \frac{1}{M-m}\left([(\mathrm{id} \cdot \log )(m)]_{-}^{\prime}-\frac{M \log M-m \log m}{M-m}\right) \\
& =\frac{1}{M-m}\left(\log M+1-\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}\right) .
\end{aligned}
$$

Now, as a special case of Theorem 8.20 and Theorem 8.21 for $f(t)=t \log t$, taking into account convexity of the function $f$, we have obtained Jensen and Edmundson-Lah-Ribarič type inequalities for Kullback-Leibler divergence $D_{K L}(\boldsymbol{p}, \boldsymbol{q})$.

Corollary 8.4 ([26]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $\boldsymbol{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
0 & \leq \frac{1}{M-m}\left(\log M+1-\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}\right) \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
& \leq \frac{m M}{M-m} \log \frac{m}{M}+\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}-D_{K L}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.51}\\
& \leq \frac{1}{M-m}\left(\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}-\log m-1\right) \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
& \leq \frac{1}{M-m}\left(\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}-\log m-1\right)(M-1)(1-m) \\
& \leq \frac{1}{4}\left(\log \frac{M^{M}}{m^{m}}-(\log m+1)(M-m)\right) .
\end{align*}
$$

Corollary 8.5 ([26]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $\boldsymbol{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for
every $i=1, \ldots, n$. Then we have

$$
\begin{gather*}
0 \leq D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{1}{M-m}\left[\left(\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}-\log m-1\right)(M-1)(1-m)\right. \\
-\left(\log M+1-\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}\right) \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) . \tag{8.52}
\end{gather*}
$$

The function $f(t)=-\log t$ is also convex, and its second order divided difference $[m, t, M] f$ is a continuous and decreasing function, which means that it attains its maximal and minimal value in the points $m$ and $M$ respectively.


Figure 8.2: Graphs of the function $-[m, t, M] \log$ for different choices of the points $m$ and $M$.

We calculate the bounds for the second order divided difference of the function $f(t)=$ $-\log t$ :

$$
\begin{aligned}
\Gamma & =-[m, m, M] \log =\frac{1}{M-m}\left(\frac{-\log M+\log m}{M-m}-(-\log )_{+}^{\prime}(m)\right) \\
& =\frac{1}{M-m}\left(\frac{1}{M-m} \log \frac{m}{M}+\frac{1}{m}\right) \\
\gamma & =-[m, M, M] \log =\frac{1}{M-m}\left((-\log )_{-}^{\prime}(M)-\frac{-\log M+\log m}{M-m}\right) \\
& =-\frac{1}{M-m}\left(\frac{1}{M}+\frac{1}{M-m} \log \frac{m}{M}\right) .
\end{aligned}
$$

As a special case of Theorem 8.20 and Theorem 8.21 for $f(t)=-\log t$, taking into account convexity of the function $f$, we get Jensen and Edmundson-Lah-Ribarič type inequalities for the reversed Kullback-Leibler divergence $D_{K L}(\boldsymbol{q}, \boldsymbol{p})$.

Corollary 8.6 ([26]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $\boldsymbol{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for
every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
0 & \leq-\frac{1}{M-m}\left(\frac{1}{M}+\frac{1}{M-m} \log \frac{m}{M}\right) \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
& \leq \frac{1}{M-m} \log \frac{M^{m}}{m^{M}}+\frac{1}{M-m} \log \frac{m}{M}-D_{K L}(\boldsymbol{q}, \boldsymbol{p})  \tag{8.53}\\
& \leq \frac{1}{M-m}\left(\frac{1}{M-m} \log \frac{m}{M}+\frac{1}{m}\right) \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right) \\
& \leq \frac{1}{M-m}\left(\frac{1}{M-m} \log \frac{m}{M}+\frac{1}{m}\right)(M-1)(1-m) \\
& \leq \frac{1}{4}\left(\log \frac{m}{M}+\frac{M}{m}-1\right) .
\end{align*}
$$

Corollary 8.7 ([26]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $\boldsymbol{p}=$ $\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
& 0 \leq D_{K L}(\boldsymbol{q}, \boldsymbol{p}) \leq \frac{1}{M-m}\left[\left(\frac{1}{M-m} \log \frac{m}{M}+\frac{1}{m}\right)(M-1)(1-m)\right. \\
&\left.+\left(\frac{1}{M}+\frac{1}{M-m} \log \frac{m}{M}\right) \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)\right] . \tag{8.54}
\end{align*}
$$

Following results are applications of Theorem 8.9 and Theorem 8.10, and they provide us with an Edmundson-Lah-Ribarič type and Jensen type inequality respectively for the generalized $f$-divergence functional for 3-convex function.

Theorem 8.22 ([24]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$ and let $f:[m, M] \rightarrow$ $\mathbb{R}$ be a 3-convex function. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
& \frac{1}{M-m} \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)\left(\frac{f(M)-f(m)}{M-m}-f_{+}^{\prime}(m)\right) \\
\leq & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.55}\\
\leq & \frac{1}{M-m} \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)\left(f_{-}^{\prime}(M)-\frac{f(M)-f(m)}{M-m}\right)
\end{align*}
$$

Proof. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ such that $x_{i} \in[m, M]$ for $i=1, \ldots, n$. For a 3-convex function $\phi$, in the relation (8.22) we can replace

$$
f \longleftrightarrow \boldsymbol{x}, \text { and } A(\boldsymbol{x})=\sum_{i=1}^{n} p_{i} x_{i} .
$$

In that way we get

$$
\begin{aligned}
& \frac{\sum_{i=1}^{n} p_{i}\left(M-x_{i}\right)\left(x_{i}-m\right)}{M-m}\left(\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right) \\
\leq & \frac{M-\bar{x}}{M-m} \phi(m)+\frac{\bar{x}-m}{M-m} \phi(M)-\sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right) \\
\leq & \frac{\sum_{i=1}^{n} p_{i}\left(M-x_{i}\right)\left(x_{i}-m\right)}{M-m}\left(\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right),
\end{aligned}
$$

where $\bar{x}=\sum_{i=1}^{n} p_{i} x_{i}$. Since the function $f$ is 3-convex, in the previous relation we can set

$$
\phi=f, p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}},
$$

and after calculating

$$
\bar{x}=\sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}=\sum_{i=1}^{n} p_{i}=1
$$

we get (8.55).

Theorem 8.23 ([24]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$ and let $f:[m, M] \rightarrow$ $\mathbb{R}$ be a 3-convex function. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
& \quad \frac{(M-1)(1-m)}{M-m}\left(\frac{f(M)-f(m)}{M-m}-f_{+}^{\prime}(m)\right) \\
& \quad-\frac{1}{M-m} \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)\left(f_{-}^{\prime}(M)-\frac{f(M)-f(m)}{M-m}\right)  \tag{8.56}\\
& \leq \tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})-f(1) \leq \frac{(M-1)(1-m)}{M-m}\left(f_{-}^{\prime}(M)-\frac{f(M)-f(m)}{M-m}\right) \\
& \quad-\frac{1}{M-m} \sum_{i=1}^{n} q_{i}\left(M-\frac{p_{i}}{q_{i}}\right)\left(\frac{p_{i}}{q_{i}}-m\right)\left(\frac{f(M)-f(m)}{M-m}-f_{+}^{\prime}(m)\right) .
\end{align*}
$$

Proof. As in the proof of the previous theorem, let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ such that $x_{i} \in[m, M]$ for $i=1, \ldots, n$. For a 3-convex function $\phi$, in the relation (8.23) we can replace

$$
f \longleftrightarrow \boldsymbol{x}, \text { and } A(\boldsymbol{x})=\sum_{i=1}^{n} p_{i} x_{i}
$$

and obtain the following discrete sequence of inequalities:

$$
\begin{aligned}
& \frac{(M-\bar{x})(\bar{x}-m)}{M-m}\left(\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right) \\
& -\frac{\sum_{i=1}^{n} p_{i}\left(M-x_{i}\right)\left(x_{i}-m\right)}{M-m}\left(\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right)
\end{aligned}
$$

$$
\begin{gathered}
\leq \sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right)-\phi(\bar{x}) \leq \frac{(M-\bar{x})(\bar{x}-m)}{M-m}\left(\phi_{-}^{\prime}(M)-\frac{\phi(M)-\phi(m)}{M-m}\right) \\
-\frac{\sum_{i=1}^{n} p_{i}\left(M-x_{i}\right)\left(x_{i}-m\right)}{M-m}\left(\frac{\phi(M)-\phi(m)}{M-m}-\phi_{+}^{\prime}(m)\right) .
\end{gathered}
$$

The function $f$ is 3-convex, so in the previous relation we can set

$$
\phi=f, p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}}
$$

and after calculating

$$
\bar{x}=\sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}=\sum_{i=1}^{n} p_{i}=1
$$

we get (8.56).
Next two results are obtained as an application of Theorem 8.11 and Theorem 8.12 respectively, and they give us different Edmundson-Lah-Ribarič type inequalities for the generalized $f$-divergence functional.

Theorem 8.24 ([27]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $f$ be a 3 -convex function on the interval $I$ whose interior contains $[m, M]$ and differentiable on $\langle m, M\rangle$. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
& (1-m)\left[\frac{f(M)-f(m)}{M-m}-\frac{f_{+}^{\prime}(m)}{2}\right]-\frac{1}{2} \sum_{i=1}^{n}\left(p_{i}-m q_{i}\right) f^{\prime}\left(\frac{p_{i}}{q_{i}}\right) \\
\leq & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.57}\\
\leq & \frac{1}{2} \sum_{i=1}^{n}\left(M q_{i}-p_{i}\right) f^{\prime}\left(\frac{p_{i}}{q_{i}}\right)-(M-1)\left[\frac{f(M)-f(m)}{M-m}-\frac{f_{-}^{\prime}(M)}{2}\right] .
\end{align*}
$$

Proof. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ such that $x_{i} \in[m, M]$ for $i=1, \ldots, n$. Let $\phi$ be a 3-convex function on the interval $I$ whose interior contains $[m, M]$ and differentiable on $\langle m, M\rangle$. In the relation (8.24) we can replace

$$
f \longleftrightarrow \boldsymbol{x}, \text { and } A(\boldsymbol{x})=\sum_{i=1}^{n} p_{i} x_{i}
$$

In that way we get

$$
\begin{aligned}
& (\bar{x}-m)\left[\frac{\phi(M)-\phi(m)}{M-m}-\frac{\phi_{+}^{\prime}(m)}{2}\right]-\frac{1}{2} \sum_{i=1}^{n} p_{i}\left(x_{i}-m\right) \phi^{\prime}\left(x_{i}\right) \\
\leq & \frac{M-\bar{x}}{M-m} \phi(m)+\frac{\bar{x}-m}{M-m} \phi(M)-\sum_{i=1}^{n} p_{i} \phi\left(x_{i}\right) \\
\leq & \frac{1}{2} \sum_{i=1}^{n} p_{i}\left(M-x_{i}\right) \phi^{\prime}\left(x_{i}\right)-(M-\bar{x})\left[\frac{\phi(M)-\phi(m)}{M-m}-\frac{\phi_{-}^{\prime}(M)}{2}\right]
\end{aligned}
$$

where $\bar{x}=\sum_{i=1}^{n} p_{i} x_{i}$. Since the function $f$ satisfies the same assumtions as $\phi$, in the previous relation we can set

$$
\phi=f, \quad p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}},
$$

and after calculating

$$
\bar{x}=\sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}=\sum_{i=1}^{n} p_{i}=1
$$

we get (8.57).
By utilizing Theorem 8.12 in the analogous way as above, we get a different Edmundson-Lah-Ribarič type inequality for the generalized $f$-divergence functional, and it is given in the following theorem.

Theorem 8.25 ([27]) Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $f$ be a 3-convex function on the interval I whose interior contains $[m, M$ ] and differentiable on $\langle m, M\rangle$. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$. Then we have

$$
\begin{align*}
& (M-1)\left[f_{-}^{\prime}(M)-\frac{f(M)-f(m)}{M-m}\right]-\frac{f_{-}^{\prime \prime}(M)}{2} \sum_{i=1}^{n} \frac{\left(M q_{i}-p_{i}\right)^{2}}{q_{i}} \\
\leq & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.58}\\
\leq & (1-m)\left[\frac{f(M)-f(m)}{M-m}-f_{+}^{\prime}(m)\right]-\frac{f_{+}^{\prime \prime}(m)}{2} \sum_{i=1}^{n} \frac{\left(p_{i}-m q_{i}\right)^{2}}{q_{i}} .
\end{align*}
$$

Remark 8.7 Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{n}\right)$ be probability distributions and let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$ and $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, n$.
$\triangleright$ Kullback-Leibler divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{K L}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} q_{i} \log \frac{q_{i}}{p_{i}},
$$

and the corresponding generating function $f(t)=t \log t, t>0$. We can calculate $f^{\prime \prime \prime}(t)=-\frac{1}{t^{2}}<0$, so the function $-f(t)=-t \log t$ is 3 -convex. It is obvious that for the Kullback-Leibler divergence the inequalities (8.55), (8.56), (8.57) and (8.58) hold with reversed signs of inequality, with

$$
f_{+}^{\prime}(m)=\log m+1, \quad f_{-}^{\prime}(M)=\log M+1
$$

and

$$
f_{+}^{\prime \prime}(m)=\frac{1}{m}, f_{-}^{\prime \prime}(M)=\frac{1}{M} .
$$

$\triangleright$ Hellinger divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{H}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{q_{i}}-\sqrt{p_{i}}\right)^{2},
$$

with the corresponding generating function $f(t)=\frac{1}{2}(1-\sqrt{t})^{2}, t>0$. We see that $f^{\prime \prime \prime}(t)=-\frac{3}{8} t^{-\frac{5}{2}}<0$, so the function $-f(t)=-\frac{1}{2}(1-\sqrt{t})^{2}$ is 3 -convex. For the Hellinger divergence the inequalities (8.55), (8.56), (8.57) and (8.58) hold with reversed signs of inequality, with

$$
f_{+}^{\prime}(m)=-\frac{1}{2 \sqrt{m}}+\frac{1}{2}, f_{-}^{\prime}(M)=-\frac{1}{2 \sqrt{M}}+\frac{1}{2}
$$

and

$$
f_{+}^{\prime \prime}(m)=\frac{1}{4 \sqrt{m^{3}}}, \quad f_{-}^{\prime \prime}(M)=\frac{1}{4 \sqrt{M^{3}}} .
$$

Renyi divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{\alpha}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} q_{i}^{\alpha-1} p_{i}^{\alpha}, \alpha \in \mathbb{R}
$$

and the corresponding generating function is $f(t)=t^{\alpha}, t>0$. We calculate that $f^{\prime \prime \prime}(t)=\alpha(\alpha-1)(\alpha-2) t^{\alpha-3}$, which is 3 -convex for $0 \leq \alpha \leq 1$ and $\alpha \geq 2$, and $-f(t)=-t^{\alpha}$ is 3 -convex for $\alpha \leq 0$ and $1<\alpha<2$. We have

$$
\begin{gathered}
f_{+}^{\prime}(m)=\alpha m^{\alpha-1}, f_{-}^{\prime}(M)=\alpha M^{\alpha-1} \\
f_{+}^{\prime \prime}(m)=\alpha(\alpha-1) m^{\alpha-2} \text { and } f_{-}^{\prime \prime}(M)=\alpha(\alpha-1) M^{\alpha-2}
\end{gathered}
$$

As regards the Renyi divergence, the inequalities (8.55), (8.56), (8.57) and (8.58) hold for $0 \leq \alpha \leq 1$ and $\alpha \geq 2$, and if $\alpha \leq 0$ or $1<\alpha<2$ the signs of inequality are reversed.
$\triangleright$ Harmonic divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{H a}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} \frac{2 p_{i} q_{i}}{p_{i}+q_{i}}
$$

and the corresponding generating function $f(t)=\frac{2 t}{1+t}$. We can calculate $f^{\prime \prime \prime}(t)=$ $\frac{12}{(1+t)^{4}}>0$, so the function $f$ is 3-convex. It is obvious that for the harmonic divergence the inequalities (8.55), (8.56), (8.57) and (8.58) hold with

$$
f_{+}^{\prime}(m)=\frac{2}{(1+m)^{2}}, \quad f_{-}^{\prime}(M)=\frac{2}{(1+M)^{2}}
$$

and

$$
f_{+}^{\prime \prime}(m)=-\frac{4}{(1+m)^{3}}, \quad f_{-}^{\prime \prime}(M)=-\frac{4}{(1+M)^{3}}
$$

$>$ Jeffreys divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{J}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{n}\left(q_{i}-p_{i}\right) \log \frac{q_{i}}{p_{i}},
$$

with the corresponding generating function $f(t)=(1-t) \log \frac{1}{t}, t>0$. We see that $f^{\prime \prime \prime}(t)=-\frac{1}{t^{2}}-\frac{2}{t^{3}}<0$, so the function $-f(t)=(1-t) \log t$ is 3 -convex, and we instantly get that for the Jeffreys divergence the inequalities (8.55), (8.56), (8.57) and (8.58) hold with reversed signs of inequality, with

$$
f_{+}^{\prime}(m)=\log m-\frac{1}{m}+1, f_{-}^{\prime}(M)=\log M-\frac{1}{M}+1
$$

and

$$
f_{+}^{\prime \prime}(m)=\frac{1}{m}+\frac{1}{m^{2}}, \quad f_{-}^{\prime \prime}(M)=\frac{1}{M}+\frac{1}{M^{2}} .
$$

The results that follow are a generalization of the previous results which hold for the class of $n$-convex functions. Until the end of this section, when mentioning the interval $[m, M]$, we assume that $[m, M] \subseteq \mathbb{R}_{+}$.

We can utilize Theorem 8.13 to get an Edmundson-Lah-Ribarič type inequality for the above defined generalized $f$-divergence functional.

Theorem 8.26 Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $f \in \mathscr{C}^{n}([m, M])$ and let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{r}\right)$ be probability distributions such that $p_{i} / q_{i} \in$ $[m, M]$ for every $i=1, \ldots, r$. If the function $f$ is $n$-convex and if $n$ and $3 \leq v \leq n-1$ are of different parity, then

$$
\begin{align*}
& \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.59}\\
\leq & (1-m)(f[m, m]-f[m, M])+\sum_{k=2}^{v-1} \frac{f^{(k)}(m)}{k!} \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)^{k}}{q_{i}^{k-1}} \\
& +\sum_{k=1}^{n-v} f[\underbrace{m, \ldots, m}_{v \text { times }} ; \underbrace{M, \ldots, M}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)^{v}\left(p_{i}-m q_{i}\right)^{k-1}}{q_{i}^{v+k-2}} . \tag{8.60}
\end{align*}
$$

Inequality (8.60) also holds when the function $f$ is $n$-concave and $n$ and $v$ are of equal parity. In case when the function $f$ is $n$-convex and $n$ and $v$ are of equal parity, or when the function $f$ is $n$-concave and $n$ and $v$ are of different parity, the inequality sign in (8.60) is reversed.

Proof. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{r}\right)$ be such that $x_{i} \in[m, M]$ for $i=1, \ldots, r$. In the relation (8.28) we can replace

$$
g \longleftrightarrow \boldsymbol{x}, \text { and } A(\boldsymbol{x})=\sum_{i=1}^{r} p_{i} x_{i}
$$

In that way we get

$$
\begin{aligned}
& \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M)-\sum_{i=1}^{r} p_{i} f\left(x_{i}\right) \\
\leq & (\bar{x}-m)(f[m, m]-f[m, M])+\sum_{k=2}^{v-1} \frac{f^{(k)}(m)}{k!} \sum_{i=1}^{r} p_{i}\left(x_{i}-m\right)^{k}
\end{aligned}
$$

$$
+\sum_{k=1}^{n-v} f[\underbrace{m, \ldots, m}_{v \text { times }} ; \underbrace{M, \ldots, M}_{k \text { times }}] \sum_{i=1}^{r} p_{i}\left(x_{i}-m\right)^{v}\left(x_{i}-b\right)^{k-1}
$$

where $\bar{x}=\sum_{i=1}^{n} p_{i} x_{i}$. In the previous relation we can set

$$
p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}}
$$

and after calculating

$$
\bar{x}=\sum_{i=1}^{n} q_{i} \frac{p_{i}}{q_{i}}=\sum_{i=1}^{n} p_{i}=1
$$

we get (8.60).
By utilizing Theorem 8.14 in the analogous way as above, we get an Edmundson-LahRibarič type inequality for the generalized $f$-divergence functional (8.3) which does not depend on parity of $n$, and it is given in the following theorem.

Theorem 8.27 Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $f \in \mathscr{C}^{n}([m, M])$ and let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{r}\right)$ be probability distributions such that $p_{i} / q_{i} \in$ $[m, M]$ for every $i=1, \ldots, r$. If the function $f$ is $n$-convex and if $3 \leq v \leq n-1$ is odd, then

$$
\begin{align*}
& \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
\leq & (M-1)(f[m, M]-f[M, M])+\sum_{k=2}^{v-1} \frac{f^{(k)}(M)}{k!} \sum_{i=1}^{r} \frac{\left(p_{i}-M q_{i}\right)^{k}}{q_{i}^{k-1}} \\
& +\sum_{k=1}^{n-v} f[\underbrace{M, \ldots, M}_{v \text { times }} ; \underbrace{m, \ldots, m}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(p_{i}-M q_{i}\right)^{v}\left(p_{i}-m q_{i}\right)^{k-1}}{q_{i}^{v+k-2}} \tag{8.61}
\end{align*}
$$

Inequality (8.61) also holds when the function $f$ is $n$-concave and $v$ is even. In case when the function $f$ is $n$-convex and $v$ is even, or when the function $f$ is $n$-concave and $v$ is odd, the inequality sign in (8.61) is reversed.

Another generalization of the Edmundson-Lah-Ribarič inequality, which provides us with a lower and an upper bound for the generalized $f$-divergence functional, is given in the following theorem.

Theorem 8.28 Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $f \in \mathscr{C}^{n}([m, M])$ and let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{r}\right)$ be probability distributions such that $p_{i} / q_{i} \in$ $[m, M]$ for every $i=1, \ldots, r$. If the function $f$ is $n$-convex and if $n$ is odd, then we have

$$
\begin{align*}
& \sum_{k=2}^{n-1} f[m ; \underbrace{M, M, \ldots, M}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)\left(p_{i}-M q_{i}\right)^{k-1}}{q_{i}^{k-1}} \leq \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
\leq & f[m, m ; M] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)\left(p_{i}-M q_{i}\right)}{q_{i}}+\sum_{k=2}^{n-2} f[m, m ; \underbrace{M, \ldots, M}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)^{2}\left(p_{i}-M q_{i}\right)^{k-1}}{q_{i}^{k}} \tag{8.62}
\end{align*}
$$

Inequalities (8.62) also hold when the function $f$ is $n$-concave and $n$ is even. In case when the function $f$ is $n$-convex and $n$ is even, or when the function $f$ is $n$-concave and $n$ is odd, the inequality signs in (8.62) are reversed.

Proof. We start with inequalities (8.30) from Theorem 8.15, and follow the steps from the proof of Theorem 8.26.

By utilizing Theorem 8.16 in an analogue way, we can get similar bounds for the generalized $f$-divergence functional that hold for all $n \in \mathbb{N}$, not only the odd ones.

Theorem 8.29 Let $[m, M] \subset \mathbb{R}$ be an interval such that $m \leq 1 \leq M$. Let $f \in \mathscr{C}^{n}([m, M])$ and let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{r}\right)$ be probability distributions such that $p_{i} / q_{i} \in$ $[m, M]$ for every $i=1, \ldots, r$. If the function $f$ is $n$-convex, then we have

$$
\begin{align*}
& f[M, M ; m] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)\left(p_{i}-M q_{i}\right)}{q_{i}}+\sum_{k=2}^{n-2} f[M, M ; \underbrace{m, m, \ldots, m}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)^{k-1}\left(p_{i}-M q_{i}\right)^{2}}{q_{i}^{k}} \\
\leq & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \leq \sum_{k=2}^{n-1} f[M ; \underbrace{m, \ldots, m}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(p_{i}-m q_{i}\right)^{k-1}\left(p_{i}-M q_{i}\right)}{q_{i}^{k-1}} . \tag{8.63}
\end{align*}
$$

If the function $f$ is $n$-concave, the inequality signs in (8.63) are reversed.
Remark 8.8 Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{r}\right)$ and $\boldsymbol{p}=\left(q_{1}, \ldots, q_{r}\right)$ be probability distributions.
$>$ Kullback-Leibler divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{K L}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{r} q_{i} \log \frac{q_{i}}{p_{i}},
$$

and the corresponding generating function is $f(t)=t \log t, t>0$. We can calculate

$$
f^{(n)}(t)=(-1)^{n}(n-2)!t^{-(n-1)} .
$$

It is clear that this function is $(2 n-1)$-concave and $(2 n)$-convex for any $n \in \mathbb{N}$.
$\triangleright$ Hellinger divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{H}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{q_{i}}-\sqrt{p_{i}}\right)^{2},
$$

and the corresponding generating function is $f(t)=\frac{1}{2}(1-\sqrt{t})^{2}, t>0$. We see that

$$
f^{(n)}(t)=(-1)^{n} \frac{(2 n-3)!!}{2^{n}} t^{-\frac{2 n-1}{2}},
$$

so function $f$ is $(2 n-1)$-concave and $(2 n)$-convex for any $n \in \mathbb{N}$.
$\triangleright$ Harmonic divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{H a}(\boldsymbol{p}, \boldsymbol{q})=\sum_{i=1}^{n} \frac{2 p_{i} q_{i}}{p_{i}+q_{i}},
$$

and the corresponding generating function is $f(t)=\frac{2 t}{1+t}$. We can calculate

$$
f^{(n)}(t)=2(-1)^{n+1} n!(1+t)^{-(n+1)} .
$$

Two cases need to be considered:

* if $t<-1$, then the function $f$ is $n$-convex for every $n \in \mathbb{N}$;
* if $t>-1$, then the function $f$ is $(2 n)$-concave and $(2 n-1)$-convex for any $n \in \mathbb{N}$.
$\triangleright$ Jeffreys divergence of the probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$ is defined as

$$
D_{J}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \sum_{i=1}^{n}\left(q_{i}-p_{i}\right) \log \frac{q_{i}}{p_{i}},
$$

and the corresponding generating function is $f(t)=(1-t) \log \frac{1}{t}, t>0$. After calculating, we see that

$$
f^{(n)}(t)=(-1)^{n+1} t^{-n}(n-1)!(1+n t) .
$$

Obviously, this function is $(2 n-1)$-convex and ( $2 n$ )-concave for any $n \in \mathbb{N}$.
It is clear that all of the results from this section can be applied to the special types of divergences mentioned in this example.

### 8.4 Applications to Zipf-Mandelbrot law

Zipf-Mandelbrot law is a discrete probability distribution with parameters $N \in \mathbb{N}, q, s \in \mathbb{R}$ such that $q \geq 0$ and $s>0$, possible values $\{1,2, \ldots, N\}$ and probability mass function

$$
f(i ; N, q, s)=\frac{1 /(i+q)^{s}}{H_{N, q, s}}, \text { where } H_{N, q, s}=\sum_{i=1}^{N} \frac{1}{(i+q)^{s}}
$$

It is used in various scientific fields: linguistics [29], information sciences [12, 34], ecological field studies [30] and music [23]. Benoit Mandelbrot in 1966 gave improvement of Zipf law for the count of the low-rank words. Various scientific fields use this law for different purposes, for example information sciences use it for indexing [12, 34], ecological
field studies in predictability of ecosystem [30], in music is used to determine aesthetically pleasing music [23].

Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}, q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively. We can use Corollary 8.2 and Corollary 8.3 in a similar way as described above in order to obtain inequalities for the Kullback-Leibler divergence. Let us denote

$$
\begin{align*}
H_{N, q_{1}, s_{1}} & =H_{1}, H_{N, q_{2}, s_{2}}=H_{2} \\
m_{p, q} & :=\min \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{2}}{H_{1}} \min \left\{\frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right\} \\
M_{p, q}: & =\max \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{2}}{H_{1}} \max \left\{\frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right\} \tag{8.64}
\end{align*}
$$

Corollary 8.8 ([25]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}, q_{1}, q_{2} \geq$ 0 and $s_{1}, s_{2}>0$ respectively. If the base of the logarithm is greater than one, we have

$$
\begin{align*}
0 & \leq D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq\left(M_{p, q}-1\right)\left(1-m_{p, q}\right) \sup _{t \in\left\langle m_{p, q}, M_{p, q}\right\rangle} \Psi_{i d \cdot \log }\left(t ; m_{p, q}, M_{P, Q}\right)-\Delta_{p, q} \\
& \leq \frac{1}{M_{p, q}-m_{p, q}}\left(M_{p, q}-1\right)\left(1-m_{p, q}\right) \log \frac{M_{p, q}}{m_{p, q}}-\Delta_{p, q}  \tag{8.65}\\
& \leq \frac{1}{4}\left(M_{p, q}-m_{p, q}\right) \log \frac{M_{p, q}}{m_{p, q}}-\Delta_{p, q}
\end{align*}
$$

and

$$
\begin{align*}
\Delta_{p, q} & \leq \frac{M_{p, q} m_{p, q}}{M_{p, q}-m_{p, q}} \log \left(\frac{m_{p, q}}{M_{p, q}}\right)+\frac{1}{M_{p, q}-m_{p, q}} \log \left(\frac{M_{p, q}^{M_{p, q}}}{m_{p, q}}\right)-D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq\left(M_{p, q}-1\right)\left(1-m_{p, q}\right) \sup _{t \in\left\langle m_{p, q}, M_{p, q}\right\rangle} \Psi_{i d \cdot \log }\left(t ; m_{p, q}, M_{p, q}\right)  \tag{8.66}\\
& \leq \frac{1}{M_{p, q}-m_{p, q}}\left(M_{p, q}-1\right)\left(1-m_{p, q}\right) \log \left(\frac{M_{p, q}}{m_{p, q}}\right) \leq \frac{1}{4}\left(M_{p, q}-m_{p, q}\right) \log \left(\frac{M_{p, q}}{m_{p, q}}\right),
\end{align*}
$$

where $D_{K L}(\boldsymbol{p}, \boldsymbol{q})$ is the Kullback-Leibler divergence of distributions $\boldsymbol{p}$ and $\boldsymbol{q}, m_{p, q}$ and $M_{\boldsymbol{p}, \boldsymbol{q}}$ are defined in (8.64), and

$$
\begin{aligned}
\Delta_{p, q}= & \left(\frac{1}{2}-\frac{1}{M_{p, q}-m_{p, q}} \sum_{i=1}^{N}\left|\frac{1}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-\frac{m_{p, q}+M_{p, q}}{2} \cdot \frac{1}{H_{2}\left(i+q_{2}\right)^{s_{2}}}\right|\right) \\
& \times\left(m_{p, q} \log \frac{2 m_{p, q}}{m_{p, q}+M_{p, q}}+M_{p, q} \log \frac{2 M_{p, q}}{m_{p, q}+M_{p, q}}\right)
\end{aligned}
$$

Remark 8.9 If we utilize Remark 8.4 and Remark 8.5 in the same way as described above, we can obtain companion inequalities for the reversed Kullback-Leibler divergence $D_{K L}(\boldsymbol{q}, \boldsymbol{p})$ of these distributions.

For finite $N$ and $q=0$ the Zipf-Mandelbrot law becomes Zipf's law. I is one of the basic laws in information science and bibliometrics, but it is also often used in linguistics. George Zipf's in 1932 found that we can count how many times each word appears in the text. So if we ranked $(r)$ word according to the frequency of word occurrence $(f)$, the product of these two numbers is a constant $C=r * f$. Same law in mathematical sense is also used in other scientific disciplines, but name of the law can be different, since regularities in different scientific fields are discovered independently from each other. In economics same law or regularity are called Pareto's law which analyze and predicts the distribution of the wealthiest members of the community [10]. The same type of distribution that we have in Zipf's and Pareto's law, also known as the Power law, can be found in wide variety of scientific disciplines, such as: physics, biology, earth and planetary sciences, computer science, demography and the social sciences [31] and many others. At this point of time we will not explain usage and their importance of this law in each scientific field, but we will retain on frequency of the word usage. Since, words are one of basic properties in human communication system. That frequency of used word and human communication system can be explained with plain mathematical formula is extremely interesting and useful in analysis of language and their usage. Since this law is be applicable in indexing and text mining, it is quite useful in today's world in which we use Internet to retrive most of the information that we need.

Probability mass function of Zipf's law is:

$$
f(k ; N, s)=\frac{1 / k^{s}}{H_{N, s}}, \text { where } H_{N, s}=\sum_{i=1}^{N} \frac{1}{i^{s}} .
$$

Since Zipf's law is a special case of the Zipf-Mandelbrot law, all of the results from above hold for $q=0$.

Gelbukh and Sidorov in [13] observed the difference between the coefficients $s_{1}$ and $s_{2}$ in Zipf's law for the russian and english language. They processed 39 literature texts for each language, chosen randomly from different genres, with the requirement that the size be greater than 10,000 running words each. They calculated coefficients for each of the mentioned texts and as the result they obtained the average of $s_{1}=0,892869$ for the russian language, and $s_{2}=0,973863$ for the english language.

If we take $q_{1}=q_{2}=0$, we can use the results from the above regarding the KullbackLeibler divergence of two Zipf-Mandelbrot distributions in order to give estimates for the Kullback-Leibler divergence of the distributions associated to the russian and english language. For those experimental values of $s_{1}$ and $s_{2}$ we have

$$
m_{N}=\min \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \min \left\{i^{i^{s_{2}}}\right\}=\frac{H_{N, s_{2}}}{i^{s_{1}}} \operatorname{Hin}\left\{i^{s_{2}-s_{1}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}}
$$

and

$$
M_{N}=\max \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \max \left\{\frac{i^{s_{2}}}{i^{s_{1}}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \max \left\{i^{s_{2}-s_{1}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} N^{0,080994}
$$

Hence the following bounds for the mentioned divergence, arising from Corollary 8.8 and depending only on the parameter $N$, hold.

$$
\begin{aligned}
0 & \leq D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq\left(M_{N}-1\right)\left(1-m_{N}\right) \sup _{t \in\left\langle m_{N}, M_{N}\right\rangle} \Psi_{i d \cdot \log }\left(t ; m_{N}, M_{N}\right)-\Delta_{N} \\
& \leq \frac{0,080994}{M_{N}-m_{N}}\left(M_{N}-1\right)\left(1-m_{N}\right) \log N-\Delta_{N} \\
& \leq 0,020249\left(M_{N}-m_{N}\right) \log N-\Delta_{N}
\end{aligned}
$$

We also have

$$
\begin{aligned}
\Delta_{N} & \leq \frac{0,080994 N^{0,080994}}{N^{0,080994}-1}\left(1-\frac{H_{N ; 0,973863}}{H_{N ; 0,892869}}\right) \log N+\log \left(\frac{H_{N ; 0,973863}}{H_{N ; 0,892869}}\right)-D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq\left(M_{N}-1\right)\left(1-m_{N}\right) \sup _{t \in\left\langle m_{N}, M_{N}\right\rangle} \Psi_{i d \cdot \log }\left(t ; m_{N}, M_{N}\right) \\
& \leq \frac{0,080994}{M_{N}-m_{N}}\left(M_{N}-1\right)\left(1-m_{N}\right) \log N \leq 0,020249\left(M_{N}-m_{N}\right) \log N,
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta_{N}= & \left(\frac{1}{2}-\frac{1}{H_{N ; 0,973863}\left(N^{0,080994}-1\right)} \sum_{i=1}^{N}\left|\frac{1}{i^{0,892869}}-\frac{N^{0,080994}+1}{2 i^{0,973863}}\right|\right) \\
& \times\left(\log \frac{2}{N^{0,080994}+1}+N^{0,080994} \log \frac{2 N^{0,080994}}{N^{0,080994}+1}\right) \frac{H_{N ; 0,973863}}{H_{N ; 0,892869}}
\end{aligned}
$$

By calculating the above results for the Kullback-Leibler divergence of the distributions associated to the russian $(\boldsymbol{p})$ and english $(\boldsymbol{q})$ language for different values of the parameter $N$, we obtained the following bounds:

- from the first series of inequalities:

| $N$ | 5000 | 10000 | 50000 | 100000 |
| :---: | :---: | :---: | :---: | :---: |
| $D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq$ | 0,0862934 | 0,100855 | 0,138862 | 0,157016 |

- from the second series of inequalities:

| $N$ | 5000 | 10000 | 50000 | 100000 |
| :---: | :---: | :---: | :---: | :---: |
| $D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq$ | 0,00106 | 0,001274 | 0,0018269 | 0,002091 |

The base of the logarithm used in our calculations is 2 .
Again, $\boldsymbol{p}$ and $\boldsymbol{q}$ are Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}, q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>$ 0 respectively, and let $m_{p, q}$ and $M_{p, q}$ be defined in (8.64).

Next result is a special case of Corollary 8.4 and Corollary 8.5, and it gives us Edmund-son-Lah-Ribarič and Jensen type inequalities for the Kullback-Leibler divergence of two Zipf-Mandelbrot laws. In contrast to previous results, function $f$ is not necessarily convex in the classical sense.

Corollary 8.9 ([26]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}, q_{1}, q_{2} \geq$ 0 and $s_{1}, s_{2}>0$ respectively. Then we have

$$
\begin{aligned}
& 0 \leq \frac{1}{M_{p, q}-m_{p, q}}\left(\log M_{p, q}+1-\frac{1}{M_{p, q}-m_{p, q}} \log \frac{M_{p, q}^{M_{p, q}}}{m_{p, q}^{m_{p, q}}}\right) \times \\
& \sum_{i=1}^{N} \frac{1}{\left(i+q_{2}\right)^{s_{2} H_{2}}}\left(M_{p, q}-\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right)\left(\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right) \\
& \leq \frac{m_{p, q} M_{p, q}}{M_{p, q}-m_{p, q}} \log \frac{m_{p, q}}{M_{p, q}}+\frac{1}{M_{p, q}-m_{p, q}} \log \frac{M_{p, q}^{M_{p, q}}}{m_{p, q}^{m_{p, q}}}-D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq \frac{1}{M_{p, q}-m_{p, q}}\left(\frac{1}{M_{p, q}-m_{p, q}} \log \frac{M_{p, q}^{M_{p, q}}}{m_{p, q}^{m_{p, q}}}-\log m_{p, q}-1\right) \times \\
& \sum_{i=1}^{N} \frac{1}{\left(i+q_{2}\right)^{s_{2} H_{2}}}\left(M_{p, q}-\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right)\left(\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right) \\
& \leq \frac{1}{M_{p, q}-m_{p, q}}\left(\frac{1}{M_{p, q}-m_{p, q}} \log \frac{M_{p, q}^{M_{p, q}}}{m_{p, q}^{m_{p, q}}}-\log m_{p, q}-1\right)\left(M_{p, q}-1\right)\left(1-m_{p, q}\right) \\
& \leq \frac{1}{4}\left(\log \frac{M_{p, q}^{M_{p, q}}}{m_{p, q}^{m_{p, q}}}-\left(\log m_{p, q}+1\right)\left(M_{p, q}-m_{p, q}\right)\right)
\end{aligned}
$$

and

$$
\begin{gathered}
0 \leq D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{1}{M_{p, q}-m_{p, q}}\left[\left(\frac{1}{M_{p, q}-m_{p, q}} \log \frac{M_{p, q}^{M_{p, q}}}{m_{p, q}}-\log m-1\right)\left(M_{p, q}-1\right)\left(1-m_{p, q}\right)\right. \\
\quad-\left(\log M_{p, q}+1-\frac{1}{M_{p, q}-m_{p, q}} \log \frac{M_{p, q}}{m_{p, q} m_{p, q}}\right) \times \\
\left.\sum_{i=1}^{m_{p}} \frac{1}{\left(i+q_{2}\right)^{s_{2} H_{2}}}\left(M_{p, q}-\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right)\left(\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)\right] .
\end{gathered}
$$

Remark 8.10 From Corollary 8.6 and Corollary 8.7 we can obtain the same type of inequalities, but for the reversed Kullback-Leibler divergence $D_{K L}(\boldsymbol{q}, \boldsymbol{p})$ of the Zipf-Mandelbrot distributions $\boldsymbol{p}$ and $\boldsymbol{q}$.

Since Zipf's law is a special case of the Zipf-Mandelbrot law, two previous results hold for Zipf's law with $q=0$.

Again, if we take $q_{1}=q_{2}=0$, we can use the results from the above regarding the Kullback-Leibler divergence of two Zipf-Mandelbrot distributions in order to give estimates for the Kullback-Leibler divergence of the distributions associated to the russian and english language. As said before, for those experimental values of $s_{1}$ and $s_{2}$ we have

$$
m_{N}=\min \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \min \left\{\frac{i^{s_{2}}}{i^{s_{1}}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \min \left\{i^{s_{2}-s_{1}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}}
$$

and

$$
M_{N}=\max \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \max \left\{\frac{i^{s_{2}}}{i^{s_{1}}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} \max \left\{i^{s_{2}-s_{1}}\right\}=\frac{H_{N, s_{2}}}{H_{N, s_{1}}} N^{0,080994}
$$

Hence the following bounds for the mentioned divergence, depending only on the parameter $N$, hold.

$$
\begin{aligned}
& 0 \leq \frac{1}{M_{N}-m_{N}}\left(\log M_{N}+1-\frac{1}{M_{N}-m_{N}} \log \frac{M_{N}^{M_{N}}}{m_{N}^{m_{N}}}\right) \times \\
& \sum_{i=1}^{N} \frac{H_{N, 0,973863}}{i^{0,973863} H_{N, 0,892869}^{2}}\left(N^{0,080994}-i^{0,080994}\right)\left(i^{0,080994}-1\right) \\
& \leq \frac{m_{N} M_{N}}{M_{N}-m_{N}} \log \frac{m_{N}}{M_{N}}+\frac{1}{M_{N}-m_{N}} \log \frac{M_{N}^{M_{N}}}{m_{N}^{m_{N}}}-D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq \frac{1}{M_{N}-m_{N}}\left(\frac{1}{M_{N}-m_{N}} \log \frac{M_{N}^{M_{N}}}{m_{N}^{m_{N}}}-\log m_{N}-1\right) \times \\
& \sum_{i=1}^{N} \frac{H_{N, 0,973863}}{i^{0,973863} H_{N, 0,892869}^{2}}\left(N^{0,080994}-i^{0,080994}\right)\left(i^{0,080994}-1\right) \\
& \leq \frac{1}{M_{N}-m_{N}}\left(\frac{1}{M_{N}-m_{N}} \log \frac{M_{N}^{M_{N}}}{m_{N}^{m_{N}}}-\log m_{N}-1\right)\left(M_{N}-1\right)\left(1-m_{N}\right) \\
& \leq \frac{1}{4}\left(\log \frac{M_{N}^{M_{N}}}{m_{N}^{m_{N}}}-\left(\log m_{N}+1\right)\left(M_{N}-m_{N}\right)\right) \\
& 0 \leq D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{1}{M_{N}-m_{N}}\left[\left(\frac{1}{M_{N}-m_{N}} \log \frac{M_{N}^{M_{N}}}{m_{N}^{m_{N}}}-\log m_{N}-1\right)\left(M_{N}-1\right)\left(1-m_{N}\right)\right. \\
& -\left(\log M+1-\frac{1}{M-m} \log \frac{M^{M}}{m^{m}}\right) \times \\
& \left.\sum_{i=1}^{N} \frac{H_{N, 0,973863}}{i^{0,973863} H_{N, 0,892869}^{2}}\left(N^{0,080994}-i^{0,080994}\right)\left(i^{0,080994}-1\right)\right] .
\end{aligned}
$$

By calculating the above results for the Kullback-Leibler divergence of the distributions associated to the russian $(\boldsymbol{p})$ and english $(\boldsymbol{q})$ language for different values of the parameter $N$, we obtained the following bounds:

- from the first series of inequalities:

| $N$ | 5000 | 10000 | 50000 | 100000 |
| :---: | :---: | :---: | :---: | :---: |
| $D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq$ | 1.19101 | 1.16826 | 1.12176 | 1.10408 |

- from the second series of inequalities:

| $N$ | 5000 | 10000 | 50000 | 100000 |
| :---: | :---: | :---: | :---: | :---: |
| $D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq$ | 0.170194 | 0.189118 | 0.236439 | 0.258335 |

The base of the logarithm used in our calculations is 2.
The result that follows is a special case of Theorem 8.22, and it gives us Edmundson-Lah-Ribarič type inequality for the generalized $f$-divergence of the Zipf-Mandelbrot law.

Corollary 8.10 ([24]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let $f:\left[m_{p, q}, M_{p, q}\right] \rightarrow \mathbb{R}$ be a 3-convex function. Then we have

$$
\begin{align*}
& \frac{1}{M_{p, q}-m_{p, q}}\left(\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}-f_{+}^{\prime}\left(m_{p, q}\right)\right) \times \\
& \sum_{i=1}^{n} \frac{1}{\left(i+q_{2}\right)^{s_{2}} H_{2}}\left(M_{p, q}-\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}\right)\left(\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}-m_{p, q}\right) \\
\leq & \frac{M_{p, q}-1}{M_{p, q}-m_{p, q}} f\left(m_{p, q}\right)+\frac{1-m_{p, q}}{M_{p, q}-m_{p, q}} f\left(M_{p, q}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.67}\\
\leq & \frac{1}{M_{p, q}-m_{p, q}}\left(f_{-}^{\prime}\left(M_{p, q}\right)-\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}\right) \times \\
& \sum_{i=1}^{n} \frac{1}{\left(i+q_{2}\right)^{s_{2}} H_{2}}\left(M_{p, q}-\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}\right)\left(\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}-m_{p, q}\right) .
\end{align*}
$$

Next result follows directly from Theorem 8.23, and it represents a Jensen type inequality for the generalized $f$-divergence of the Zipf-Mandelbrot law without the assumption on the convexity of the function $f$ in the classical sense.

Corollary 8.11 ([24]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let $f:\left[m_{p, q}, M_{p, q}\right] \rightarrow \mathbb{R}$ be a 3-convex function. Then we have

$$
\begin{align*}
& \quad \frac{\left(M_{p, q}-1\right)\left(1-m_{p, q}\right)}{M_{p, q}-m_{p, q}}\left(\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}-f_{+}^{\prime}\left(m_{p, q}\right)\right) \\
& -\frac{1}{M_{p, q}-m_{p, q}}\left(f_{-}^{\prime}\left(M_{p, q}\right)-\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}\right) \times \\
& \quad \sum_{i=1}^{n} \frac{1}{\left(i+q_{2}\right)^{s_{2}} H_{2}}\left(M_{p, q}-\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}\right)\left(\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}-m_{p, q}\right) \\
& \leq \tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})-f(1)  \tag{8.68}\\
& \leq \frac{\left(M_{p, q}-1\right)\left(1-m_{p, q}\right)}{M_{p, q}-m_{p, q}}\left(f_{-}^{\prime}\left(M_{p, q}\right)-\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}\right) \\
& \quad-\frac{1}{M_{p, q}-m_{p, q}}\left(\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}-f_{+}^{\prime}\left(m_{p, q}\right)\right) \times
\end{align*}
$$

$$
\sum_{i=1}^{n} \frac{1}{\left(i+q_{2}\right)^{s_{2}} H_{2}}\left(M_{p, \boldsymbol{q}}-\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}\right)\left(\frac{\left(i+q_{2}\right)^{s_{2}} H_{2}}{\left(i+q_{1}\right)^{s_{1}} H_{1}}-m_{\boldsymbol{p}, \boldsymbol{q}}\right)
$$

Remark 8.11 Corollary 8.10 and Corollary 8.11 can easily be applied to Kullback-Leibler divergence, Hellinger divergence, Renyi divergence, harmonic divergence or Jeffreys divergence considering Remark 8.7.

The following result is a special case of Theorem 8.24, and it gives us Edmundson-Lah-Ribarič type inequality for the generalized $f$-divergence of the Zipf-Mandelbrot law.

Corollary 8.12 ([27]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let $f:\left[m_{p, q}, M_{p, q}\right] \rightarrow \mathbb{R}$ be a 3-convex function. Then we have

$$
\begin{align*}
& \left(1-m_{p, q}\right)\left[\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}-\frac{f_{+}^{\prime}\left(m_{p, q}\right)}{2}\right] \\
& -\frac{1}{2} \sum_{i=1}^{n}\left(\frac{1}{\left(i+q_{1}\right)^{s_{1}} H_{1}}-\frac{m_{p, q}}{\left(i+q_{2}\right)^{s_{2}} H_{2}}\right) f^{\prime}\left(\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right) \\
\leq & \frac{M_{p, q}-1}{M_{p, q}-m_{p, q}} f\left(m_{p, q}\right)+\frac{1-m_{p, q}}{M_{p, q}-m_{p, q}} f\left(M_{p, q}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.69}\\
\leq & \frac{1}{2} \sum_{i=1}^{n}\left(\frac{M_{p, q}}{\left(i+q_{2}\right)^{s_{2}} H_{2}}-\frac{1}{\left(i+q_{1}\right)^{s_{1} H_{1}}}\right) f^{\prime}\left(\frac{H_{2}}{H_{1}} \frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right) \\
& -\left(M_{p, q}-1\right)\left[\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}-\frac{f_{-}^{\prime}\left(M_{p, q}\right)}{2}\right] .
\end{align*}
$$

Next result follows directly from Theorem 8.12, and it gives us another Edmundson-Lah-Ribarič type inequality for the generalized $f$-divergence of the Zipf-Mandelbrot law.

Corollary 8.13 ([27]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let $f:\left[m_{p, q}, M_{p, q}\right] \rightarrow \mathbb{R}$ be a 3-convex function. Then we have

$$
\begin{align*}
& \left(M_{\boldsymbol{p}, \boldsymbol{q}}-1\right)\left[f_{-}^{\prime}\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)-\frac{f\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}\right] \\
& -\frac{f_{-}^{\prime \prime}\left(M_{p, q}\right)}{2} \sum_{i=1}^{n}\left(i+q_{2}\right)^{s_{2}} H_{2}\left(\frac{M_{p, q}}{\left(i+q_{2}\right)^{s_{2}} H_{2}}-\frac{1}{\left(i+q_{1}\right)^{s_{1}} H_{1}}\right)^{2} \\
\leq & \frac{M_{p, q}-1}{M_{p, q}-m_{p, q}} f\left(m_{p, q}\right)+\frac{1-m_{p, q}}{M_{p, q}-m_{p, q}} f\left(M_{p, q}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q})  \tag{8.70}\\
\leq & \left(1-m_{p, q}\right)\left[\frac{f\left(M_{p, q}\right)-f\left(m_{p, q}\right)}{M_{p, q}-m_{p, q}}-f_{+}^{\prime}\left(m_{p, q}\right)\right] \\
& -\frac{f_{+}^{\prime \prime}\left(m_{p, q}\right)}{2} \sum_{i=1}^{n}\left(i+q_{2}\right)^{s_{2}} H_{N, q_{2}, s_{2}}\left(\frac{1}{\left(i+q_{1}\right)^{s_{1}} H_{1}}-\frac{m_{p, q}}{\left(i+q_{2}\right)^{s_{2} H_{2}}}\right)^{2} .
\end{align*}
$$

Remark 8.12 Again, by taking into consideration Remark 8.7 one can see that Corollary 8.12 and Corollary 8.13 can easily be applied to any of the following divergences: Kullback-Leibler divergence, Hellinger divergence, Renyi divergence, harmonic divergence or Jeffreys divergence.

The following results are special cases of Theorems $8.26,8.27,8.28$ and 8.29 respectively, and they gives us Edmundson-Lah-Ribarič type inequality for the generalized $f$ divergence of the Zipf-Mandelbrot law.

Corollary 8.14 ([28]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $H_{1}, H_{2}, m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let Let $f \in \mathscr{C}^{n}\left(\left[m_{p, q}, M_{p, q}\right]\right)$ be a $n$-convex function. If $n$ and $3 \leq v \leq n-1$ are of different parity, then

$$
\begin{aligned}
& \frac{M_{\boldsymbol{p}, \boldsymbol{q}}-1}{M_{\boldsymbol{p}, \boldsymbol{q}}-m_{\boldsymbol{p}, \boldsymbol{q}}} f\left(m_{\boldsymbol{p}, \boldsymbol{q}}\right)+\frac{1-m_{\boldsymbol{p}, \boldsymbol{q}}}{M_{\boldsymbol{p}, \boldsymbol{q}}-m_{\boldsymbol{p}, \boldsymbol{q}}} f\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
\leq & \left(1-m_{\boldsymbol{p}, \boldsymbol{q}}\right)\left(f^{\prime}\left(m_{\boldsymbol{p}, \boldsymbol{q}}\right)-f\left[m_{\boldsymbol{p}, \boldsymbol{q}}, M_{\boldsymbol{p}, \boldsymbol{q}}\right]\right)+\sum_{k=2}^{v-1} \frac{f^{(k)}\left(m_{\boldsymbol{p}, \boldsymbol{q}}\right)}{H_{2} k!} \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)^{k}}{\left(i+q_{2}\right)^{s_{2}}} \\
& +\sum_{k=1}^{n-v} f \underbrace{m_{p, \boldsymbol{q}}, \ldots, m_{p, q}}_{v \text { times }} ; \underbrace{M_{\boldsymbol{p}, \boldsymbol{q}}, \ldots, M_{p, q}}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{\boldsymbol{p}, \boldsymbol{q}}\right)^{m}\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{\boldsymbol{p}, \boldsymbol{q}}\right)^{k-1}}{H_{2}\left(i+q_{2}\right)^{s_{2}}} .
\end{aligned}
$$

This inequality also holds when the function $f$ is $n$-concave and $n$ and $v$ are of equal parity. In case when the function $f$ is $n$-convex and $n$ and $v$ are of equal parity, or when the function $f$ is $n$-concave and $n$ and $v$ are of different parity, the inequality sign is reversed.

Corollary 8.15 ([28]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $H_{1}, H_{2}, m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let Let $f \in \mathscr{C}^{n}\left(\left[m_{p, q}, M_{p, q}\right]\right)$ be a $n$-convex function. If the function $f$ is $n$-convex and if $3 \leq v \leq n-1$ are of different parity, then

$$
\begin{aligned}
& \quad \frac{M_{p, q}-1}{M_{p, q}-m_{p, q}} f\left(m_{\boldsymbol{p}, \boldsymbol{q}}\right)+\frac{1-m_{\boldsymbol{p}, \boldsymbol{q}}}{M_{\boldsymbol{p}, \boldsymbol{q}}-m_{\boldsymbol{p}, \boldsymbol{q}}} f\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq \\
& \leq\left(M_{\boldsymbol{p}, \boldsymbol{q}}-1\right)\left(f\left[m_{\boldsymbol{p}, \boldsymbol{q}}, M_{\boldsymbol{p}, \boldsymbol{q}}\right]-f^{\prime}\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)\right)+\sum_{k=2}^{v-1} \frac{f^{(k)}\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)}{H_{2} k!} \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-b_{p, q}\right)^{k}}{\left(i+q_{2}\right)^{s_{2}}} \\
& \quad+\sum_{k=1}^{n-v} f[\underbrace{M_{p, \boldsymbol{q}}, \ldots, M_{p, q}}_{v \text { times }} ; \underbrace{m_{p, q}, \ldots, m_{p, q}}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{p, q}\right)^{v}\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1} s^{s_{1}}\right.}-m_{p, q}\right)^{k-1}}{H_{2}\left(i+q_{2}\right)^{s_{2}}} .
\end{aligned}
$$

The inequality above also holds when the function $f$ is $n$-concave and $v$ is even. In case when the function $f$ is $n$-convex and $v$ is even, or when the function $f$ is $n$-concave and $v$ is odd, the inequality sign is reversed.

Corollary 8.16 ([28]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $H_{1}, H_{2}, m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let Let $f \in \mathscr{C}^{n}\left(\left[m_{p, q}, M_{p, q}\right]\right)$ be a $n$-convex function. If the function $f$ is $n$-convex and if $n$ is odd, then we have

$$
\begin{aligned}
& \sum_{k=2}^{n-1} f[m_{\boldsymbol{p}, \boldsymbol{q}} ; \underbrace{\left.M_{\boldsymbol{p}, \boldsymbol{q}}, \ldots, M_{\boldsymbol{p}, \boldsymbol{q}}\right]}_{k \text { times }} \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{\boldsymbol{p}, \boldsymbol{q}}\right)\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{\boldsymbol{p}, \boldsymbol{q}}\right)^{k-1}}{H_{2}\left(i+q_{2}\right)^{s_{2}}} \\
& \leq \frac{M_{p, q}-1}{M_{p, q}-m_{p, q}} f\left(m_{\boldsymbol{p}, \boldsymbol{q}}\right)+\frac{1-m_{p, q}}{M_{p, q}-m_{p, q}} f\left(M_{p, q}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq f\left[m_{\boldsymbol{p}, \boldsymbol{q}}, m_{\boldsymbol{p}, \boldsymbol{q}} ; M_{\boldsymbol{p}, \boldsymbol{q}}\right] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{p, q}\right)}{H_{2}\left(i+q_{2}\right)^{s_{2}}} \\
& +\sum_{k=2}^{n-2} f[m_{p, q}, m_{p, q} ; \underbrace{M_{p, q}, \ldots, M_{p, q}}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)^{2}\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{p, q}\right)^{k-1}}{H_{2}\left(i+q_{2}\right)^{s_{2}}} .
\end{aligned}
$$

These inequalities also hold when the function $f$ is $n$-concave and $n$ is even. In case when the function $f$ is $n$-convex and $n$ is even, or when the function $f$ is $n$-concave and $n$ is odd, the inequality signs are reversed.

Corollary 8.17 ([28]) Let $\boldsymbol{p}$ and $\boldsymbol{q}$ be Zipf-Mandelbrot laws with parameters $N \in \mathbb{N}$, $q_{1}, q_{2} \geq 0$ and $s_{1}, s_{2}>0$ respectively, and let $H_{1}, H_{2}, m_{p, q}$ and $M_{p, q}$ be defined in (8.64). Let Let $f \in \mathscr{C}^{n}\left(\left[m_{\boldsymbol{p}, \boldsymbol{q}}, M_{\boldsymbol{p}, \boldsymbol{q}}\right]\right)$ be a $n$-convex function. If the function $f$ is $n$-convex, then we have

$$
\begin{aligned}
& f\left[M_{p, q}, M_{p, q} ; m_{p, q}\right] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{p, q}\right)}{H_{2}\left(i+q_{2}\right)^{s_{2}}} \\
& +\sum_{k=2}^{n-2} f[M_{\boldsymbol{p}, \boldsymbol{q}}, M_{\boldsymbol{p}, \boldsymbol{q}} ; \underbrace{m_{p, q}, \ldots, m_{p, q}}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)^{k-1}\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{p, q}\right)^{2}}{H_{2}\left(i+q_{2}\right)^{s_{2}}} \\
& \leq \frac{M_{p, q}-1}{M_{\boldsymbol{p}, \boldsymbol{q}}-m_{\boldsymbol{p}, \boldsymbol{q}}} f\left(m_{\boldsymbol{p}, \boldsymbol{q}}\right)+\frac{1-m_{\boldsymbol{p}, \boldsymbol{q}}}{M_{\boldsymbol{p}, \boldsymbol{q}}-m_{\boldsymbol{p}, \boldsymbol{q}}} f\left(M_{\boldsymbol{p}, \boldsymbol{q}}\right)-\tilde{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \\
& \leq \sum_{k=2}^{n-1} f[M_{p, q} ; \underbrace{m_{p, q}, \ldots, m_{p, q}}_{k \text { times }}] \sum_{i=1}^{r} \frac{\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-m_{p, q}\right)^{k-1}\left(\frac{H_{2}\left(i+q_{2}\right)^{s_{2}}}{H_{1}\left(i+q_{1}\right)^{s_{1}}}-M_{p, q}\right)}{H_{2}\left(i+q_{2}\right)^{s_{2}}} \text {. }
\end{aligned}
$$

If the function $f$ is $n$-concave, the inequality signs are reversed.
Remark 8.13 By taking into consideration Remark 8.8 one can see that general results from this section can easily be applied to any of the following divergences: KullbackLeibler divergence, Hellinger divergence, harmonic divergence or Jeffreys divergence.

### 8.5 Further generalization of Edmunson-Lah-Ribarič inequality for Zipf-Mandelbrot law

Throughout this section without further noticing when using $[m, M]$ we assume that $-\infty<m<M<\infty$.

Let $r_{n}(v)$ be defined recursively by

$$
\begin{aligned}
& r_{0}(v)=\min \{v, 1-v\} \\
& r_{n}(v)=\min \left\{2 r_{n-1}(v), 1-2 r_{n-1}(v)\right\}
\end{aligned}
$$

for $0 \leq v \leq 1$. It has been shown in [5] that

$$
r_{n}(v)= \begin{cases}2^{n} v-k+1, & \frac{k-1}{2^{n}} \leq v \leq \frac{2 k-1}{2^{n+1}} \\ k-2^{n} v, & \frac{2 k-1}{2^{n+1}}<v \leq \frac{k}{2^{n}}\end{cases}
$$

for $k=1,2, \ldots, 2^{n}$.
It has been shown (see [5]) that if $N$ is a nonnegative integer and $f$ is convex on $[0,1]$, then

$$
\begin{equation*}
(1-v) f(0)+v f(1) \geq f(v)+\sum_{n=0}^{N-1} r_{n}(v) \sum_{k=1}^{2^{n}} \Delta_{f}(n, k) \chi_{\left(\frac{k-1}{n^{n}}, \frac{k}{2^{n}}\right)}(v) \tag{8.71}
\end{equation*}
$$

where

$$
\Delta_{f}(n, k)=f\left(\frac{k-1}{2^{n}}\right)+f\left(\frac{k}{2^{n}}\right)-2 f\left(\frac{2 k-1}{2^{n+1}}\right)
$$

and $\chi$ represents the characteristic function of the corresponding interval. If $N=0$ then sum is zero, that is we have convexity.

In the paper [6] previous relation is extended to hold for an arbitrary interval. Following result is given.

Lemma 8.1 Let $N$ be a nonnegative integer and let $f$ be convex on $[a, b]$. Then

$$
\begin{equation*}
(1-v) f(a)+v f(b) \geq f((1-v) a+v b)+\sum_{n=0}^{N-1} r_{n}(v) \sum_{k=1}^{2^{n}} \Delta_{f}(a, b, n, k) \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}(v) \tag{8.72}
\end{equation*}
$$

where

$$
\begin{aligned}
\Delta_{f}(a, b, n, k) & =f\left(\frac{\left(2^{n}-k+1\right) a+(k-1) b}{2^{n}}\right)+f\left(\frac{\left(2^{n}-k\right) a+k b}{2^{n}}\right) \\
& -2 f\left(\frac{\left(2^{n+1}-2 k+1\right) a+(2 k-1) b}{2^{n+1}}\right)
\end{aligned}
$$

and $\chi$ represents the characteristic function of the corresponding interval.
Next theorem is main result in paper [32], and it is an improvement of Theorem 8.3.

Theorem 8.30 Let L satisfy L1, L2, L3 on a nonempty set $E$ and let A be a positive normalized linear functional. If $f$ is a convex function on $[m, M]$ then for all $g \in L$ such that $f(g) \in L$ we have $A(g) \in[m, M]$ and

$$
\begin{align*}
& \frac{M-A(g)}{M-m} f(m)+\frac{A(g)-m}{M-m} f(M) \geq A(f(g)) \\
& +\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \Delta_{f}(m, M, n, k) A\left(\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{g-m}{M-m}\right)\right) \tag{8.73}
\end{align*}
$$

where

$$
\begin{aligned}
\Delta_{f}(m, M, n, k) & =f\left(\frac{\left(2^{n}-k+1\right) m+(k-1) M}{2^{n}}\right)+f\left(\frac{\left(2^{n}-k\right) m+k M}{2^{n}}\right) \\
& -2 f\left(\frac{\left(2^{n+1}-2 k+1\right) m+(2 k-1) M}{2^{n+1}}\right)
\end{aligned}
$$

and $\chi$ represents the characteristic function of the corresponding interval.
Remark 8.14 If we write equation (8.73) in the following form

$$
\begin{aligned}
& \frac{M-A(g)}{M-m} f(m)+\frac{A(g)-m}{M-m} f(M) \geq A(f(g)) \\
& +\Delta_{f}(m, M, 0,1) \cdot A\left(r_{0}\left(\frac{g-m}{M-m}\right) \cdot \chi_{\left(\frac{0}{2^{0}}, \frac{1}{2^{0}}\right)}\left(\frac{g-m}{M-m}\right)\right) \\
& +\sum_{n=1}^{N-1} \sum_{k=1}^{2^{n}} \Delta_{f}(m, M, n, k) A\left(\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{g-m}{M-m}\right)\right)
\end{aligned}
$$

and notice

$$
\begin{aligned}
& \Delta_{f}(m, M, 0,1)=f(m)+f(M)-2 f\left(\frac{m+M}{2}\right) \\
& r_{0}\left(\frac{g-m}{M-m}\right)=\frac{1}{2}-\frac{\left|g-\frac{m+M}{2}\right|}{M-m} \\
& \chi_{\left(\frac{0}{2^{0}}, \frac{1}{2^{0}}\right)}\left(\frac{g-m}{M-m}\right)=\chi_{(0,1)}\left(\frac{g-m}{M-m}\right)=1
\end{aligned}
$$

we have that Theorem 8.30 is an improvement of Theorem 8.3.
Corollary 8.18 Let $\boldsymbol{p}$ be a nonnegative l-tuple with $P_{l}=\sum_{i=1}^{l} p_{i} \neq 0$ and $\boldsymbol{x} \in[m, M]^{l}$. If $f:[m, M] \rightarrow \mathbb{R}$ is a convex function then

$$
\begin{align*}
& \frac{1}{P_{l}} \sum_{i=1}^{l} p_{i} f\left(x_{i}\right)  \tag{8.74}\\
\leq & \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M) \\
& -\frac{1}{P_{l}} \sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) p_{i}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2 n}\right)}\right)\left(\frac{x_{i}-m}{M-m}\right)\right]
\end{align*}
$$

$$
\begin{aligned}
= & \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M) \\
& -\frac{1}{P_{l}} \sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) p_{i}\left[\left(2^{n} \frac{x_{i}-m}{M-m}-k+1\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{x_{i}-m}{M-m}\right)\right. \\
& \left.+\left(k-2^{n} \frac{x_{i}-m}{M-m}\right) \chi_{\left(\frac{2 k-1}{2^{n+1}, \frac{k}{2^{n}}}\right)}\left(\frac{x_{i}-m}{M-m}\right)\right]
\end{aligned}
$$

where $\bar{x}=\frac{1}{P_{l}} \sum_{i=1}^{l} p_{i} x_{i}$.
Proof. If we consider $E=[m, M], L=\mathbb{R}^{[m, M]}, g=i d_{E}, A(f)=\frac{1}{P_{l}} \Sigma_{i=1}^{l} p_{i} f\left(x_{i}\right)$ in Theorem 8.30 , then inequality (8.73) becomes (8.74).

Using previous result we get some improvements of some results from Section 8.3. First we give an improvement of Theorem 8.17.

Theorem 8.31 Let $[m, M] \subset \mathbb{R}$ be an interval and let $f:[m, M] \rightarrow \mathbb{R}$ be a function. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{l}\right)$ be an l-tuple of real numbers and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{l}\right)$ be an l-tuple of nonnegative real numbers such that $p_{i} / q_{i} \in[m, M]$ for every $i=1, \ldots, l$. If the function $f$ is convex, we have

$$
\begin{aligned}
& \quad \hat{D}_{f}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{M Q_{l}-P_{l}}{M-m} f(m)+\frac{P_{l}-m Q_{l}}{M-m} f(M) \\
& \quad-\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) q_{i}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right] \\
& =\frac{M Q_{l}-P_{l}}{M-m} f(m)+\frac{P_{l}-m Q_{l}}{M-m} f(M) \\
& \quad-\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) \frac{1}{M-m} . \\
& \quad \cdot\left[\left(2^{n}\left(p_{i}-m q_{i}\right)-q_{i}(M-m)(k-1)\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right. \\
& \left.\quad+\left(q_{i}(M-m) k-2^{n}\left(p_{i}-m q_{i}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}}, \frac{k}{2^{n}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right]
\end{aligned}
$$

where $P_{l}=\sum_{i=1}^{l} p_{i}$ and $Q_{l}=\sum_{i=1}^{l} q_{i}$. If the function $f$ is concave, then the inequality sign is reversed.

Proof. Let $f:[m, M] \rightarrow \mathbb{R}$ be a convex function. For an $l$-tuple of real numbers $\boldsymbol{x}=$ $\left(x_{1}, \ldots, x_{l}\right)$ and an $l$-tuple of nonnegative numbers $\boldsymbol{p}=\left(p_{1}, \ldots, p_{l}\right)$ from Corollary 8.18 we have

$$
\begin{aligned}
& \frac{1}{P_{l}} \sum_{i=1}^{l} p_{i} f\left(x_{i}\right) \\
\leq & \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M) \\
& -\frac{1}{P_{l}} \sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) p_{i}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{x_{i}-m}{M-m}\right)\right] \\
= & \frac{M-\bar{x}}{M-m} f(m)+\frac{\bar{x}-m}{M-m} f(M) \\
& -\frac{1}{P_{l}} \sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) p_{i}\left[\left(2^{n} \frac{x_{i}-m}{M-m}-k+1\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{x_{i}-m}{M-m}\right)\right. \\
& \left.+\left(k-2^{n} \frac{x_{i}-m}{M-m}\right) \chi_{\left(\frac{2 k-1}{2^{n+1}, \frac{k}{2^{n}}}\right)}\left(\frac{x_{i}-m}{M-m}\right)\right]
\end{aligned}
$$

where $\bar{x}=\frac{1}{P_{l}} \sum_{i=1}^{l} p_{i} x_{i}$. Since $\boldsymbol{q}=\left(q_{1}, \ldots, q_{l}\right)$ are nonnegative real numbers, we can put

$$
p_{i}=q_{i} \text { and } x_{i}=\frac{p_{i}}{q_{i}}
$$

in previous inequality and get

$$
\left.\left.\begin{array}{rl} 
& \frac{1}{Q_{l}} \sum_{i=1}^{l} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \leq \frac{M-\frac{1}{Q_{l}} \sum_{i=1}^{l} q_{i} \frac{p_{i}}{q_{i}}}{M-m} f(m)+\frac{\frac{1}{Q_{l}} \sum_{i=1}^{l} q_{i} \frac{p_{i}}{q_{i}}-m}{M-m} f(M) \\
& -\frac{1}{Q_{l}} \sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) q_{i}\left[r _ { n } \left(\frac{p_{i}}{q_{i}}-m\right.\right. \\
M-m
\end{array}\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right] .
$$

and after multiplying by $Q_{l}$ we get the result.

Remark 8.15 Analogously as in Remark 8.14 we see that previous result is improvement Theorem 8.17.

Remark 8.16 If in the previous theorem we take $\boldsymbol{p}$ and $\boldsymbol{q}$ to be probability distributions, we directly get following result for the Csiszár $f$-divergence functional, which is an improvement of Remark 8.2.

$$
\left.\left.\begin{array}{rl} 
& D_{f}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) q_{i}\left[r_{n}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right.}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right] \\
= & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) \frac{1}{M-m} \cdot \\
& \cdot\left[\left(2^{n}\left(p_{i}-m q_{i}\right)-q_{i}(M-m)(k-1)\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right. \\
& \left.+\left(q_{i}(M-m) k-2^{n}\left(p_{i}-m q_{i}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}}, \frac{k}{n^{n}}\right.}\right)\left(\frac{p_{i}}{q_{i}}-m\right. \\
M-m
\end{array}\right)\right] .
$$

Next result provides us with improvement of the bounds for the Kullback-Leibler divergence of two probability distributions, that is result from Corollary 8.1.

Corollary 8.19 Let $[m, M] \subset \mathbb{R}$ be an interval and let us assume that the base of the logarithm is greater than 1 .

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{l}\right)$ be l-tuples of nonnegative real numbers such that $\frac{p_{i}}{q_{i}} \in[m, M]$ for every $i=1, \ldots, l$. Then

$$
\left.\left.\begin{array}{rl} 
& \sum_{i=1}^{l} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \leq Q_{l} \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{P_{l}}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{\log }(m, M, n, k) q_{i}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right] \\
= & Q_{l} \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{P_{l}}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{\log }(m, M, n, k) \frac{1}{M-m} . \\
& \cdot\left[\left(2^{n}\left(p_{i}-m q_{i}\right)-q_{i}(M-m)(k-1)\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right. \\
& +\left(q_{i}(M-m) k-2^{n}\left(p_{i}-m q_{i}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}}, \frac{k}{2^{n}}\right)}\left(\frac{p_{i}}{q_{i}}-m\right. \\
M-m
\end{array}\right)\right]
$$

- Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{P}$ be probability distributions such that $m \leq p_{i} / q_{i} \leq M$ holds for every $i=1, \ldots, n$. Then

$$
\begin{aligned}
& D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{1}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{\log }(m, M, n, k) q_{i}\left[r_{n}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right] \\
= & \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{1}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{\log }(m, M, n, k) \frac{1}{M-m} . \\
& \cdot\left[\left(2^{n}\left(p_{i}-m q_{i}\right)-q_{i}(M-m)(k-1)\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right. \\
& \left.+\left(q_{i}(M-m) k-2^{n}\left(p_{i}-m q_{i}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}}, \frac{k}{2^{n}}\right)}\left(\frac{\frac{p_{i}}{q_{i}}-m}{M-m}\right)\right]
\end{aligned}
$$

If the base of the logarithm is less than 1, the inequality sign in the inequalities above is reversed.

Proof. Let $\boldsymbol{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ be an $n$-tuples of nonnegative real numbers. Since the function $t \mapsto t \log t$ is convex when the base of the logarithm is greater than 1 , first inequality follows from Theorem 8.31 by setting $f(t)=t \log t$.

Second inequality is a special case of the first inequality for probability distributions $\boldsymbol{p}$ and $\boldsymbol{q}$.

Remark 8.17 Analogously as in Remark 8.14 we see that previous result is improvement Corollary 8.1.

Last results in this section will be about Zipf-Mandelbrot law.
We will denote in this section parameters in Zipf-Mandelbrot law as $l, t_{1}, s_{1}$ because of the previous results.
If we define $\mathbf{q}$ as a Zipf-Mandelbrot law l-tuple, we have

$$
q_{i}=\frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}, i=1, \ldots, l
$$

where

$$
H_{l, s_{2}, t_{2}}=\sum_{i=1}^{l} \frac{1}{\left(k+t_{2}\right)^{s_{2}}}
$$

and Csiszar functional becomes

$$
\hat{D}_{f}\left(\mathbf{p}, i, l, s_{2}, t_{2}\right)=\sum_{i=1}^{l} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}} f\left(p_{i}\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}\right),
$$

where $f: I \rightarrow \mathbb{R}, I \subseteq \mathbb{R}$, and the parameters $l \in \mathbb{N}, s_{2}>0, t_{2} \geq 0$ are such that $p_{i}(i+$ $\left.t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}} \in I, i=1, \ldots, l$.

If $\mathbf{p}$ and $\mathbf{q}$ are both defined as Zipf-Mandelbrot law l-tuples, then Csiszar functional becomes

$$
\hat{D}_{f}\left(i, l, s_{1}, s_{2}, t_{1}, t_{2}\right)=\sum_{i=1}^{l} \frac{1}{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}} f\left(\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{l, s_{1}, t_{1}}}\right)
$$

where $f: I \rightarrow \mathbb{R}, I \subseteq \mathbb{R}$, and the parameters $l \in \mathbb{N}, s_{1}, s_{2}>0, t_{1}, t_{2} \geq 0$ are such that $\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{l, s_{1}, t_{1}}} \in I, i=1, \ldots, l$.

Since the minimal value for $q_{i}$ is $\min \left\{q_{i}\right\}=\frac{1}{\left(l+t_{2}\right)^{3} H_{l, s_{2}, t_{2}}}$, then from Theorem 8.31 we have following result.

Corollary 8.20 Let $\mathbf{p}=\left(\mathbf{p}_{\mathbf{1}}, \ldots, \mathbf{p}_{\mathbf{l}}\right)$ be an l-tuple of real numbers with $P_{l}=\sum_{i=1}^{l} p_{i}$. Suppose $I \subseteq \mathbb{R}$ is an interval, $l \in \mathbb{N}$ and $s_{2}>0, t_{2} \geq 0$ are such that $p_{i}\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}} \in I, i=$ $1, \ldots, l$. If $f: I \rightarrow \mathbb{R}$ is a convex function, then

$$
\begin{aligned}
& \hat{D}_{f}\left(\boldsymbol{p}, i, l, s_{2}, t_{2}\right) \leq \frac{M-P_{l}}{M-m} f(m)+\frac{P_{l}-m}{M-m} f(M) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) \frac{1}{\left(l+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{p_{i}\left(i+t_{2}\right)^{s_{2}} H_{M, s_{2}, t_{2}}-m}{M-m}\right)\right] \\
\leq & \frac{M-P_{l}}{M-m} f(m)+\frac{P_{l}-m}{M-m} f(M)-\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) \frac{1}{M-m} \\
& {\left[\left(2^{n}\left(p_{i}-m \min \left\{q_{i}\right\}\right)-\min \left\{q_{i}\right\}(M-m)(k-1)\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{p_{i}\left(i+t_{2}\right)^{s_{2}} H_{M, s_{2}, t_{2}}-m}{M-m}\right)\right.} \\
& \left.+\left(\min \left\{q_{i}\right\}(M-m) k-2^{n}\left(p_{i}-m \min \left\{q_{i}\right\}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}}, \frac{k}{2^{n}}\right)}\left(\frac{p_{i}\left(i+t_{2}\right)^{s_{2}} H_{M, s_{2}, t_{2}}-m}{M-m}\right)\right]
\end{aligned}
$$

Proof. Follows easily from Theorem 8.31.
Now let's denote

$$
\begin{aligned}
& H_{l, s_{1}, t_{1}}=H_{1}, H_{l, s_{2}, t_{2}}=H_{2}, \\
& m_{\mathbf{p}, \mathbf{q}}:=\min \left\{\frac{p_{i}}{q_{i}}\right\}=\frac{H_{2}}{H_{1}} \min \left\{\frac{\left(i+q_{2}\right)^{s_{2}}}{\left(i+q_{1}\right)^{s_{1}}}\right\} .
\end{aligned}
$$

Corollary 8.21 Let $I \subseteq \mathbb{R}$ be an interval and suppose $N \in \mathbb{N}, s_{1}, s_{2}>0, q_{1}, q_{2} \geq 0$ are such that $\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s} H_{l, s_{1}, t_{1}}} \in I, i=1, \ldots, l$.
If $f: I \rightarrow \mathbb{R}$ is a convex function, then

$$
\begin{aligned}
& \hat{D}_{f}\left(i, l, s_{1}, s_{2}, t_{1}, t_{2}\right) \leq \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M) \\
& -\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) \frac{1}{\left(l+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right)}\right)\left(\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}-m}{\left(i+t_{1}\right)^{s_{1} H_{l, s_{1}, t_{1}}}} \underset{M-m}{M}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{M-1}{M-m} f(m)+\frac{1-m}{M-m} f(M)-\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{f}(m, M, n, k) \frac{1}{\left(l+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}} \\
& \cdot\left[\left(2^{n}\left(\frac{m_{\mathbf{p}, \mathbf{q}}-m}{M-m}\right)-k+1\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{l, s_{1}, t_{1}}}-m}{M-m}\right)\right. \\
& \left.+\left(k-2^{n}\left(\frac{m_{\mathbf{p}, \mathbf{q}}-m}{M-m}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}}, \frac{k}{2^{n}}\right.}\left(\frac{\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{l, s_{1}, t_{1}}}-m}{M-m}\right)\right]
\end{aligned}
$$

Proof. Follows easily from Theorem 8.31.
We denote Kullback-Leibler divergence for $\mathbf{p}$ and $\mathbf{q}$ both defined as Zipf-Mandelbrot law l-tuples as $D_{K L}\left(i, l, s_{1}, s_{2}, t_{1}, t_{2}\right)$.

Corollary 8.22 Let $l \in \mathbb{N}$ and $s_{1}, s_{2}>0, t_{1}, t_{2} \geq 0$.
If the logarithm base is greater than 1, then

$$
\begin{aligned}
& D_{K L}(\boldsymbol{p}, \boldsymbol{q}) \leq \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{1}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right) \\
&\left.-\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{l o g}(m, M, n, k) \frac{1}{\left(l+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}\left[\left(r_{n} \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{k}{2^{n}}\right.}\right)\right)\left(\frac{\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{l, s_{1}, t_{1}}}-m}{M-m}\right)\right] \\
& \leq \frac{M m}{M-m} \log \left(\frac{m}{M}\right)+\frac{1}{M-m} \log \left(\frac{M^{M}}{m^{m}}\right) \\
&-\sum_{n=0}^{N-1} \sum_{k=1}^{2^{n}} \sum_{i=1}^{l} \Delta_{l o g}(m, M, n, k) \frac{1}{\left(l+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}} \cdot \\
& \cdot\left[\left(2^{n}\left(\frac{m_{\mathbf{p}, \mathbf{q}}-m}{M-m}\right)-k+1\right) \cdot \chi_{\left(\frac{k-1}{2^{n}}, \frac{2 k-1}{2^{n+1}}\right)}\left(\frac{\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1}} H_{l, s_{1}, t_{1}}}}{M-m}\right)\right. \\
&\left.+\left(k-2^{n}\left(\frac{m_{\mathbf{p}, \mathbf{q}}-m}{M-m}\right)\right) \chi_{\left(\frac{2 k-1}{2^{n+1}, \frac{k}{2 n}}\right)}\left(\frac{\frac{\left(i+t_{2}\right)^{s_{2}} H_{l, s_{2}, t_{2}}}{\left(i+t_{1}\right)^{s_{1} H_{l, s_{1}, t_{1}}}}}{M-m}\right)\right]
\end{aligned}
$$

If the base of the logarithm is less than 1, the inequality sign in the inequalities above is reversed.

Proof. Follows easily from Corollary 8.19.
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# On Sherman's inequality with applications in information theory 
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#### Abstract

In this paper we proved a converse to Sherman's inequality. Using the concept of $f$-divergence we obtained a converse to the Csiszár-Körner inequality and some inequalities for the well-known entropies. We also established a new lower and upper bounds for Sherman's inequality as well as for $f$-divergence functional using some basic convexity facts. As special cases and corollaries of obtained bounds we establishe lower and upper bounds for Shannon's entropy and relative entropy also known as the Kullback-Leibler divergence. We also introduced a new entropy by applying the Zipf-Mandelbrot law and derived some related inequalities.


### 9.1 Introduction and preliminaries

In the space $\mathbb{R}^{n}$, in which the order is not defined, the term majorization is introduced to compare and detect potential links between vectors.

For two vectors $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{n}\right)$ from $\mathbb{R}^{n}$, we say that $\mathbf{x}$ majorizes
$\mathbf{y}$ or $\mathbf{y}$ is majorized by $\mathbf{x}$ and write

$$
\mathbf{y} \prec \mathbf{x}
$$

if

$$
\begin{equation*}
\sum_{i=1}^{k} y_{[i]} \leq \sum_{i=1}^{k} x_{[i]}, \quad k=1, \ldots, m-1 \tag{9.1}
\end{equation*}
$$

and

$$
\sum_{i=1}^{m} y_{i}=\sum_{i=1}^{m} x_{i}
$$

Here

$$
x_{[1]} \geq x_{[2]} \geq \ldots \geq x_{[m]}, \quad y_{[1]} \geq y_{[2]} \geq \ldots \geq y_{[m]},
$$

are their ordered components.
Note that (9.1) is equivalent to

$$
\sum_{i=m-k+1}^{m} y_{(i)} \leq \sum_{i=m-k+1}^{m} x_{(i)}, \quad k=1, \ldots, m-1
$$

where

$$
x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(m)}, \quad y_{(1)} \leq y_{(2)} \leq \ldots \leq y_{(m)}
$$

This definition defines relation which is reflexive and transitive but it is not antisymmetric (see [23]). Hence, it is a preordering not a partial ordering on $\mathbb{R}^{n}$. It it important to remember that two vectors may not have any majorization relationship, meaning that there are vectors that can not be compared in the sense of the given definition. Let's assume for example $\boldsymbol{x}=(0.6,0.6,0.2)$ and $\boldsymbol{y}=(0.5,0.4,0.1)$ vectors for which no $\mathbf{y} \prec \mathbf{x}$ or $\mathbf{x} \prec \mathbf{y}$ are valid.

Issai Schur ([30], [31]) first systematically studied functions that preserve the order of majorization and called them convex functions. Such functions are now called Schur convex functions and convex functions are often referred to convex functions in the sense of Jensen. Each function that is convex and symmetric is also Schur-convex. The opposite implication is not valid. However, all Schur convex functions are symmetric. The concept of majorization, together with the concept of Schur convexity, provides an important characterization of convex functions and is a powerful and useful mathematical tool that has wide application in many applied sciences. Many key ideas related to the concept of majorization are presented in the monograph [2]. However, this monograph attracted only a relatively small number of researchers in terms of problems related to the concept of majorization. The publication of monograph [23] contributes a great interest in the potential application of the concept of majorization and Schur convexity in various scientific areas. It provides a systematic overview of past results from the field of mathematical inequalities with a special emphasis on majorization for the first time, and has been complemented by many new results. One of the important results from the mentioned monographs is the known majorization theorem that gives the relationship between one-dimensional convex functions and $n$-dimensional Schur convex functions. Majorization theorem can also be expressed in the form of the inequality

$$
\begin{equation*}
\sum_{i=1}^{n} f\left(y_{i}\right) \leq \sum_{i=1}^{n} f\left(x_{i}\right) \tag{9.2}
\end{equation*}
$$

which is valid for every function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, continuous and convex on some interval $[\alpha, \beta] \subset \mathbb{R}$, where vectors $\mathbf{x}, \mathbf{y} \in[\alpha, \beta]^{n}$ are such that $\mathbf{y} \prec \mathbf{x}$.

A natural problem of interest is extension of notation from $n$-tuples (vectors) to $n \times m$ matrices $\mathbf{A}=\left(a_{i j}\right) \in \mathscr{M}_{n m}(\mathbb{R})$. In order that, we introduce the notion of row stochastic and double stochastic matrices.

A matrix $\mathbf{A}=\left(a_{i j}\right) \in \mathscr{M}_{n m}(\mathbb{R})$ is called column stochastic if all of its entries are greater or equal to zero, i.e. $a_{i j} \geq 0$ for $i=1, \ldots, n, j=1, \ldots, m$ and the sum of the entries in each column is equal to 1, i.e. $\sum_{i=1}^{n} a_{i j}=1$ for $j=1, \ldots, m$.

A square matrix $\mathbf{A}=\left(a_{i j}\right) \in \mathscr{M}_{m}(\mathbb{R})$ is called double stochastic if both $\mathbf{A}$ and its transpose $\mathbf{A}^{T}=\left(a_{j i}\right)$ are row stochastic. In other words, $\mathbf{A}=\left(a_{i j}\right) \in \mathscr{M}_{m}(\mathbb{R})$ is called double stochastic if all of its entries are greater or equal to zero, i.e. $a_{i j} \geq 0$ for $i, j=1, \ldots, m$, and the sum of the entries in each column and each row is equal to 1, i.e. $\sum_{i=1}^{m} a_{i j}=1$ for $j=1, \ldots, m$ and $\sum_{j=1}^{m} a_{i j}=1$ for $i=1, \ldots, m$.

It is well known that for $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{m}$ is valid

$$
\mathbf{y} \prec \mathbf{x} \text { if and only if } \mathbf{y}=\mathbf{x A}
$$

for some double stochastic matrix $\mathbf{A} \in \mathscr{M}_{m}(\mathbb{R})$.
S. Sherman [33], considering the weighting concept of majorisation between vectors $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in[\alpha, \beta]^{n}$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in[\alpha, \beta]^{m}$, with nonegative weights $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$, and $\mathbf{b}=\left(b_{1}, \ldots, b_{m}\right) \in[0, \infty)^{m}$, taking into account the relation

$$
\begin{equation*}
\mathbf{y}=\mathbf{x} S \text { and } \mathbf{a}=\mathbf{b} S^{\top}, \tag{9.3}
\end{equation*}
$$

where $S=\left(s_{i j}\right) \in \mathscr{M}_{n m}(\mathbb{R})$ is some column stochastic matrix and $S^{\top}$ a transpose matrix of $S$, proved that more general inequality

$$
\begin{equation*}
\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) \leq \sum_{i=1}^{n} a_{i} f\left(x_{i}\right) \tag{9.4}
\end{equation*}
$$

is valid for every function $f:[\alpha, \beta] \rightarrow \mathbb{R}$ convex on some interval $[\alpha, \beta] \subset \mathbb{R}$.
Note that (9.3) can be written as

$$
\begin{align*}
& \mathbf{y}=\mathbf{x} S, \quad\left(y_{j}=\sum_{i=1}^{n} x_{i} s_{i j}, \quad j=1, \ldots, m\right),  \tag{9.5}\\
& \mathbf{a}=\mathbf{b} S^{\top}, \quad\left(a_{i}=\sum_{j=1}^{m} b_{j} s_{i j}, \quad i=1, \ldots, n\right) .
\end{align*}
$$

Inequality (9.1) follows from Sherman's inequality (9.4) as a simple consequence. Moreover, Sherman's inequality (9.4) reduces to Jensen's inequality

$$
\begin{equation*}
f\left(\sum_{i=1}^{n} a_{i} x_{i}\right) \leq \sum_{i=1}^{n} a_{i} f\left(x_{i}\right) \tag{9.6}
\end{equation*}
$$

where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)$ is any $n$-tuple in $[\alpha, \beta]^{n}$ and $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$ such that $\sum_{i=1}^{n} a_{i}=1$. It is obviously true, by choosing $m=1$ and setting $\mathbf{b}=[1]$.

On the other hand, Sherman's inequality (9.4) is an easy consequence of Jensen's inequality (9.6), i.e. under the assumptions (9.3) we have

$$
\begin{aligned}
\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) & =\sum_{j=1}^{m} b_{j} f\left(\sum_{i=1}^{n} x_{i} s i j\right) \\
& \leqslant \sum_{j=1}^{m} b_{j} \sum_{i=1}^{n} s_{i j} f\left(x_{i}\right) \\
& =\sum_{i=1}^{n}\left(\sum_{j=1}^{m} b_{j} s_{i j}\right) f\left(x_{i}\right)=\sum_{i=1}^{n} a_{i} f\left(x_{i}\right) .
\end{aligned}
$$

Considering the difference between the right and left side of Jensen's inequality (9.6), we define the normalized Jensen functional for a convex function as follows

$$
J_{n}(f, \mathbf{x}, \mathbf{a})=\sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-f\left(\sum_{i=1}^{n} a_{i} x_{i}\right) \geq 0 .
$$

Dragomir [34] obtained the lower and upper bound for the normalized Jensen functional stated in the next theorem.

Theorem 9.1 Let $[\alpha, \beta] \subset \mathbb{R}, \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in[\alpha, \beta]^{n}$ and $\mathbf{a}=\left(p_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$ with $\sum_{i=1}^{n} a_{i}=1$. Then for every convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, the inequality

$$
\begin{equation*}
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{x}) \leqslant J_{n}(f, \mathbf{x}, \mathbf{a}) \leqslant \max _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{x}) \tag{9.7}
\end{equation*}
$$

holds, where $S_{f}(\mathbf{x})$ is defined by

$$
\begin{equation*}
S_{f}(\mathbf{x})=\sum_{i=1}^{n} f\left(x_{i}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right) \tag{9.8}
\end{equation*}
$$

We close this introduction with one more inequality closely connected to Jensen's inequality (9.6) known as the Lah-Ribarič inequality

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} f\left(x_{i}\right) \leq \frac{\beta-\bar{x}}{\beta-\alpha} f(\alpha)+\frac{\bar{x}-\alpha}{\beta-\alpha} f(\beta) \tag{9.9}
\end{equation*}
$$

which holds for every function $f:[\alpha, \beta] \rightarrow \mathbb{R}$ convex on $[\alpha, \beta] \subset \mathbb{R}$, where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in$ $[\alpha, \beta]^{n}, \mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$ with $\sum_{i=1}^{n} a_{i}=1$ and $\bar{x}=\sum_{i=1}^{n} a_{i} x_{i}$ (see [21], [28]).

The contents of this chapter corresponds for the most part to the contents of the papers [11] and [14].

### 9.2 The concept of Csiszár $f$-divergence functional

Csiszár [5] introduced the concept of $f$-divergence functional

$$
\begin{equation*}
C_{f}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \tag{9.10}
\end{equation*}
$$

for a convex function $f:(0, \infty) \rightarrow \mathbb{R}$ and $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in(0, \infty)^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in$ $(0, \infty)^{n}$.

It is possible to use non-negative $n$-tuples $\mathbf{p}$ and $\mathbf{q}$ in the $f$-divergence functional, by defining

$$
f(0)=\lim _{t \rightarrow 0+} f(t), \quad 0 f\left(\frac{0}{0}\right)=0, \quad 0 f\left(\frac{c}{0}\right)=\lim _{\varepsilon \rightarrow 0+} f\left(\frac{c}{\varepsilon}\right)=c \lim _{t \rightarrow \infty} \frac{f(t)}{t}, \quad c>0 .
$$

We will limit our consideration to positive cases of $\mathbf{p}$ and $\mathbf{q}$.
The generalized Csiszár $f$-divergence for a convex function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \tag{9.11}
\end{equation*}
$$

with weights $r_{1}, \ldots, r_{n} \geq 0$.
Remark 9.1 Notice that $C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{e})=C_{f}(\mathbf{q}, \mathbf{p})$ for $\mathbf{e}=(1, \ldots, 1) \in \mathbb{R}^{n}$.
The classical inequality for $f$-divergence functional, known as the Csiszár-Körner inequality, has the form

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} f\left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right) \leqslant C_{f}(\mathbf{q}, \mathbf{p}) \tag{9.12}
\end{equation*}
$$

and holds for every function $f:(0, \infty) \rightarrow \mathbb{R}$ convex on $(0, \infty)$. Specially, if $f$ is normalized, i.e. $f(1)=0$ and $\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} q_{i}$, then

$$
\begin{equation*}
0 \leq C_{f}(\mathbf{q}, \mathbf{p}) \tag{9.13}
\end{equation*}
$$

In particular, if $\mathbf{p}$ and $\mathbf{q}$ are two positive probability distribution, i.e. $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in$ $(0, \infty)^{n}$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}$ with $\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} q_{i}=1$, then the inequality (9.13) holds for every convex and normalized function $f:(0, \infty) \rightarrow \mathbb{R}$. These results are easy consequences of Jensen's inequality (9.6).

We may consider Csiszár's $f$-divergence functional as generalized measure of information on the set of probability distribution. It is not metric. However, it satisfies the triangle inequality but it is not symmetric. The general aspect of the Csiszár $f$-divergence functional (9.10) can be interpreted as a series of well-known entropies, divergencies and
distances for suitable choices of the kernel $f$. Entropies quantify the diversity, uncertainty and randomness of a system. The idea has been widely employed in different scientic fields among which we point out mathematical statistics and specially information theory (see [4], [7], [17], [18], [19], [20], [29], [32]). Information theory is a mathematical theory of learning with deep connections with topics as diverse as artificial intelligence, statistical physics, and biological evolution.

In the examples below, for suitable choices of the kernel $f$, we obtain some of the best known distance functions.

Example 9.1 As a special case from the Csiszáre $f$-divergence, choosing the convex mapping $f(t)=\ln \frac{1}{t}=-\ln t, t>0$, we get the Shannon entropy defined by

$$
\begin{equation*}
H(\mathbf{p})=\sum_{i=1}^{n} p_{i} \ln \left(\frac{1}{p_{i}}\right)=-C_{f}(\mathbf{e}, \mathbf{p}) \tag{9.14}
\end{equation*}
$$

This a statistical concept of entropy is introduced by Shannon [32] in the theory of communication and transmission of information as a measure of information.
We also consider the concept of weighted Shannon's entropy defined by

$$
\begin{equation*}
H(\mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} \ln \left(\frac{1}{p_{i}}\right)=-C_{f}(\mathbf{e}, \mathbf{p} ; \mathbf{r}) \tag{9.15}
\end{equation*}
$$

introduced by Belis and Guiacsu, motivated by various communication and transmission problems, taking into account probabilities and some qualitative characteristic of events. If we ignore weights $r_{i}, i=1, \ldots, n$, then (9.15) reduces to (9.14), i.e. $H(\mathbf{p} ; \mathbf{e})=H(\mathbf{p})$ for $\mathbf{e}=(1, \ldots, 1) \in \mathbb{R}^{n}$.

Remark 9.2 It's well known, when $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ is a positive probability distribution for some discrete random variable $X$, i.e. $p_{i}>0, i=1, \ldots, n$, with $\sum_{i=1}^{n} p_{i}=1$, the weighted entropy satisfied estimate

$$
0 \leqslant H(\mathbf{p} ; \mathbf{r}) \leqslant \sum_{i=1}^{n} r_{i} p_{i} \ln \frac{\sum_{i=1}^{n} r_{i}}{\sum_{i=1}^{n} r_{i} p_{i}}
$$

(see [24]). In particular, the minimum $H(\mathbf{p} ; \mathbf{r})=0$ is reached for a constant random variable, i.e. when $p_{i}=1$, for some $i$. The opposite extreme, the maximal $H(\mathbf{p} ; \mathbf{r})$ is reached for a uniform distribution, i.e. when $p_{i}=\frac{1}{n}$ for all $i=1, \ldots, n$. In that case we have

$$
0 \leqslant H(\mathbf{p} ; \mathbf{r}) \leqslant \frac{1}{n} \sum_{i=1}^{n} r_{i} \ln n
$$

Specially, ignoring weights $r_{i}, i=1, \ldots, n$, i.e. setting $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, the previous inequality reduces to

$$
0 \leqslant H(\mathbf{p}) \leqslant \ln n .
$$

Shannon's entropy quantifies the unevenness in the probability distribution $\mathbf{p}$.

Example 9.2 For the convex function $f(t)=t \ln t, t>0$, we have

$$
C_{f}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} p_{i} \frac{q_{i}}{p_{i}} \ln \left(\frac{q_{i}}{p_{i}}\right)=\sum_{i=1}^{n} q_{i} \ln \left(\frac{q_{i}}{p_{i}}\right)=D(\mathbf{q}, \mathbf{p})
$$

and

$$
\begin{equation*}
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} \frac{q_{i}}{p_{i}} \ln \left(\frac{q_{i}}{p_{i}}\right)=\sum_{i=1}^{n} r_{i} q_{i} \ln \left(\frac{q_{i}}{p_{i}}\right)=D(\mathbf{q}, \mathbf{p} ; \mathbf{r}) . \tag{9.16}
\end{equation*}
$$

We get the Kullback-Leibler divergence or relative entropy as a slight modification of the previous formula for Shannon's entropy (see [19]).
Note that $D(\mathbf{q}, \mathbf{p} ; \mathbf{e})=D(\mathbf{q}, \mathbf{p})$ for $\mathbf{e}=(1, \ldots, 1) \in \mathbb{R}^{n}$.
Remark 9.3 Specially, when $\mathbf{q}$ and $\mathbf{p}$ are two positive probability distributions over the same variable, the Kullback-Leibler divergence is a measure of the difference between them. In statistics, it arises as the expected logarithm of difference between the probability $\mathbf{q}$ of data in the original distribution with the approximating distribution $\mathbf{p}$. It satisfies the following estimates

$$
D(\mathbf{q}, \mathbf{p}) \geq 0
$$

with equality iff $\mathbf{q}=\mathbf{p}$.
Example 9.3 Consider now the Hellinger distance

$$
h(\mathbf{p}, \mathbf{q})=\frac{1}{\sqrt{2}} \sqrt{\sum_{i=1}^{n}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2}}
$$

where $\mathbf{p}, \mathbf{q} \in(0, \infty)^{n}$. This distance is metric and is often used in its squared form

$$
h^{2}(\mathbf{p}, \mathbf{q})=\frac{1}{2} \sum_{i=1}^{n}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} .
$$

We also define the weighted Hellinger distance, with weights $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in[0, \infty)$, in squared form

$$
h^{2}(\mathbf{p}, \mathbf{q} ; \mathbf{r})=\frac{1}{2} \sum_{i=1}^{n} r_{i}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} .
$$

We know that Hellinger disctance is actually the Csiszáre $f$-divergence for the convex mapping $f(t)=\frac{1}{2}(1-\sqrt{t})^{2}$.

Example 9.4 For the convex function $f(t)=-\sqrt{t}$ and $\mathbf{p}, \mathbf{q} \in(0, \infty)^{n}$, we get

$$
C_{f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i}\left(-\sqrt{\frac{q_{i}}{p_{i}}}\right)=-\sum_{i=1}^{n} \sqrt{p_{i} q_{i}}=-B(\mathbf{p}, \mathbf{q}),
$$

known as the Bhattacharyya distance.

Example 9.5 For suitable choices of a convex function $f$ we define:
$\chi^{2}$-divergence, for $f(t)=(1-t)^{2}, t>0$, we have

$$
C_{f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i}\left(1-\frac{q_{i}}{p_{i}}\right)^{2}=\sum_{i=1}^{n} \frac{\left(p_{i}-q_{i}\right)^{2}}{p_{i}}=\chi^{2}(\mathbf{p}, \mathbf{q}) ;
$$

the total variation distance, for $f(t)=|1-t|, t>0$, we have

$$
C_{f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i}\left|1-\frac{q_{i}}{p_{i}}\right|=\sum_{i=1}^{n}\left|p_{i}-q_{i}\right|=V(\mathbf{p}, \mathbf{q}) ;
$$

the triangular discrimination, for $f(t)=\frac{(1-t)^{2}}{t+1}, t>0$, we have

$$
C_{f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i} \frac{\left(1-\frac{q_{i}}{p_{i}}\right)^{2}}{\frac{q_{i}}{p_{i}}+1}=\sum_{i=1}^{n} \frac{\left(p_{i}-q_{i}\right)^{2}}{p_{i}+q_{i}}=\Delta(\mathbf{p}, \mathbf{q})
$$

We also introduce their weighted versions, with weights $r_{i} \geq 0, i=1, \ldots, n$ :

$$
\begin{aligned}
\chi^{2}(\mathbf{p}, \mathbf{q} ; \mathbf{r}) & =\sum_{i=1}^{n} r_{i} \frac{\left(p_{i}-q_{i}\right)^{2}}{p_{i}} \\
V(\mathbf{p}, \mathbf{q} ; \mathbf{r}) & =\sum_{i=1}^{n} r_{i}\left|p_{i}-q_{i}\right| \\
\Delta(\mathbf{p}, \mathbf{q} ; \mathbf{r}) & =\sum_{i=1}^{n} r_{i} \frac{\left(p_{i}-q_{i}\right)^{2}}{p_{i}+q_{i}}
\end{aligned}
$$

### 9.3 The Zipf-Mandelbrot entropy

The Zipf-Mandelbrot law is a discrete probability distribution depending on parameters $n \in \mathbb{N}, q \geq 0$ and $s>0$ with probability mass function defined with

$$
f(k, n, q, s)=\frac{1}{(k+q)^{s} H_{n, q, s}}, \quad k=1,2, \ldots, n
$$

where

$$
\begin{equation*}
H_{n, q, s}=\sum_{i=1}^{n} \frac{1}{(i+q)^{s}} . \tag{9.17}
\end{equation*}
$$

It is also known as the Pareto-Zipf law, a power-law distribution on ranked data, defined by Mandelbrot [13] as generalization of a simpler distribution called Zipf's law [36]. Many
naturally phenomena, as earthquake magnitudes, city sizes, incomes, word frequencies and etc., are distributed according to this distribution. It implies that small occurrences are extremely common, whereas large instances are extremely rare. The Zipf-Mandelbrot has wide applications in many branches of science, as well as linguistics, information sciences , ecological field studies and etc (see for example [8], [25], [26], [35]).

Using the given Zipf-Mandelbrot law we define new entropy by

$$
\begin{equation*}
Z(H, q, s)=\frac{s}{H_{n, q, s}} \sum_{k=1}^{n} \frac{\ln (k+q)}{(k+q)^{s}}+\ln H_{n, q, s} . \tag{9.18}
\end{equation*}
$$

We also consider the weighted Zipf-Mandelbrot entropy defined by

$$
\begin{equation*}
Z(H, q, s, \mathbf{R})=\frac{s}{H_{n, q, s, \mathbf{R}}} \sum_{k=1}^{n} R_{k} \frac{\ln (k+q)}{(k+q)^{s}}+\ln H_{n, q, s, \mathbf{R}} \tag{9.19}
\end{equation*}
$$

with nonnegative weights $R_{i}, i=1, \ldots, n$ and

$$
\begin{equation*}
H_{n, q, s, \mathbf{R}}=\sum_{i=1}^{n} \frac{R_{i}}{(i+q)^{s}} . \tag{9.20}
\end{equation*}
$$

Specially, when $r_{i j}$ are entries of some matrix $R \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$, we use notation

$$
\begin{equation*}
H_{n, q, s, \mathbf{r}_{j}}=\sum_{i=1}^{n} \frac{r_{i j}}{(i+q)^{s}} . \tag{9.21}
\end{equation*}
$$

### 9.4 Converse to Sherman's Inequality

We start this section with results including a converse to Sherman’s inequality (9.4).
Theorem 9.2 Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a convexfunction on $[\alpha, \beta] \subset \mathbb{R}$. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in$ $[\alpha, \beta]^{n}, \mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in[\alpha, \beta]^{m}, \mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{m}\right) \in[0, \infty)^{m}$ be such that (9.3) holds for some column stochastic matrix $S=\left(s_{i j}\right) \in \mathscr{M}_{n m}(\mathbb{R})$. Then

$$
\begin{equation*}
\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) \leq \sum_{i=1}^{n} a_{i} f\left(x_{i}\right) \leq \sum_{j=1}^{m} b_{j} \frac{f(\alpha)\left(\beta-y_{j}\right)+f(\beta)\left(y_{j}-\alpha\right)}{\beta-\alpha} \tag{9.22}
\end{equation*}
$$

Proof. Under the assumptions, Sherman's inequality (9.4) holds. Further, from (9.9), setting $p_{i}=s_{i j}$, for $i=1, \ldots, n$, we have

$$
\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) \leq \sum_{i=1}^{n} a_{i} f\left(x_{i}\right)
$$

$$
\begin{aligned}
& =\sum_{i=1}^{n}\left(\sum_{j=1}^{m} b_{j} s_{i j}\right) f\left(x_{i}\right) \\
& =\sum_{j=1}^{m} b_{j}\left(\sum_{i=1}^{n} s_{i j} f\left(x_{i}\right)\right) \\
& \leq \sum_{j=1}^{m} b_{j}\left(\frac{\beta-\sum_{i=1}^{n} x_{i} s_{i j}}{\beta-\alpha} f(\alpha)+\frac{\sum_{i=1}^{n} x_{i} s_{i j}-\alpha}{\beta-\alpha} f(\beta)\right)
\end{aligned}
$$

what we need to prove.
In sequel, we use notation $\langle\cdot, \cdot\rangle$ for the standard inner product in $\mathbb{R}^{n}$. We also denote with $\mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$the space of $n \times m$ matrices with nonnegative entries.

Applying Theorem 9.2 we compare two generalized Csiszár $f$-divergences.
Theorem 9.3 Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a convex function on $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}$, $\mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta], i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}$, $\mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that

$$
\begin{equation*}
\tilde{\mathbf{p}}=\mathbf{p} R, \quad \tilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \quad \mathbf{c}=\mathbf{d} R^{\top} \tag{9.23}
\end{equation*}
$$

for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
C_{f}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) \leq C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{f(\alpha)\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+f(\beta)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.24}
\end{equation*}
$$

Proof. According to (9.11) the inequality (9.24) can be written in the form

$$
\begin{align*}
\sum_{j=1}^{m} d_{j} \tilde{p}_{j} f\left(\frac{\tilde{q}_{j}}{\tilde{p}_{j}}\right) & \leq \sum_{i=1}^{n} c_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \\
& \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{f(\alpha)\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+f(\beta)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.25}
\end{align*}
$$

We denote $\mathbf{r}_{j}=\left(r_{1 j}, \ldots, r_{n j}\right), r_{i j} \geq 0$ for $i=1, \ldots, n, j=1, \ldots, m$. From (9.23) it follows that $\tilde{p}_{j}=\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle=\sum_{i=1}^{n} p_{i} r_{i j}$ and $\tilde{q}_{j}=\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle=\sum_{i=1}^{n} q_{i} r_{i j}$ for $j=1, \ldots, m$. Moreover, $c_{i}=$ $\sum_{j=1}^{m} d_{j} r_{i j}$ for $i=1, \ldots, n$ (see (9.23)) and after multiplying with $p_{i}$ and taking $a_{i}=c_{i} p_{i}$, $b_{j}=d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle$ we get

$$
\begin{equation*}
a_{i}=\sum_{j=1}^{m} b_{j} \frac{p_{i} r_{i j}}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}, \tag{9.26}
\end{equation*}
$$

for $i=1, \ldots, n, j=1, \ldots, m$. The following equality holds

$$
\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}=\frac{p_{1} r_{1 j}}{\sum_{i=1}^{n} p_{i} r i j} \frac{q_{1}}{p_{1}}+\ldots+\frac{p_{n} r_{n j}}{\sum_{i=1}^{n} p_{i} r i j} \frac{q_{n}}{p_{n}}
$$

for $j=1, \ldots, m$. Hence, the following identity is valid

The $n \times m$ matrix $S=\left(s_{i j}\right), s_{i j}=\frac{p_{i} r_{i j}}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}$ is column stochastic and with $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right), x_{i}=\frac{q_{i}}{p_{i}}$ and $y_{j}=\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}, i=1, \ldots, n, j=1, \ldots, m$, satisfies condition $\mathbf{y}=\mathbf{x} S$ (see (11.3.1)). Also, for $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{m}\right), \mathbf{a}=\mathbf{b} S^{\top}$ (see (9.26)) is satisfied, so we can apply Theorem 9.2 and obtain

$$
\begin{aligned}
\sum_{j=1}^{m} b_{j} f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right) & =\sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right) \leq \sum_{i=1}^{n} c_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \\
& \leq \frac{\sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)}{\beta-\alpha} f(\alpha)+\frac{\sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} f(\beta)
\end{aligned}
$$

which is equivalent to (9.24).

Corollary 9.1 Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a convex function on $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}$, $\mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta], i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that

$$
\begin{equation*}
\tilde{\mathbf{p}}=\mathbf{p} R \quad \text { and } \quad \tilde{\mathbf{q}}=\mathbf{q} R \tag{9.28}
\end{equation*}
$$

for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}$, $i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
C_{f}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{f(\alpha)\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+f(\beta)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.29}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
C_{f}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq C_{f}(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{f(\alpha)\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+f(\beta)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.30}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3, we calculate $c_{i}=\sum_{j=1}^{m} r_{i j}=$ $R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.29).
If additionally the matrix $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) reduces to (9.30).

As a special case of the previous result we obtain a converse to the Csiszár-Körner inequality (9.12).

Corollary 9.2 Let $f:[\alpha, \beta] \rightarrow \mathbb{R}$ be a convex function on $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}$, $\mathbf{q} \in(0, \infty)^{n}, \mathbf{r} \in[0, \infty)^{n}$ be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta], i=1, \ldots, n$, with $P_{n}=\sum_{i=1}^{n} p_{i}$ and $Q_{n}=$ $\sum_{i=1}^{n} q_{i}$. Then

$$
\begin{equation*}
\langle\mathbf{p}, \mathbf{r}\rangle f\left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) \leq C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{r}) \leq\langle\mathbf{p}, \mathbf{r}\rangle \frac{f(\alpha)\left(\beta-\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)+f(\beta)\left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.31}
\end{equation*}
$$

In particular, if $\mathbf{r}=\mathbf{e}$, then

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} f\left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right) \leq C_{f}(\mathbf{p}, \mathbf{q}) \leq \sum_{i=1}^{n} p_{i} \frac{f(\alpha)\left(\beta-\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right)+f(\beta)\left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}-\alpha\right)}{\beta-\alpha} . \tag{9.32}
\end{equation*}
$$

Proof. Taking $m=1$ in Corollary 9.1 and $\mathbf{r}_{1}=\left(r_{1}, \ldots, r_{n}\right)$, we obtain $R_{i}=r_{i}$ for $i=1, \ldots, n$, and (9.29) becomes (9.31). Further, for $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, the inequality (9.31) reduces to (9.32).

### 9.5 Converses including some entropies and divergences

Using the concept of $f$-divergence we derive some inequalities for the well-known divergences.

Corollary 9.3 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$ be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that (9.23) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
D(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) \leq D(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\ln \left(\frac{1}{\alpha}\right)\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\ln \left(\frac{1}{\beta}\right)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.33}
\end{equation*}
$$

Proof. If we take in Theorem 9.3 function $f$ to be $f(t)=\ln \left(\frac{1}{t}\right)$, which is convex on $[\alpha, \beta]$, then (9.33) follows from (9.24).

Corollary 9.4 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that (9.28) holds for some matrix
$R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
D(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq D(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\ln \left(\frac{1}{\alpha}\right)\left(\beta-\frac{\left\langle\mathbf{q}_{\mathbf{r}}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\ln \left(\frac{1}{\beta}\right)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.34}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
D(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq D(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\ln \left(\frac{1}{\alpha}\right)\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\ln \left(\frac{1}{\beta}\right)\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.35}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.34).
If additionally $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.35).
Corollary 9.5 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in[\alpha, \beta]^{n}, \tilde{\mathbf{p}} \in[\alpha, \beta]^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that

$$
\tilde{\mathbf{p}}=\mathbf{p} R \text { and } \mathbf{c}=\mathbf{d} R^{\top}
$$

for some column stochastic matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
H(\tilde{\mathbf{p}} ; \mathbf{d}) \geq H(\mathbf{p} ; \mathbf{c}) \geq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\ln (\alpha)\left(\beta-\frac{1}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\ln (\beta)\left(\frac{1}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.36}
\end{equation*}
$$

Proof. We take in Theorem 9.3 a function $f$ to be $f(t)=\ln \frac{1}{t}$ which is convex on $[\alpha, \beta]$ and $\mathbf{q}=\mathbf{e}=(1, \ldots, 1) \in \mathbb{R}^{m}$. Then, since $R$ is column stochastic, we also have $\tilde{\mathbf{q}}=\left(\left\langle\mathbf{q}, \mathbf{r}_{1}\right\rangle, \ldots,\left\langle\mathbf{q}, \mathbf{r}_{m}\right\rangle\right)=$ $\left(\left\langle\mathbf{e}, \mathbf{r}_{1}\right\rangle, \ldots,\left\langle\mathbf{e}, \mathbf{r}_{m}\right\rangle\right)=(1, \ldots, 1)$. Then (9.36) follows from (9.24).

Corollary 9.6 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in[\alpha, \beta]^{n}$ and $\tilde{\mathbf{p}} \in[\alpha, \beta]^{m}$ be such that

$$
\begin{equation*}
\tilde{\mathbf{p}}=\mathbf{p} R \tag{9.37}
\end{equation*}
$$

for some column stochastic matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
H(\tilde{\mathbf{p}}) \geq H(\mathbf{p} ; \mathbf{R}) \geq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\ln (\alpha)\left(\beta-\frac{1}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\ln (\beta)\left(\frac{1}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.38}
\end{equation*}
$$

In particular, if the matrix $R$ is double stochastic, then

$$
\begin{equation*}
H(\tilde{\mathbf{p}}) \geq H(\mathbf{p}) \geq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\ln (\alpha)\left(\beta-\frac{1}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\ln (\beta)\left(\frac{1}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.39}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.38).
If additionally the matrix $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.39).

Corollary 9.7 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that (9.23) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{align*}
h^{2}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) & \leq h^{2}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \\
& \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{(1-\sqrt{\alpha})^{2}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, r_{j}\right\rangle}\right)+(1-\sqrt{\beta})^{2}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{2(\beta-\alpha)} \tag{9.40}
\end{align*}
$$

Proof. If we take in Theorem 9.3 function $f$ to be $f(t)=\frac{1}{2}(1-\sqrt{t})^{2}$ which is convex on $[\alpha, \beta]$, equation (9.40) follows from (9.24).

Corollary 9.8 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that (9.28) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
h^{2}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq h^{2}(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{(1-\sqrt{\alpha})^{2}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+(1-\sqrt{\beta})^{2}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, r_{j}\right\rangle}-\alpha\right)}{2(\beta-\alpha)} \tag{9.41}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
h^{2}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq h^{2}(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{(1-\sqrt{\alpha})^{2}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+(1-\sqrt{\beta})^{2}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{2(\beta-\alpha)} \tag{9.42}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.34).
If additionally the matrix $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.35).

Corollary 9.9 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that (9.23) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
B(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) \geq B(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \geq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\sqrt{\alpha}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\sqrt{\beta}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.43}
\end{equation*}
$$

Proof. If we take in Theorem 9.3 function $f$ to be $f(t)=-\sqrt{t}$, which is convex on $[\alpha, \beta]$, equation (9.43) follows from (9.24).

Corollary 9.10 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that (9.28) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
B(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \geq B(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \geq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\sqrt{\alpha}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\sqrt{\beta}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.44}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
B(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \geq B(\mathbf{p}, \mathbf{q}) \geq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\sqrt{\alpha}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\sqrt{\beta}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.45}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.44).
If additionally $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.45).
Corollary 9.11 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that (9.23) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{align*}
\chi^{2}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) & \leq \chi^{2}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \\
& \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{(1-\alpha)^{2}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+(1-\beta)^{2}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} . \tag{9.46}
\end{align*}
$$

Proof. If we take in Theorem 9.3 function $f$ to be $f(t)=(1-t)^{2}$ which is convex on $[\alpha, \beta]$, equation (9.46) follows from (9.24).

Corollary 9.12 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that (9.28) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
\chi^{2}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq \chi^{2}(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{(1-\alpha)^{2}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+(1-\beta)^{2}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.47}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
\chi^{2}(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq \chi^{2}(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{(1-\alpha)^{2}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+(1-\beta)^{2}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.48}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.47).
If additionally $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.48).
Corollary 9.13 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that (9.23) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{align*}
V(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) & \leq V(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \\
& \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{|1-\alpha|\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+|1-\beta|\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.49}
\end{align*}
$$

Proof. If we take in Theorem 9.3 function $f$ to be $f(t)=|1-t|$ which is convex on $[\alpha, \beta]$, equation (9.49) follows from (9.24).

Corollary 9.14 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that (9.28) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
V(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq V(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{|1-\alpha|\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+|1-\beta|\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.50}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
V(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq V(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{|1-\alpha|\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+|1-\beta|\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.51}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.50).
If additionally $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.51).
Corollary 9.15 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Further, let $\tilde{\mathbf{p}} \in(0, \infty)^{m}, \tilde{\mathbf{q}} \in(0, \infty)^{m}, \mathbf{c} \in[0, \infty)^{n}$ and $\mathbf{d} \in[0, \infty)^{m}$ be such that (9.23) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Then

$$
\begin{equation*}
\Delta(\tilde{\mathbf{p}}, \tilde{\mathbf{q}} ; \mathbf{d}) \leq \Delta(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \leq \sum_{j=1}^{m} d_{j}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\frac{(1-\alpha)^{2}}{\alpha+1}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\frac{(1-\beta)^{2}}{\beta+1}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.52}
\end{equation*}
$$

Proof. If we take in Theorem 9.3 function $f$ to be $f(t)=\frac{(1-t)^{2}}{t+1}$ which is convex on $[\alpha, \beta]$, equation (9.52) follows from (9.24).

Corollary 9.16 Let $[\alpha, \beta] \subset(0, \infty)$. Let $\mathbf{p} \in(0, \infty)^{n}, \mathbf{q} \in(0, \infty)^{n}$, be such that $\frac{q_{i}}{p_{i}} \in[\alpha, \beta]$, $i=1, \ldots, n$. Let $\tilde{\mathbf{p}} \in(0, \infty)^{m}$ and $\tilde{\mathbf{q}} \in(0, \infty)^{m}$ be such that (9.28) holds for some matrix $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Further, let $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of $R$. Then

$$
\begin{equation*}
\Delta(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq \Delta(\mathbf{p}, \mathbf{q} ; \mathbf{R}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\frac{(1-\alpha)^{2}}{\alpha+1}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, r_{j}\right\rangle}\right)+\frac{(1-\beta)^{2}}{\beta+1}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} . \tag{9.53}
\end{equation*}
$$

In particular, if the matrix $R$ is row stochastic, then

$$
\begin{equation*}
\Delta(\tilde{\mathbf{p}}, \tilde{\mathbf{q}}) \leq \Delta(\mathbf{p}, \mathbf{q}) \leq \sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle \frac{\frac{(1-\alpha)^{2}}{\alpha+1}\left(\beta-\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)+\frac{(1-\beta)^{2}}{\beta+1}\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}-\alpha\right)}{\beta-\alpha} \tag{9.54}
\end{equation*}
$$

Proof. By taking $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right)=(1, \ldots, 1)$ in Theorem 9.3 we obtain $c_{i}=\sum_{j=1}^{m} r_{i j}=R_{i}$ for $i=1, \ldots, n$. Therefore inequality (9.24) becomes (9.53).
If additionally $R$ is row stohastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$ and (9.29) becomes (9.54).

### 9.6 Converses including Zipf-Mandelbrot entropy

Here we give some inequalities including the Zipf-Mandelbrot entropies (9.18) and (9.19).
Theorem 9.4 Let $n \in \mathbb{N}, q \geq 0$ and $s>0$. Let $R=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$be some column stochastic matrix, $\mathbf{R}=\left(R_{1}, \ldots, R_{n}\right)$, where $R_{i}=\sum_{j=1}^{m} r_{i j}, i=1, \ldots, n$ is the $i$-th row sum of R. Then

$$
\begin{align*}
\sum_{j=1}^{m} \frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s, \mathbf{R}}} \ln \left(\frac{H_{n, q, s, \mathbf{R}}}{H_{n, q, s, s}}\right) & \geq Z(H, q, s, \mathbf{R})  \tag{9.55}\\
& \geq \sum_{j=1}^{m} \frac{H_{n, q, s, s} \mathbf{r}_{j}}{H_{n, q, s, \mathbf{R}}} \frac{\ln (\alpha)\left(\beta-\frac{H_{n, q, s, \mathbf{R}}}{H_{n, q, s, r}}\right)+\ln (\beta)\left(\frac{H_{n, q, s, \mathbf{R}}}{H_{n, q, s, r_{j}}}-\alpha\right)}{\beta-\alpha}
\end{align*}
$$

provided that all terms are well defined.
In particular, if the matrix $R$ is double stochastic, then

$$
\begin{align*}
\sum_{j=1}^{m} \frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s}} \ln \left(\frac{H_{n, q, s}}{H_{n, q, s, \mathbf{r}_{j}}}\right) & \geq Z(H, q, s)  \tag{9.56}\\
& \geq \sum_{j=1}^{m} \frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s}} \frac{\ln (\alpha)\left(\beta-\frac{H_{n, q, s}}{H_{n, q, s, r_{j}}}\right)+\ln (\beta)\left(\frac{H_{n, q, s}}{H_{n, q, s, r_{j}}}-\alpha\right)}{\beta-\alpha}
\end{align*}
$$

Proof. Since $H_{n, q, s, \mathbf{R}}=\sum_{i=1}^{n} \frac{R_{i}}{(i+q)^{s}}$, it is obvious that

$$
\sum_{i=1}^{n} \frac{R_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{R}}}=H_{n, q, s, \mathbf{R}} \cdot \frac{1}{H_{n, q, s, \mathbf{R}}}=1 .
$$

If we substitute $p_{i}$ with $\frac{1}{(i+q)^{s} H_{n, q, s, \mathbf{R}}}, i=1,2, \ldots, n$, then

$$
\begin{aligned}
H(\mathbf{p} ; \mathbf{R}) & =-\sum_{i=1}^{n} R_{i} p_{i} \ln p_{i}=-\sum_{i=1}^{n} \frac{R_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{R}}} \ln \frac{1}{(i+q)^{s} H_{n, q, s, \mathbf{R}}} \\
& =\sum_{i=1}^{n} \frac{R_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{R}}} \ln \left((i+q)^{s} H_{n, q, s, \mathbf{R}}\right) \\
& =\sum_{i=1}^{n} \frac{R_{i} \ln (i+q)^{s}}{(i+q)^{s} H_{n, q, s, \mathbf{R}}}+\sum_{i=1}^{n} \frac{R_{i} \ln H_{n, q, s, \mathbf{R}}}{(i+q)^{s} H_{n, q, s, \mathbf{R}}} \\
& =\frac{s}{H_{n, q, s, \mathbf{R}}} \sum_{i=1}^{n} \frac{R_{i} \ln (i+q)}{(i+q)^{s}}+\frac{\ln H_{n, q, s, \mathbf{R}}}{H_{n, q, s, \mathbf{R}}} \sum_{i=1}^{n} \frac{R_{i}}{(i+q)^{s}} \\
& =\frac{s}{H_{n, q, s, \mathbf{R}}} \sum_{i=1}^{n} \frac{R_{i} \ln (i+q)}{(i+q)^{s}}+\ln H_{n, q, s, \mathbf{R}} \\
& =Z(H, q, s, \mathbf{R}) .
\end{aligned}
$$

From $\tilde{\mathbf{p}}=\mathbf{p} R$, it follows

$$
\tilde{p}_{j}=\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle=\sum_{i=1}^{n} p_{i} r_{i j}=\sum_{i=1}^{n} \frac{r_{i j}}{(i+q)^{s} H_{n, q, s, \mathbf{R}}}=\frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s, \mathbf{R}}},
$$

so we have

$$
H(\tilde{\mathbf{p}})=-\sum_{j=1}^{m} \tilde{p}_{j} \ln \tilde{p}_{j}=-\sum_{j=1}^{m} \frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s, \mathbf{R}}} \ln \left(\frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s, \mathbf{R}}}\right)=\sum_{j=1}^{m} \frac{H_{n, q, s, \mathbf{r}_{j}}}{H_{n, q, s, \mathbf{R}}} \ln \left(\frac{H_{n, q, s, \mathbf{R}}}{H_{n, q, s, \mathbf{r}_{j}}}\right) .
$$

Now applying (9.38) we get the required result.
Specially, if $R$ is also row stochastic, then $\mathbf{R}=(1, \ldots, 1) \in \mathbb{R}^{n}$. Further, we have $H_{n, q, s, \mathbf{R}}=$ $H_{n, q, s}$ and $Z(H, q, s, \mathbf{R})=Z(H, q, s)$, so the inequality (9.55) reduces to (9.56).

### 9.7 Bounds for Sherman's difference

Considering the difference between the right and left side of Sherman's inequality (9.4) we may Sherman's inequality write in the form

$$
\begin{equation*}
0 \leq \sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) . \tag{9.57}
\end{equation*}
$$

Here we present new lower and upper bounds for Sherman's difference $\sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-$ $\sum_{j=1}^{m} b_{j} f\left(y_{j}\right)$.

Theorem 9.5 Let $[\alpha, \beta] \subset \mathbb{R}, \mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in[\alpha, \beta]^{n}, \mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in[\alpha, \beta]^{m}, \mathbf{a}=$ $\left(a_{1}, \ldots, a_{n}\right) \in[0, \infty)^{n}$ and $\mathbf{b}=\left(b_{1}, \ldots, b_{m}\right) \in[0, \infty)^{m}$ be such that

$$
\begin{equation*}
\mathbf{y}=\mathbf{x} S \quad \text { and } \quad \mathbf{a}=\mathbf{b} S^{T} \tag{9.58}
\end{equation*}
$$

holds for some column stochastic matrix $S=\left(s_{i j}\right) \in \mathscr{M}_{n m}(\mathbb{R})$. Then for every convex function $f:[\alpha, \beta] \rightarrow \mathbb{R}$, the inequality

$$
\begin{equation*}
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{x}) \leqslant \sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{x}) \tag{9.59}
\end{equation*}
$$

holds, where $S_{f}(\mathbf{x})$ is defined by (9.8).
Proof. Under assumptions (9.58), i.e. $y_{j}=\sum_{i=1}^{n} x_{i} s_{i j}, j=1, \ldots, m$ and $a_{i}=\sum_{j=1}^{m} b_{j} s_{i j}, \quad i=$ $1, \ldots, n$, we have

$$
\begin{align*}
& \sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-\sum_{j=1}^{m} b_{j} f\left(y_{j}\right)=\sum_{j=1}^{m} b_{j} \sum_{i=1}^{n} s_{i j} f\left(x_{i}\right)-\sum_{j=1}^{m} b_{j} f\left(\sum_{i=1}^{n} x_{i} s_{i j}\right) \\
& =\sum_{j=1}^{m} b_{j}\left(\sum_{i=1}^{n} s_{i j} f\left(x_{i}\right)-f\left(\sum_{i=1}^{n} x_{i} s_{i j}\right)\right) . \tag{9.60}
\end{align*}
$$

Applying Theorem 1 to (9.60) we get

$$
0 \leqslant \sum_{j=1}^{m} b_{j} \min _{1 \leqslant i \leqslant n}\left\{s_{i j}\right\} S_{f}(\mathbf{x}) \leqslant \sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) \leqslant \sum_{j=1}^{m} b_{j} \max _{1 \leqslant i \leqslant n}\left\{s_{i j}\right\} S_{f}(\mathbf{x})
$$

where $S_{f}(\mathbf{x})$ is defined by (9.8). Moreover, we have

$$
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{x}) \leqslant \sum_{i=1}^{n} a_{i} f\left(x_{i}\right)-\sum_{j=1}^{m} b_{j} f\left(y_{j}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{x}),
$$

what we need to prove.

Remark 9.4 The previous theorem presents generalizations of Theorem 9.1. Choosing $m=1$ and setting $\mathbf{b}=[1]$, the inequality (9.59) reduces to the form (9.7).

Theorem 9.6 Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a convex function on $[0, \infty)$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in$ $(0, \infty)^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}, \mathbf{b}=\left(b_{1}, \ldots, b_{m}\right) \in[0, \infty)^{m}$ and $\mathbf{R}=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$. Let us define

$$
\begin{align*}
\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle & =\sum_{i=1}^{n} p_{i} r_{i j}>0, \quad\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle=\sum_{i=1}^{n} q_{i} r_{i j}, \quad j=1, \ldots, m, \\
a_{i} & =\sum_{j=1}^{m} b_{j} \frac{p_{i} r_{i j}}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}, \quad i=1, \ldots, n, \\
S_{f}(\mathbf{q}, \mathbf{p}) & =\sum_{i=1}^{n} f\left(\frac{q_{i}}{p_{i}}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{p_{i}}\right) \geq 0 . \tag{9.61}
\end{align*}
$$

Then

$$
\begin{equation*}
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) \leqslant \sum_{i=1}^{n} a_{i} f\left(\frac{q_{i}}{p_{i}}\right)-\sum_{j=1}^{m} b_{j} f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{a_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) . \tag{9.62}
\end{equation*}
$$

Proof. Let us consider $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$, such that $x_{i}=\frac{q_{i}}{p_{i}}, i=1, \ldots, n$ and $y_{j}=\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}, j=1, \ldots, m$.
The following equality holds:

$$
\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}=\frac{\sum_{i=1}^{n} q_{i} r_{i j}}{\sum_{i=1}^{n} p_{i} r_{i j}}=\frac{p_{1} r_{1 j}}{\sum_{i=1}^{n} p_{i} r_{i j}} \frac{q_{1}}{p_{1}}+\ldots+\frac{p_{n} r_{n j}}{\sum_{i=1}^{n} p_{i} r_{i j}} \frac{q_{n}}{p_{n}}, \quad j=1, \ldots, m
$$

Moreover, the following identity

$$
\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{1}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{1}\right\rangle}, \ldots, \frac{\left\langle\mathbf{q}, \mathbf{r}_{m}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{m}\right\rangle}\right)=\left(\frac{q_{1}}{p_{1}}, \ldots, \frac{q_{n}}{p_{n}}\right) \cdot\left(\begin{array}{ccc}
\frac{p_{1} r_{11}}{\left\langle\mathbf{p}, \mathbf{r}_{1}\right\rangle} & \cdots & \frac{p_{1} r_{1 m}}{\left\langle\mathbf{p}, \mathbf{r}_{m}\right\rangle} \\
\vdots & \ddots & \vdots \\
\frac{p_{n} r_{n 1}}{\left\langle\mathbf{p}, \mathbf{r}_{1}\right\rangle} & \cdots & \frac{p_{n} r_{m m}}{\left\langle\mathbf{p}, \mathbf{r}_{m}\right\rangle}
\end{array}\right)
$$

is valid for some column stochastic matrix $S=\left(s_{i j}\right) \in \mathscr{M}_{n m}(\mathbb{R})$, with $s_{i j}=\frac{p_{i} r_{i j}}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}, i=$ $1, \ldots, n, j=1, \ldots, m$. Therefore, $\mathbf{y}=\mathbf{x} S$ holds.
Further, by definition $a_{i}=\sum_{j=1}^{m} b_{j} \frac{p_{i} r_{i j}}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}, i=1, \ldots, n$, i.e. $\mathbf{a}=\mathbf{b} S^{T}$. Therefore, the assumptions of Theorem 9.5 are fulfill. Now applying (9.59) we get the required result.

### 9.8 Bounds for Csiszár $f$-divergence functional

The followig results give new bounds for $f$-divergence functionals (9.10) and (9.11).
Corollary 9.17 Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a convex function on $[0, \infty)$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in$ $(0, \infty)^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}, \mathbf{R}=\left(r_{i j}\right) \in \mathscr{M}_{n m}\left(\mathbb{R}_{+}\right)$and $\tilde{\mathbf{R}}=\left(R_{1}, \ldots, R_{n}\right)$, with $R_{i}=$ $\sum_{j=1}^{m} r_{i j} . \operatorname{Let} C_{f}(\mathbf{q}, \mathbf{p}), C_{f}(\mathbf{q}, \mathbf{p} ; \tilde{\mathbf{R}}),\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle,\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle$ and $S_{f}(\mathbf{q}, \mathbf{p})$ be defined as in (9.10), (9.11) and (9.61), respectively. Then

$$
\begin{align*}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i} R_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})  \tag{9.63}\\
& \leqslant C_{f}(\mathbf{q}, \mathbf{p} ; \tilde{\mathbf{R}})-\sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i} R_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) .
\end{align*}
$$

If in addition $\mathbf{R}$ is row stochastic, then

$$
\begin{align*}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})  \tag{9.64}\\
& \leqslant C_{f}(\mathbf{q}, \mathbf{p})-\sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) .
\end{align*}
$$

Proof. Applying (9.62) with substitution $b_{j}$ with $\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle$ for $j=1, \ldots, m$, from which it follows

$$
a_{i}=\sum_{j=1}^{m} b_{j} \frac{p_{i} r_{i j}}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}=p_{i} \sum_{j=1}^{m} r_{i j}=p_{i} R_{i}, \quad i=1, \ldots, n,
$$

we get

$$
\begin{align*}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i} R_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) \leqslant \sum_{i=1}^{n} p_{i} R_{i} f\left(\frac{q_{i}}{p_{i}}\right)-\sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right)  \tag{9.65}\\
& \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i} R_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})
\end{align*}
$$

which is equivalent to (9.63).
If in addition the matrix $\mathbf{R}$ is row stochastic, i.e. $R_{i}=\sum_{j=1}^{m} r_{i j}=1$ for all $i=1, \ldots, n$, then (9.65) becomes

$$
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) \leqslant \sum_{i=1}^{n} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)-\sum_{j=1}^{m}\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle f\left(\frac{\left\langle\mathbf{q}, \mathbf{r}_{j}\right\rangle}{\left\langle\mathbf{p}, \mathbf{r}_{j}\right\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})
$$

which is equivalent to (9.64).
Specially, for $m=1$, the previous results reduces to the next corollary.

Corollary 9.18 Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a convex function on $[0, \infty)$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in$ $(0, \infty)^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}$ and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in[0, \infty)^{n}$. Let us define

$$
\langle\mathbf{p}, \mathbf{r}\rangle=\sum_{i=1}^{n} p_{i} r_{i}>0, \quad\langle\mathbf{q}, \mathbf{r}\rangle=\sum_{i=1}^{n} q_{i} r_{i}
$$

Let $C_{f}(\mathbf{q}, \mathbf{p}), C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ and $S_{f}(\mathbf{q}, \mathbf{p})$ be define by (9.10), (9.11) and (9.61), respectively. Then

$$
\begin{align*}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})  \tag{9.66}\\
& \leqslant C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\langle\mathbf{p}, \mathbf{r}\rangle f\left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) .
\end{align*}
$$

If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, then

$$
\begin{align*}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})  \tag{9.67}\\
& \leqslant C_{f}(\mathbf{q}, \mathbf{p})-\sum_{i=1}^{n} p_{i} f\left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})
\end{align*}
$$

Remark 9.5 (i) Note that the Csizar-Korner inequality (9.12) is generalized and refined in (9.66) and (9.67). Further, the inequality (9.66) is equivalent to

$$
\begin{aligned}
\langle\mathbf{p}, \mathbf{r}\rangle f\left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})+\langle\mathbf{p}, \mathbf{r}\rangle f\left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) \\
& \leqslant C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \\
& \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})+\langle\mathbf{p}, \mathbf{r}\rangle f\left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)
\end{aligned}
$$

and the inequality (9.67) to

$$
\begin{aligned}
P_{n} f\left(\frac{Q_{n}}{P_{n}}\right) & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})+P_{n} f\left(\frac{Q_{n}}{P_{n}}\right) \\
& \leqslant C_{f}(\mathbf{q}, \mathbf{p}) \\
& \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p})+P_{n} f\left(\frac{Q_{n}}{P_{n}}\right),
\end{aligned}
$$

where $P_{n}=\sum_{i=1}^{n} p_{i}$ and $Q_{n}=\sum_{i=1}^{n} q_{i}$. Specially, if $f$ is normalized, i.e. $f(1)=0$ and $\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} q_{i}$, we get the lower and upper bounds for Csiszár $f$-divergence in the form

$$
\begin{equation*}
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) \leqslant C_{f}(\mathbf{q}, \mathbf{p}) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} S_{f}(\mathbf{q}, \mathbf{p}) \tag{9.68}
\end{equation*}
$$

(ii) Taking $\mathbf{p}=\mathbf{e}=(1,1, \ldots, 1)$, from (9.66) we obtain the bounds for Jensen's functional in the form

$$
\begin{align*}
0 & \leq \min _{1 \leqslant i \leqslant n}\left\{r_{i}\right\}\left[\sum_{i=1}^{n} f\left(q_{i}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} q_{i}\right)\right] \leqslant \sum_{i=1}^{n} r_{i} f\left(q_{i}\right)-R_{n} f\left(\frac{1}{R_{n}} \sum_{i=1}^{n} q_{i} r_{i}\right)  \tag{9.69}\\
& \leqslant \max _{1 \leqslant i \leqslant n}\left\{r_{i}\right\}\left[\sum_{i=1}^{n} f\left(q_{i}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} q_{i}\right)\right],
\end{align*}
$$

where $R_{n}=\sum_{i=1}^{n} r_{i}>0$.
(iii) Further, let us denote $Q_{n}=\sum_{i=1}^{n} q_{i}>0$. If we substitute $r_{i}$ with $\frac{q_{i}}{Q_{n}}$ and $q_{i}$ with $\frac{p_{i}}{q_{i}}$, then from (9.69) we get

$$
\begin{align*}
\min _{1 \leqslant i \leqslant n}\left\{q_{i}\right\}\left[\sum_{i=1}^{n} f\left(\frac{p_{i}}{q_{i}}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{p_{i}}{q_{i}}\right)\right] & \leqslant \sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)-Q_{n} R_{n} f\left(\frac{1}{R_{n} Q_{n}} \sum_{i=1}^{n} p_{i}\right)  \tag{9.70}\\
& \leqslant \max _{1 \leqslant i \leqslant n}\left\{q_{i}\right\}\left[\sum_{i=1}^{n} f\left(\frac{p_{i}}{q_{i}}\right)-n f\left(\frac{1}{n} \sum_{i=1}^{n} \frac{p_{i}}{q_{i}}\right)\right] .
\end{align*}
$$

### 9.9 Bounds for some entropies and divergences

Applying results from the previous section, we estimate some new bounds for some well known entropies. In the following results we use notation $\langle\cdot, \cdot\rangle$ for the standard inner product.

Theorem 9.7 Let $\mathbf{p}$ be positive probability distributions, $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in(0, \infty)^{n}$ and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in[0, \infty)^{n}$. Then

$$
\begin{align*}
& \sum_{i=1}^{n} r_{i} p_{i} \ln \frac{1}{q_{i}}+\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)-\max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p})  \tag{9.71}\\
& \leqslant H(\mathbf{p} ; \mathbf{r}) \\
& \leqslant \sum_{i=1}^{n} r_{i} p_{i} \ln \frac{1}{q_{i}}+\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)-\min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p}) \\
& \leqslant \sum_{i=1}^{n} r_{i} p_{i} \ln \frac{1}{q_{i}}+\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right),
\end{align*}
$$

where

$$
\tilde{S}(\mathbf{q}, \mathbf{p})=-\sum_{i=1}^{n} \ln \left(\frac{q_{i}}{p_{i}}\right)+n \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{p_{i}}\right) \geq 0 .
$$

If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$ and $\sum_{i=1}^{n} q_{i}=\lambda$, then

$$
\begin{align*}
\sum_{i=1}^{n} p_{i} \ln \frac{1}{q_{i}}+\ln \lambda-\max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p}) & \leqslant H(\mathbf{p})  \tag{9.72}\\
& \leqslant \sum_{i=1}^{n} p_{i} \ln \frac{1}{q_{i}}+\ln \lambda-\min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p}) \\
& \leqslant \sum_{i=1}^{n} p_{i} \ln \frac{1}{q_{i}}+\ln \lambda
\end{align*}
$$

Proof. Applying (9.66) to the convex function $f(t)=-\ln t$, we get

$$
\begin{align*}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p})  \tag{9.73}\\
& \leqslant \sum_{i=1}^{n} r_{i} p_{i} \ln \frac{1}{q_{i}}-H(\mathbf{p} ; \mathbf{r})+\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p}) .
\end{align*}
$$

where $\tilde{S}(\mathbf{q}, \mathbf{p})=-\sum_{i=1}^{n} \ln \left(\frac{q_{i}}{p_{i}}\right)+n \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{p_{i}}\right) \geq 0$, which is equivalent to (9.71).
Further, choosing $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$ and setting $\sum_{i=1}^{n} q_{i}=\lambda$, we have

$$
\langle\mathbf{p}, \mathbf{r}\rangle=\langle\mathbf{p}, \mathbf{e}\rangle=\sum_{i=1}^{n} p_{i}=1, \quad\langle\mathbf{q}, \mathbf{r}\rangle=\langle\mathbf{q}, \mathbf{e}\rangle=\sum_{i=1}^{n} q_{i}=\lambda
$$

i.e. (9.73) reduces to

$$
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p}) \leqslant \sum_{i=1}^{n} p_{i} \ln \frac{1}{q_{i}}-H(\mathbf{p})-\ln \lambda \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \tilde{S}(\mathbf{q}, \mathbf{p})
$$

which is equivalent to (9.72).

Corollary 9.19 Let $\mathbf{p}$ be a positive probability distributions and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in[0, \infty)^{n}$ with $R_{n}=\sum_{i=1}^{n} r_{i}$. Then

$$
\begin{align*}
\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{R_{n}}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)-\max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \tilde{S}(\mathbf{e}, \mathbf{p}) & \leqslant H(\mathbf{p} ; \mathbf{r})  \tag{9.74}\\
& \leqslant\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{R_{n}}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)-\min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \tilde{S}(\mathbf{e}, \mathbf{p}) \\
& \leqslant\langle\mathbf{p}, \mathbf{r}\rangle \ln \left(\frac{R_{n}}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)
\end{align*}
$$

where

$$
\tilde{S}(\mathbf{e}, \mathbf{p})=\sum_{i=1}^{n} \ln p_{i}-n \ln n \geq 0
$$

If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, then

$$
\begin{align*}
\ln n-\max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \tilde{S}(\mathbf{e}, \mathbf{p}) & \leqslant H(\mathbf{p})  \tag{9.75}\\
& \leqslant \ln n-\min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \tilde{S}(\mathbf{e}, \mathbf{p}) \\
& \leqslant \ln n,
\end{align*}
$$

Proof. Setting $\mathbf{q}=\mathbf{e}=(1, \ldots, 1)$, the inequality (9.71) reduces to (9.74). If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, then (9.74) becomes (9.75).

Theorem 9.8 Let $\mathbf{p}$ and $\mathbf{q}$ be two positive probability distributions and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in$ $[0, \infty)^{n}$. Then

$$
\begin{align*}
\langle\mathbf{q}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) & \leqslant\langle\mathbf{q}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)+\min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \bar{S}(\mathbf{q}, \mathbf{p})  \tag{9.76}\\
& \leqslant D(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \\
& \leqslant\langle\mathbf{q}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right)+\max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \bar{S}(\mathbf{q}, \mathbf{p}),
\end{align*}
$$

where

$$
\bar{S}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} \frac{q_{i}}{p_{i}} \ln \left(\frac{q_{i}}{p_{i}}\right)-\sum_{i=1}^{n} \frac{q_{i}}{p_{i}} \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{p_{i}}\right) \geq 0 .
$$

If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, then

$$
\begin{equation*}
0 \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \bar{S}(\mathbf{q}, \mathbf{p}) \leqslant D(\mathbf{q}, \mathbf{p}) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i}\right\} \bar{S}(\mathbf{q}, \mathbf{p}) . \tag{9.77}
\end{equation*}
$$

Proof. Applying (9.66) to the convex function $f(t)=t \ln t, t>0$, we get

$$
\begin{aligned}
0 & \leqslant \min _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \bar{S}(\mathbf{q}, \mathbf{p}) \\
& \leqslant D(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\langle\mathbf{q}, \mathbf{r}\rangle \ln \left(\frac{\langle\mathbf{q}, \mathbf{r}\rangle}{\langle\mathbf{p}, \mathbf{r}\rangle}\right) \leqslant \max _{1 \leqslant i \leqslant n}\left\{p_{i} r_{i}\right\} \bar{S}(\mathbf{q}, \mathbf{p})
\end{aligned}
$$

where $\bar{S}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} \frac{q_{i}}{p_{i}} \ln \left(\frac{q_{i}}{p_{i}}\right)-\sum_{i=1}^{n} \frac{q_{i}}{p_{i}} \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{p_{i}}\right) \geq 0$, which is equivalent to (9.76).
Further, choosing $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$ we have

$$
\langle\mathbf{p}, \mathbf{r}\rangle=\langle\mathbf{p}, \mathbf{e}\rangle=\sum_{i=1}^{n} p_{i}=1, \quad\langle\mathbf{q}, \mathbf{r}\rangle=\langle\mathbf{q}, \mathbf{e}\rangle=\sum_{i=1}^{n} q_{i}=1,
$$

i.e. (9.76) reduces to (9.77).

### 9.10 Bounds for the Zipf-Mandelbrot entropy

Using the Zipf-Mandelbrot law we derive some results that include the Zipf-Mandelbrot entropies.

Theorem 9.9 Let $n \in \mathbb{N}, q \geq 0, s>0, \mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in[0, \infty)^{n}$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in$ $(0, \infty)^{n}$. Let $H_{n, q, s}, Z(H, q, s), H_{n, q, s, \mathbf{r}}$ and $Z(H, q, s, \mathbf{r})$ be defined by (9.17)-(9.19), respectively. Then

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \frac{1}{q_{i}}+\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \left(\frac{\sum_{i=1}^{n} r_{i} q_{i}}{\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, r}}}\right)  \tag{9.78}\\
& -\max _{1 \leqslant i \leqslant n}\left\{\frac{r_{i}}{(i+q)^{s} H_{n, p, s, \mathbf{r}}}\right\} \bar{S}(n, q, s, \mathbf{q}, \mathbf{r}) \\
& \leqslant Z(H, q, s, \mathbf{r}) \\
& \leqslant \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \frac{1}{q_{i}}+\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \left(\frac{\sum_{i=1}^{n} r_{i} q_{i}}{\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}}\right) \\
& -\min _{1 \leqslant i \leqslant n}\left\{\frac{r_{i}}{(i+q)^{s} H_{n, p, s, s, \mathbf{r}}}\right\} \bar{S}(n, q, s, \mathbf{q}, \mathbf{r}) \\
& \leqslant \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, q, s, \mathbf{r}}} \ln \frac{1}{q_{i}}+\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, q, s, \mathbf{r}}} \ln \left(\frac{\sum_{i=1}^{n} r_{i} q_{i}}{\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}}\right)
\end{align*}
$$

where

$$
\bar{S}(n, q, s, \mathbf{q}, \mathbf{r})=n \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}\right)-\sum_{i=1}^{n} \ln \left(\frac{q_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}\right) \geq 0
$$

If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$ and $\sum_{i=1}^{n} q_{i}=\lambda$, then

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, p, s}} \ln \frac{1}{q_{i}}+\ln \lambda-\max _{1 \leqslant i \leqslant n}\left\{\frac{1}{(i+q)^{s} H_{n, p, s}}\right\} \bar{S}(n, q, s, \mathbf{q})  \tag{9.79}\\
& \leqslant Z(H, q, s) \\
& \leqslant \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, p, s}} \ln \frac{1}{q_{i}}+\ln \lambda-\min _{1 \leqslant i \leqslant n}\left\{\frac{1}{(i+q)^{s} H_{n, p, s}}\right\} \bar{S}(n, q, s, \mathbf{q})
\end{align*}
$$

$$
\leqslant \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, p, s}} \ln \frac{1}{q_{i}}+\ln \lambda,
$$

where

$$
\bar{S}(n, q, s, \mathbf{q})=n \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{q_{i}}{(i+q)^{s} H_{n, q, s}}\right)-\sum_{i=1}^{n} \ln \left(\frac{q_{i}}{(i+q)^{s} H_{n, q, s}}\right) \geq 0
$$

Proof. Since $H_{n, q, s, \mathbf{r}}=\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s}}$, it is obvious that

$$
\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}=1
$$

If we substitute $p_{i}$ with $\frac{1}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}, i=1,2, \ldots, n$, then

$$
H(\mathbf{p} ; \mathbf{r})=-\sum_{i=1}^{n} r_{i} p_{i} \ln p_{i}
$$

becomes

$$
\begin{aligned}
& -\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \frac{1}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \\
& =\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln (i+q)^{s} H_{n, q, s, \mathbf{r}} \\
& =\sum_{i=1}^{n} \frac{r_{i} \ln (i+q)^{s}+r_{i} \ln H_{n, q, s, \mathbf{r}}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}=\sum_{i=1}^{n} \frac{r_{i} \ln (i+q)^{s}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}+\sum_{i=1}^{n} \frac{r_{i} \ln H_{n, q, s, \mathbf{r}}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \\
& =\frac{s}{H_{n, q, s, \mathbf{r}}} \sum_{i=1}^{n} \frac{r_{i} \ln (i+q)}{(i+q)^{s}}+\frac{\ln H_{n, q, s, \mathbf{r}}}{H_{n, q, s, \mathbf{r}}} \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s}}=\frac{s}{H_{n, q, s, \mathbf{r}}} \sum_{i=1}^{n} \frac{r_{i} \ln (i+q)}{(i+q)^{s}}+\ln H_{n, q, s, \mathbf{r}} \\
& =Z(H, q, s, \mathbf{r}) .
\end{aligned}
$$

Now applying (9.71) we get required result.
Specially, if we choose $\mathbf{q}=\mathbf{e}=(1, \ldots, 1)$, then (9.78) reduces to (9.79).

Corollary 9.20 Let $n \in \mathbb{N}, q \geq 0, s>0$ and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in[0, \infty)^{n}$ with $R_{n}=\sum_{i=1}^{n} r_{i}$. Let $H_{n, q, s}, Z(H, q, s), H_{n, q, s, \mathbf{r}}$ and $Z(H, q, s, \mathbf{r})$ be defined by (9.17)-(9.19), respectively. Then

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \left(\frac{R_{n}}{\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}}\right)-\max _{1 \leqslant i \leqslant n}\left\{\frac{r_{i}}{(i+q)^{s} H_{n, p, s, \mathbf{r}}}\right\} \bar{S}(n, q, s, \mathbf{r})  \tag{9.80}\\
& \leqslant Z(H, q, s, \mathbf{r})
\end{align*}
$$

$$
\begin{aligned}
& \leqslant \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \left(\frac{R_{n}}{\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, r}}}\right)-\min _{1 \leqslant i \leqslant n}\left\{\frac{r_{i}}{(i+q)^{s} H_{n, p, s, \mathbf{r}}}\right\} \bar{S}(n, q, s, \mathbf{r}) \\
& \leqslant \sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, \mathbf{r}}} \ln \left(\frac{R_{n}}{\sum_{i=1}^{n} \frac{r_{i}}{(i+q)^{s} H_{n, q, s, r}}}\right)
\end{aligned}
$$

where

$$
\bar{S}(n, q, s, \mathbf{r})=n \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}\right)-\sum_{i=1}^{n} \ln \left(\frac{1}{(i+q)^{s} H_{n, q, s, \mathbf{r}}}\right) \geq 0
$$

If in addition $\mathbf{r}=\mathbf{e}=(1, \ldots, 1)$, then

$$
\begin{align*}
\ln n-\max _{1 \leqslant i \leqslant n}\left\{\frac{1}{(i+q)^{s} H_{n, p, s}}\right\} \bar{S}(n, q, s) & \leqslant Z(H, q, s)  \tag{9.81}\\
& \leqslant \ln n-\min _{1 \leqslant i \leqslant n}\left\{\frac{1}{(i+q)^{s} H_{n, p, s}}\right\} \bar{S}(n, q, s) \leqslant \ln n
\end{align*}
$$

where

$$
\bar{S}(n, q, s)=n \ln \left(\frac{1}{n} \sum_{i=1}^{n} \frac{1}{(i+q)^{s} H_{n, q, s}}\right)-\sum_{i=1}^{n} \ln \left(\frac{1}{(i+q)^{s} H_{n, q, s}}\right) \geq 0
$$

Proof. Taking $\mathbf{q}=\mathbf{e}=(1, \ldots, 1)$ in (9.78) we get (9.80). Specially, if we choose $\mathbf{r}=\mathbf{e}=$ $(1, \ldots, 1)$, then ( 9.80 ) reduces to (9.81).ds.
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## Chapter <br> 10

# Jensen-type inequalities for generalized $f$-divergences and Zipf-Mandelbrot law 

Đilda Pečarić, Josip Pečarić, Dora Pokaz and Mirna Rodić


#### Abstract

Here we present different inequalities of Jensen-type for generalized $f$-divergences such as generalized Csiszár $f$-divergence, generalized KullbachLeibler, Hellinger, Rényi and $\chi^{2}$ divergence, as well as for the generalized Shannon entropy. The applications on the Zipf-Mandelbrot law, which is one specific kind of probability distributions, are also presented.


### 10.1 Introduction

For a function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ and two positive probability distributions $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{+}^{n}$, $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$, I. Csiszár in [6] introduced the $f$-divergence functional by

$$
\begin{equation*}
C_{f}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) . \tag{10.1}
\end{equation*}
$$

I. Csiszár studied (10.1) under assumption that function $f$ is convex. Independently, Morimoto [18] and Ali and Silvey [1] also introduced and studied these divergences. Still,
(10.1) is widely known as Csiszár $f$-divergence. These divergences are well known in probability theory, in information theory, in statistical physics, economics, biology, etc. In probability theory, an $f$-divergence is a function $\operatorname{Df}(P \| Q)$ that measures the difference between two probability distributions $P$ and $Q$. Intuitively, the divergence is an average, weighted by the function $f$, of the odds ratio given by $P$ and $Q$. There are lots of articles on that subject, both recent and older such as [4], [5], [10], [11], [12], [15] and [16].

In one part of our work, we are following the idea of Y. J. Cho, M. Matić, and J. Pečarić [3], but in discrete case and additionally generalized. In that way we get Jensen's type inequalities for Lipschitzian functions in terms of generalized Csiszár's functional (see [19]). We recall that a real-valued function $f: \mathbb{R} \rightarrow \mathbb{R}$ is called Lipschitz continuous if there exists a positive real constant $L$ such that, for all $x_{1}, x_{2} \in \mathbb{R}$

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right| \leq L\left|x_{1}-x_{2}\right|
$$

holds. Shortly, we call those functions $L$-Lipschitzian or just Lipschitzian. We also go through some of the most frequent types of $f$-divergences. Namely, we state Jensen's type inequality for Lipschitzian functions involving the Kullbach-Leibler divergence, the Hellinger divergence, the Rényi divergence and $\chi^{2}$-divergence, all generalized.

As the Jensen inequality is important in obtaining inequalities for divergences between probability distributions, there are many papers dealing with inequalities for divergences and entropies (see for example [11], [17] or [20]). By means of one Jensen-type inequality which is characterized via several different Green functions, we will here also derive some new inequalities for divergences (see [21]).

At the end of our results, we will also give the applications on the Zipf-Mandelbrot law, as one specific kind of probability distributions. The results given here are presented in [19] and [21].

### 10.2 Preliminary results

The discrete Jensen inequality states that

$$
\begin{equation*}
\varphi\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} x_{i}\right) \leq \frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \varphi\left(x_{i}\right) \tag{10.2}
\end{equation*}
$$

holds for a convex function $\varphi: I \rightarrow \mathbf{R}, I \subseteq \mathbf{R}$, an n-tuple $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)(n \geq 2)$ and nonnegative n-tuple $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)$, such that $U_{n}=\sum_{i=1}^{n} u_{i}>0$. In order to simplify the notation here we shall use the common notation: $U_{n}=\sum_{i=1}^{n} u_{i}$ and $\bar{x}=\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} x_{i}$.

In [22] and [23] we have the generalization of that result. Namely, there is also allowed that $u_{i}$ are negative with their sum different from 0 , but we have a supplementary demand on $u_{i}, x_{i}$ using the Green functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R},(k=0,1,2,3,4)$ defined by

$$
G_{0}(t, s)= \begin{cases}\frac{(t-\beta)(s-\alpha)}{\beta-\alpha} & \text { for } \alpha \leq s \leq t,  \tag{10.3}\\ \frac{(-\beta)(t-\alpha)}{\beta-\alpha} & \text { for } t \leq s \leq \beta\end{cases}
$$

$$
\begin{align*}
& G_{1}(t, s)= \begin{cases}\alpha-s, & \text { for } \alpha \leq s \leq t, \\
\alpha-t, & \text { for } t \leq s \leq \beta\end{cases}  \tag{10.4}\\
& G_{2}(t, s)= \begin{cases}t-\beta, & \text { for } \alpha \leq s \leq t \\
s-\beta, & \text { for } t \leq s \leq \beta\end{cases}  \tag{10.5}\\
& G_{3}(t, s)= \begin{cases}t-\alpha, & \text { for } \alpha \leq s \leq t \\
s-\alpha, & \text { for } t \leq s \leq \beta\end{cases}  \tag{10.6}\\
& G_{4}(t, s)= \begin{cases}\beta-s, & \text { for } \alpha \leq s \leq t \\
\beta-t, & \text { for } t \leq s \leq \beta .\end{cases} \tag{10.7}
\end{align*}
$$

The following result holds true:
Theorem 10.1 Let $x_{i} \in[a, b] \subseteq[\alpha, \beta], u_{i} \in \mathbb{R}(i=1, \ldots, n)$, be such that $U_{n} \neq 0$ and $\bar{x} \in[\alpha, \beta]$, and let $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}, \varphi \in C^{2}([\alpha, \beta])$. Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}$ ( $k=0,1,2,3,4$ ) be as defined in (10.3)-(10.7). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$. Then

$$
\begin{equation*}
\left|\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \varphi\left(x_{i}\right)-\varphi(\bar{x})\right| \leq Q \cdot\left\|\varphi^{\prime \prime}\right\|_{p} \tag{10.8}
\end{equation*}
$$

holds, where

$$
Q= \begin{cases}{\left[\int_{\alpha}^{\beta}\left|\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} G_{k}\left(x_{i}, s\right)-G_{k}(\bar{x}, s)\right|^{q} d s\right]^{\frac{1}{q}}} & \text { for } q \neq \infty ;  \tag{10.9}\\ \sup _{s \in[\alpha, \beta]}\left\{\left|\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} G_{k}\left(x_{i}, s\right)-G_{k}(\bar{x}, s)\right|\right\} & \text { for } q=\infty\end{cases}
$$

Proof. Using the functions $G_{k}(k=0,1,2,3,4)$, every function $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}, \varphi \in$ $C^{2}([\alpha, \beta])$, can be represented as

$$
\begin{array}{r}
\varphi(x)=\frac{\beta-x}{\beta-\alpha} \varphi(\alpha)+\frac{x-\alpha}{\beta-\alpha} \varphi(\beta)+\int_{\alpha}^{\beta} G_{0}(x, s) \varphi^{\prime \prime}(s) d s \\
\varphi(x)=\varphi(\alpha)+(x-\alpha) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{1}(x, s) \varphi^{\prime \prime}(s) d s, \\
\varphi(x)=\varphi(\beta)+(x-\beta) \varphi^{\prime}(\alpha)+\int_{\alpha}^{\beta} G_{2}(x, s) \varphi^{\prime \prime}(s) d s, \\
\varphi(x)=\varphi(\beta)-(\beta-\alpha) \varphi^{\prime}(\beta)+(x-\alpha) \varphi^{\prime}(\alpha)+\int_{\alpha}^{\beta} G_{3}(x, s) \varphi^{\prime \prime}(s) d s, \\
\varphi(x)=\varphi(\alpha)+(\beta-\alpha) \varphi^{\prime}(\alpha)-(\beta-x) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{4}(x, s) \varphi^{\prime \prime}(s) d s, \tag{10.14}
\end{array}
$$

which can be easily shown by integrating by parts. It is also easy to show by some calculation that for every such function $\varphi$ and for any $k \in\{0,1,2,3,4\}$ it holds:

$$
\begin{equation*}
\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \varphi\left(x_{i}\right)-\varphi(\bar{x})=\int_{\alpha}^{\beta}\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} G_{k}\left(x_{i}, s\right)-G_{k}(\bar{x}, s)\right) \varphi^{\prime \prime}(s) d s . \tag{10.15}
\end{equation*}
$$

Using the triangle inequality for integrals and then applying the Hölder inequality, we get the following:

$$
\begin{aligned}
& \left|\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} \varphi\left(x_{i}\right)-\varphi(\bar{x})\right|=\left|\int_{\alpha}^{\beta}\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} G_{k}\left(x_{i}, s\right)-G_{k}(\bar{x}, s)\right) \varphi^{\prime \prime}(s) d s\right| \\
& \quad \leq \int_{\alpha}^{\beta}\left|\left(\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} G_{k}\left(x_{i}, s\right)-G_{k}(\bar{x}, s)\right) \varphi^{\prime \prime}(s)\right| d s \\
& \quad \leq\left(\int_{\alpha}^{\beta}\left|\frac{1}{U_{n}} \sum_{i=1}^{n} u_{i} G_{k}\left(x_{i}, s\right)-G_{k}(\bar{x}, s)\right|^{q} d s\right)^{\frac{1}{q}} \cdot\left(\int_{\alpha}^{\beta}\left|\varphi^{\prime \prime}(s)\right|^{p} d s\right)^{\frac{1}{p}}
\end{aligned}
$$

and we get the result given in our theorem.

### 10.3 Jensen's type inequalities for the generalized Csiszár $f$-divergence

The definition of the Csiszár $f$-divergence functional given in (10.1) can be further generalized using weights. For a function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ and $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}$, we define the generalized Csiszár $f$-divergence by

$$
\begin{equation*}
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) . \tag{10.16}
\end{equation*}
$$

In order to simplify our results, we introduce the following notations

$$
\begin{gather*}
P_{r}=\sum_{i=1}^{n} r_{i} p_{i}  \tag{10.17}\\
\bar{Q}_{r}=\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} q_{i} \tag{10.18}
\end{gather*}
$$

Our first result of this section is the following Jensen's type inequality for Lipschitzian function based on the idea of Y. J. Cho et al. [3].

Theorem 10.2 Suppose $p_{i}, q_{i}, r_{i}(i \in \mathbb{N})$ are positive real numbers. If $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is an L-Lipschitzian function, then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} C_{f}(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})-f\left(\bar{Q}_{r}\right)\right| \leq \frac{L}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right| \tag{10.19}
\end{equation*}
$$

holds, where $C_{f}(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r}), P_{r}$ and $\bar{Q}_{r}$ are defined by (10.16), (10.17) and (10.18) respectively.
Proof. The inequality (10.19) follows by elementary techniques

$$
\begin{aligned}
& \left|\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)-f\left(\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} q_{i}\right)\right|=\frac{1}{P_{r}}\left|\sum_{i=1}^{n} r_{i} p_{i}\left[f\left(\frac{q_{i}}{p_{i}}\right)-f\left(\bar{Q}_{r}\right)\right]\right| \\
& \leq \frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left|f\left(\frac{q_{i}}{p_{i}}\right)-f\left(\bar{Q}_{r}\right)\right| \leq \frac{L}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right|
\end{aligned}
$$

The following inequality for bounded sequence $\left(q_{1}, \ldots, q_{n}\right)$ is also based on [3] .
Theorem 10.3 Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be an L-Lipschitzian function, let $p_{i}, r_{i}(i \in \mathbb{N})$ be positive real numbers such that $C_{f}, P_{r}$ and $\bar{Q}_{r}$ are defined by (10.16), (10.17) and (10.18). If there exist $m, M \in \mathbb{R}$ such that $m p_{i} \leq q_{i} \leq M p_{i}(i \in \mathbb{N})$, then

$$
\begin{align*}
& \left|\frac{M-\bar{Q}_{r}}{M-m} f(m)+\frac{\bar{Q}_{r}-m}{M-m} f(M)-\frac{1}{P_{r}} C_{f}(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})\right| \\
& \leq \frac{2 L}{P_{r}(M-m)} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{q_{i}}{p_{i}}\right)\left(\frac{q_{i}}{p_{i}}-m\right) . \tag{10.20}
\end{align*}
$$

holds.
Proof. Starting from the left-hand side of (10.20), we get

$$
\begin{aligned}
& \left|\frac{M-\bar{Q}_{r}}{M-m} f(m)+\frac{\bar{Q}_{r}-m}{M-m} f(M)-\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)\right| \\
& =\frac{1}{P_{r}}\left|\sum_{i=1}^{n} r_{i} p_{i}\left[\frac{M-\frac{q_{i}}{p_{i}}}{M-m} f(m)+\frac{\frac{q_{i}}{p_{i}}-m}{M-m} f(M)-f\left(\frac{q_{i}}{p_{i}}\right)\right]\right| \\
& \leq \frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{M-\frac{q_{i}}{p_{i}}}{M-m} f(m)+\frac{\frac{q_{i}}{p_{i}}-m}{M-m} f(M)-f\left(\frac{q_{i}}{p_{i}}\right)\right| \\
& \quad=\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{M-\frac{q_{i}}{p_{i}}}{M-m}\left(f(m)-f\left(\frac{q_{i}}{p_{i}}\right)\right)+\frac{\frac{q_{i}}{p_{i}}-m}{M-m}\left(f(M)-f\left(\frac{q_{i}}{p_{i}}\right)\right)\right| \\
& \leq \frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left[\frac{M-\frac{q_{i}}{p_{i}}}{M-m}\left|f(m)-f\left(\frac{q_{i}}{p_{i}}\right)\right|+\frac{\frac{q_{i}}{p_{i}}-m}{M-m}\left|f(M)-f\left(\frac{q_{i}}{p_{i}}\right)\right|\right]
\end{aligned}
$$

$$
\leq \frac{2 L}{P_{r}(M-m)} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{q_{i}}{p_{i}}\right)\left(\frac{q_{i}}{p_{i}}-m\right)
$$

using the properties of the absolute value function.
For the following result, we apply Theorem 10.1 on $C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$.
Theorem 10.4 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}$ be such that

$$
\frac{q_{i}}{p_{i}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, n ; \text { and that } \bar{Q}_{r} \in[\alpha, \beta] \text {, }
$$

where $\bar{Q}_{r}$ is as defined in (10.18). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.
(a) If $f:[\alpha, \beta] \rightarrow \mathbb{R}, f \in C^{2}([\alpha, \beta])$, then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-f\left(\bar{Q}_{r}\right)\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p} \tag{10.21}
\end{equation*}
$$

holds, where $P_{r}$ and $C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ are as defined in (10.17) and (10.16) respectively, and

$$
Q=\left\{\begin{array}{l}
{\left[\int_{\alpha}^{\beta}\left|\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} G_{k}\left(\frac{q_{i}}{p_{i}}, s\right)-G_{k}\left(\bar{Q}_{r}, s\right)\right|^{q} d s\right]^{\frac{1}{q}}, \text { for } q \neq \infty ;}  \tag{10.22}\\
\sup _{s \in[\alpha, \beta]}\left\{\left|\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} G_{k}\left(\frac{q_{i}}{p_{i}}, s\right)-G_{k}\left(\bar{Q}_{r}, s\right)\right|\right\}, \text { for } q=\infty .
\end{array}\right.
$$

(b) If id $\cdot f:[\alpha, \beta] \rightarrow \mathbb{R}$, id $\cdot f \in C^{2}([\alpha, \beta])$, then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} C_{i d \cdot f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\bar{Q}_{r} \cdot f\left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right)\right| \leq Q \cdot\left\|(i d \cdot f)^{\prime \prime}\right\|_{p} \tag{10.23}
\end{equation*}
$$

holds, where id is the identity function, $C_{i d \cdot f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} q_{i} f\left(\frac{q_{i}}{p_{i}}\right)$ and $Q$ is as defined in (10.22).

Proof.
(a) The result follows directly from Theorem 10.1 by substitution $\varphi:=f$,

$$
u_{i}:=\frac{r_{i} p_{i}}{\sum_{i=1}^{n} r_{i} p_{i}}, \quad x_{i}:=\frac{q_{i}}{p_{i}}, \quad i=1, \ldots, n
$$

(b) The result follows from (a) by substitution $f:=i d \cdot f$.

### 10.4 Inequalities for different types of generalized $f$-divergences

Now, we will consider some of the most important examples of $f$-divergences.
The Kullback-Leibler divergence (see [13], [14]) for $\mathbf{p}, \mathbf{q} \in \mathbb{R}_{+}^{n}$ is defined by

$$
K L(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} q_{i} \log \left(\frac{q_{i}}{p_{i}}\right) .
$$

It is easy to see that the Kullback-Leibler divergence is in fact the Csiszár $f$-divergence, where $f(t)=t \log t, t>0$. We can generalize this $f$-divergence, and we define the generalized Kullback-Leibler divergence by

$$
\begin{equation*}
K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} q_{i} \log \frac{q_{i}}{p_{i}}, \tag{10.24}
\end{equation*}
$$

where $\mathbf{r} \in \mathbb{R}_{+}^{n}$.
Proposition 10.1 Let $\mathbf{p}, \boldsymbol{q}, \boldsymbol{r} \in \mathbb{R}_{+}^{n}, P_{r}, \bar{Q}_{r}$ and $K L(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})$ are defined by (10.17), (10.18) and (10.24). If there exist $m, M \in \mathbb{R}_{+}$such that $m p_{i} \leq q_{i} \leq M p_{i}, i \in \mathbb{N}$, then inequalities

$$
\begin{align*}
& \left|K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\sum_{i=n}^{n} r_{i} q_{i} \log \frac{\sum_{i=n}^{n} r_{i} q_{i}}{P_{r}}\right| \\
& \leq \max \{|\log m+1|,|\log M+1|\} \sum_{i=n}^{n} r_{i} p_{i}\left|\frac{q_{i}}{p_{i}}-\overline{Q_{r}}\right| \tag{10.25}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\frac{M-\bar{Q}_{r}}{M-m} m \log m+\frac{\bar{Q}_{r}-m}{M-m} M \log M-\frac{1}{P_{r}} K L(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})\right|  \tag{10.26}\\
& \quad \leq \max \{|\log m+1|,|\log M+1|\} \frac{2}{P_{r}(M-m)} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{q_{i}}{p_{i}}\right)\left(\frac{q_{i}}{p_{i}}-m\right)
\end{align*}
$$

hold.
Proof. The inequalities (10.25) and (10.26) are derived from (10.19) and (10.20) for $f(t)=$ $t \log t, t>0$. In this case $C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} \frac{q_{i}}{p_{i}} \log \frac{q_{i}}{p_{i}}=K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ and $L=\sup _{t \in[m, M]} \log t+$ $1 \mid$, since $f^{\prime}(t)=\log t+1$ is bounded on $[m, M]$.

Proposition 10.2 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}$ be such that

$$
\frac{q_{i}}{p_{i}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, n ; \text { and that } \bar{Q}_{r} \in[\alpha, \beta] \text {, }
$$

where $\bar{Q}_{r}$ is as defined in (10.18). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\bar{Q}_{r} \cdot \log \left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right)\right| \leq Q \cdot\left\|(i d \cdot \log )^{\prime \prime}\right\|_{p} \tag{10.27}
\end{equation*}
$$

holds, where $P_{r}$ is as defined in (10.17), id is the identity function and $Q$ is as defined in (10.22).

Proof. The result follows from Theorem 10.4 (b) by substitution $f:=\log$ (i.e. from Theorem 10.4 (a) by substitution $f(t):=t \log t, t>0$ ).

For $\mathbf{p}, \mathbf{q} \in \mathbb{R}_{+}^{n}$, the Hellinger divergence (as given in [9])

$$
H e(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n}\left(\sqrt{q_{i}}-\sqrt{p_{i}}\right)^{2},
$$

is the Csiszár $f$-divergence for $f(t)=(1-\sqrt{t})^{2}, t>0$. As before, we also generalize this divergence for $\mathbf{r} \in \mathbb{R}_{+}^{n}$ with

$$
\begin{equation*}
H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i}\left(\sqrt{q_{i}}-\sqrt{p_{i}}\right)^{2} . \tag{10.28}
\end{equation*}
$$

We have the following estimations.
Proposition 10.3 Let $\mathbf{p}, \boldsymbol{q}, \boldsymbol{r} \in \mathbb{R}_{+}^{n}, P_{r}, \bar{Q}_{r}$ and $\mathrm{He}(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})$ be defined by (10.17), (10.18) and (10.28). If there exist $m, M \in \mathbb{R}_{+}$such that $m p_{i} \leq q_{i} \leq M p_{i}, i \in \mathbb{N}$, then inequalities

$$
\begin{align*}
& \left|H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(\sqrt{P_{r}}-\sqrt{\sum_{i=n}^{n} r_{i} q_{i}}\right)^{2}\right| \\
& \leq \max \left\{\frac{|m-\sqrt{m}|}{m}, \frac{|M-\sqrt{M}|}{M}\right\} \sum_{i=n}^{n} r_{i} p_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right| \tag{10.29}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\frac{M-\bar{Q}_{r}}{M-m}(1-\sqrt{m})^{2}+\frac{\bar{Q}_{r}-m}{M-m}(1-\sqrt{M})^{2}-\frac{1}{P_{r}} H e(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})\right|  \tag{10.30}\\
& \quad \leq \frac{2}{P_{r}(M-m)} \max \left\{\frac{|m-\sqrt{m}|}{m}, \frac{|M-\sqrt{M}|}{M}\right\} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{q_{i}}{p_{i}}\right)\left(\frac{q_{i}}{p_{i}}-m\right)
\end{align*}
$$

hold.
Proof. For $f(t)=(1-\sqrt{t})^{2}, t>0$, we have

$$
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i}\left(1-\sqrt{\frac{q_{i}}{p_{i}}}\right)^{2}=\sum_{i=1}^{n} r_{i}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2}=H e(\mathbf{q}, \mathbf{p} ; \mathbf{r}),
$$

and

$$
\begin{aligned}
L & =\sup _{t \in[m, M]}\left|1-\frac{1}{\sqrt{t}}\right|=\max \left\{\left|1-\frac{1}{\sqrt{m}}\right|,\left|1-\frac{1}{\sqrt{M}}\right|\right\} \\
& =\max \left\{\frac{|m-\sqrt{m}|}{m}, \frac{|M-\sqrt{M}|}{M}\right\} .
\end{aligned}
$$

So, inequalities (10.29) and (10.30) follow from (10.19) and (10.20).
Proposition 10.4 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}$ be such that

$$
\frac{q_{i}}{p_{i}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, n ; \text { and that } \bar{Q}_{r} \in[\alpha, \beta] \text {, }
$$

where $\bar{Q}_{r}$ is as defined in (10.18). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(1-\sqrt{\bar{Q}_{r}}\right)^{2}\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p} \tag{10.31}
\end{equation*}
$$

holds, where $P_{r}$ is as defined in (10.17), $f(t)=(1-\sqrt{t})^{2}, t>0$, and $Q$ is as defined in (10.22).

Proof. The result follows from Theorem 10.4 (a) by substitution $f(t)=(1-\sqrt{t})^{2}, t>0$.

The $\gamma$-order entropy known as the Rényi divergence ([24]) is defined by

$$
\begin{equation*}
\operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} p_{i}^{1-\gamma} q_{i}^{\gamma}, \text { for } \mathbf{p}, \mathbf{q} \in \mathbb{R}_{+}^{n}, \gamma \in\langle 1,+\infty\rangle \tag{10.32}
\end{equation*}
$$

We generalize (10.32) by

$$
\begin{equation*}
\operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i}^{1-\gamma} q_{i}^{\gamma}, r \in \mathbb{R}_{+}^{n} . \tag{10.33}
\end{equation*}
$$

For this generalized entropy we have the following results.
Proposition 10.5 Let $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}, P_{r}, \bar{Q}_{r}$ and $\operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ be defined by (10.17), (10.18) and (10.33). If there exist $m, M \in \mathbb{R}_{+}$such that $m p_{i} \leq q_{i} \leq M p_{i}, i \in \mathbb{N}$, then inequalities

$$
\begin{equation*}
\left|\operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-P_{r}^{1-\gamma}\left(\sum_{i=1}^{n} r_{i} q_{i}\right)^{\gamma}\right| \leq \gamma M^{\gamma-1} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right| \tag{10.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{M-\bar{Q}_{r}}{M-m} m^{\gamma}+\frac{\bar{Q}_{r}-m}{M-m} M^{\gamma}-\frac{1}{P_{r}} R e_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})\right| \tag{10.35}
\end{equation*}
$$

$$
\leq \frac{2 \gamma M^{\gamma-1}}{P_{r}(M-m)} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{q_{i}}{p_{i}}\right)\left(\frac{q_{i}}{p_{i}}-m\right)
$$

hold.
Proof. For $f(t)=t^{\gamma}, t>0, \gamma>1$, we have

$$
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i}\left(\frac{q_{i}}{p_{i}}\right)^{\gamma}=\sum_{i=1}^{n} r_{i} p_{i}^{1-\gamma} q_{i}^{\gamma}=\operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r}),
$$

and

$$
L=\sup _{t \in[m, M]}\left|\gamma t^{\gamma-1}\right|=\gamma \sup _{t \in[m, M]}\left|t^{\gamma-1}\right|=\gamma M^{\gamma-1},
$$

so we obtain (10.34) and (10.35) from (10.19) and (10.20).
Proposition 10.6 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}$ be such that

$$
\frac{q_{i}}{p_{i}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, n ; \text { and that } \bar{Q}_{r} \in[\alpha, \beta] \text {, }
$$

where $\bar{Q}_{r}$ is as defined in (10.18). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} R e_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\bar{Q}_{r}^{\gamma}\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p} \tag{10.36}
\end{equation*}
$$

holds, where $P_{r}$ is as defined in (10.17), $f(t)=t^{\gamma}(t>0, \gamma>1)$, and $Q$ is as defined in (10.22).

Proof. The result follows from Theorem 10.4 (a) for $f(t)=t^{\gamma}(t>0, \gamma>1)$.
Our next interesting result concerns with the $\chi^{2}$-divergence defined by

$$
D_{\chi^{2}}(\mathbf{q}, \mathbf{p})=\sum_{i=1}^{n} \frac{\left(q_{i}-p_{i}\right)^{2}}{p_{i}}, \text { for } \mathbf{p}, \mathbf{q} \in \mathbb{R}_{+}^{n} .
$$

For the generalized $\chi^{2}$-divergence

$$
\begin{equation*}
D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} \frac{\left(q_{i}-p_{i}\right)^{2}}{p_{i}}, \mathbf{r} \in \mathbb{R}_{+}^{n} \tag{10.37}
\end{equation*}
$$

we have the following results.
Proposition 10.7 Let $\mathbf{p}, \boldsymbol{q}, \boldsymbol{r} \in \mathbb{R}_{+}^{n}, P_{r}, \bar{Q}_{r}$ and $D_{\chi^{2}}(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})$ be defined by (10.17), (10.18) and (10.37). If there exist $m, M \in \mathbb{R}$ such that $m p_{i} \leq q_{i} \leq M p_{i}, i \in \mathbb{N}$, then inequalities

$$
\begin{equation*}
\left|D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\frac{1}{P_{r}}\left(\sum_{i=1}^{n} r_{i} q_{i}-P_{r}\right)^{2}\right| \leq 2 \max \{|m-1|,|M-1|\} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right| \tag{10.38}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\frac{M-\bar{Q}_{r}}{M-m}(m-1)^{2}+\frac{\bar{Q}_{r}-m}{M-m}(M-1)^{2}-\frac{1}{P_{r}} D_{\chi^{2}}(\boldsymbol{q}, \mathbf{p} ; \boldsymbol{r})\right|  \tag{10.39}\\
& \quad \leq \frac{4}{P_{r}(M-m)} \max \{|m-1|,|M-1|\} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{q_{i}}{p_{i}}\right)\left(\frac{q_{i}}{p_{i}}-m\right)
\end{align*}
$$

hold.
Proof. For $f(t)=(t-1)^{2}, t>0$, we have

$$
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i}\left(\frac{q_{i}}{p_{i}}-1\right)^{2}=\sum_{i=1}^{n} r_{i} \frac{\left(q_{i}-p_{i}\right)^{2}}{p_{i}}=D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r}) .
$$

Since $f^{\prime}(t)=2(t-1)$, we have

$$
L=2 \sup _{t \in[m, M]}|t-1|=2 \max \{|m-1|,|M-1|\} .
$$

Inequalities (10.38) and (10.39) follow from (10.19) and (10.20).
Proposition 10.8 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}, \mathbf{r} \in \mathbb{R}_{+}^{n}$ be such that

$$
\frac{q_{i}}{p_{i}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, n ; \text { and that } \bar{Q}_{r} \in[\alpha, \beta] \text {, }
$$

where $\bar{Q}_{r}$ is as defined in (10.18). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(\bar{Q}_{r}-1\right)^{2}\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p} \tag{10.40}
\end{equation*}
$$

holds, where $P_{r}$ is as defined in (10.17), $f(t)=(t-1)^{2}, t>0$, and $Q$ is as defined in (10.22).

Proof. The result follows from Theorem 10.4 (a) by substitution $f(t)=(t-1)^{2}, t>0$.
The Shannon entropy ([11]) of a positive probability distribution $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ is defined by

$$
\begin{equation*}
H(\mathbf{p})=-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right) . \tag{10.41}
\end{equation*}
$$

It is easy to see that (10.41) is a special case of (10.1) for $\mathbf{q}=(1, \ldots, 1) \in \mathbb{R}_{+}^{n}$ and function $f(t)=\log t, t>0$. We can also generalize Shannon entropy with weights $\mathbf{r} \in \mathbb{R}_{+}^{n}$ as follows

$$
\begin{equation*}
H(\mathbf{p} ; \mathbf{r})=-\sum_{i=1}^{n} r_{i} p_{i} \log \left(p_{i}\right) . \tag{10.42}
\end{equation*}
$$

Proposition 10.9 Let $\mathbf{p}, \boldsymbol{r} \in \mathbb{R}_{+}^{n}$ and $P_{r}$ and $H(\mathbf{p} ; \boldsymbol{r})$ be defined by (10.17) and (10.42). If there exist $m, M \in \mathbb{R}$ such that $m \leq \frac{1}{p_{i}} \leq M, i \in \mathbb{N}$, then inequalities

$$
\begin{equation*}
\left|H(\mathbf{p} ; \boldsymbol{r})-P_{r} \log \left(\bar{Q}_{r}\right)\right| \leq \frac{1}{m} \sum_{i=1}^{n} r_{i} p_{i}\left|\frac{1}{p_{i}}-\bar{Q}_{r}\right| \tag{10.43}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\frac{M-\bar{Q}_{r}}{M-m} f(m)+\frac{\bar{Q}_{r}-m}{M-m} f(M)-\frac{1}{P_{r}} H(\mathbf{p} ; \boldsymbol{r})\right|  \tag{10.44}\\
& \leq \frac{2}{m(M-m) P_{r}} \sum_{i=1}^{n} r_{i} p_{i}\left(M-\frac{1}{p_{i}}\right)\left(\frac{1}{p_{i}}-m\right)
\end{align*}
$$

hold, where $\bar{Q}_{r}=\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i}$.
Proof. For $f(t)=\log t, t>0$ and $\mathbf{q}=(1, \ldots, 1)$, we have

$$
C_{f}(\mathbf{1}, \mathbf{p} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} \log \left(\frac{1}{p_{i}}\right)=-\sum_{i=1}^{n} r_{i} p_{i} \log \left(p_{i}\right)=H(\mathbf{p} ; \mathbf{r}) .
$$

Since $f^{\prime}(t)=\frac{1}{t}$, the Lipschitz constant in this case is

$$
L=\sup _{t \in[m, M]}\left|\frac{1}{t}\right|=\max \left\{\left|\frac{1}{m}\right|,\left|\frac{1}{M}\right|\right\}=\max \left\{\frac{1}{m}, \frac{1}{M}\right\}=\frac{1}{m}
$$

Inequalities (10.43) and (10.44) are following from (10.19) and (10.20).
Proposition 10.10 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{r} \in \mathbb{R}_{+}^{n}$ be such that

$$
\frac{1}{p_{i}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, n ; \text { and that } \frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} \in[\alpha, \beta]
$$

where $P_{r}$ is as defined in (10.17). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} H(\mathbf{p} ; \mathbf{r})-\log \left(\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i}\right)\right| \leq Q \cdot\left\|\log ^{\prime \prime}\right\|_{p} \tag{10.45}
\end{equation*}
$$

holds, where Q is as defined in (10.22).
Proof. The result follows from Theorem 10.4 (a) by substitution $f:=\log$ and $\mathbf{q}=(1, \ldots, 1)$.

### 10.5 The mappings of $H$ and $F$

In this section, we study discrete general case of the mappings called $H$ and $F$ introduced in [7] and [8]. For a given function $f: I \subset \mathbb{R} \rightarrow \mathbb{R}$ and for $a, b \in I, a<b$, S. S. Dragomir considered the following two mappings $H, F:[0,1] \rightarrow \mathbb{R}$ defined by

$$
H(t)=\frac{1}{b-a} \int_{a}^{b} f\left(t x+(1-t) \frac{a+b}{2}\right) d x
$$

and

$$
F(t)=\frac{1}{(b-a)^{2}} \int_{a}^{b} \int_{a}^{b} f(t x+(1-t) y) d x d y
$$

for all $t \in[0,1]$. Under assumption of convexity of $f$, mappings $H$ and $F$ have been tested on convexity on $[0,1]$, monotonicity and other properties. On this lead, Cho et al. in [3] also studied generalized functions of this type.

In this section, we consider $f$ to be Lipschitzian function and dealing with discrete generalization, so our next results come naturally. We prove some of the properties of the functions $F$ and $H$, such as Lipschitz property.

Theorem 10.5 Let $\mathbf{p}, \boldsymbol{r} \in \mathbb{R}_{+}^{n}$ and $\boldsymbol{q} \in \mathbb{R}^{n}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ be an L-Lipschitzian function. For a mapping $H:[0,1] \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
H(\lambda)=\frac{1}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i} f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \bar{Q}_{r}\right) \tag{10.46}
\end{equation*}
$$

we have the following:
(i) the mapping $H$ is $L_{1}$-Lipschitzian on $[0,1]$, where

$$
\begin{equation*}
L_{1}=\frac{L}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i}\left(\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right) \tag{10.47}
\end{equation*}
$$

(ii) the inequalities

$$
\begin{gather*}
\left|H(\lambda)-\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)\right| \leq(1-\lambda) L_{1},  \tag{10.48}\\
\left|f\left(\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} q_{i}\right)-H(\lambda)\right| \leq \lambda L_{1} \tag{10.49}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|H(\lambda)-\frac{\lambda}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)-(1-\lambda) f\left(\bar{Q}_{r}\right)\right| \leq 2 \lambda(1-\lambda) L_{1} \tag{10.50}
\end{equation*}
$$

hold, for all $\lambda \in[0,1]$.

Proof. For $\lambda_{1}, \lambda_{2} \in[0,1]$, we calculate

$$
\begin{aligned}
& \left|H\left(\lambda_{2}\right)-H\left(\lambda_{1}\right)\right| \\
& \quad=\frac{1}{P_{r}}\left|\sum_{i=1}^{n} p_{i} r_{i}\left[f\left(\lambda_{2} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{2}\right) \bar{Q}_{r}\right)-f\left(\lambda_{1} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{1}\right) \bar{Q}_{r}\right)\right]\right| \\
& \quad \leq \frac{1}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i}\left|f\left(\lambda_{2} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{2}\right) \bar{Q}_{r}\right)-f\left(\lambda_{1} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{1}\right) \bar{Q}_{r}\right)\right| \\
& \quad \leq \frac{L}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i}\left|\lambda_{2} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{2}\right) \bar{Q}_{r}-\lambda_{1} \frac{q_{i}}{p_{i}}-\left(1-\lambda_{1}\right) \bar{Q}_{r}\right| \\
& \quad=\frac{L\left|\lambda_{2}-\lambda_{1}\right|}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right|
\end{aligned}
$$

and get $\left|H\left(\lambda_{2}\right)-H\left(\lambda_{1}\right)\right| \leq L_{1}\left|\lambda_{2}-\lambda_{1}\right|$, for $L_{1}$ defined by (10.47). For $\lambda_{1}=1$ and $\lambda_{2}=\lambda$, left hand side in (10.48) is equal to $|H(\lambda)-H(1)|$. Since we already proved $H$ is $L_{1}$ Lipschitzian function, inequality (10.48) holds. Analogously, (10.49) follows for $\lambda_{1}=\lambda$ and $\lambda_{2}=0$. Finally, inequality (10.50) follows from (10.48) and (10.49),

$$
\begin{aligned}
& \left|H(\lambda)-\frac{\lambda}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)-(1-\lambda) f\left(\bar{Q}_{r}\right)\right| \leq \\
& \quad \leq\left|\lambda H(\lambda)-\frac{\lambda}{P_{r}} \sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right)\right|+\left|-(1-\lambda) f\left(\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} q_{i}\right)+(1-\lambda) H(\lambda)\right| \\
& \quad \leq 2 \lambda(1-\lambda) L_{1} .
\end{aligned}
$$

Theorem 10.6 Let $\mathbf{p}, \boldsymbol{r} \in \mathbb{R}_{+}^{n}, \boldsymbol{q} \in \mathbb{R}^{n}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ be a L-Lipschitzian function. For a mapping $F:[0,1] \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
F(\lambda)=\frac{1}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j} f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \frac{q_{j}}{p_{j}}\right) \tag{10.51}
\end{equation*}
$$

we have the following:
(i) the mapping $F$ is symmetric, i.e. $F(\lambda)=F(1-\lambda), \lambda \in[0,1]$
(ii) the mapping $F$ is $L_{2}$-Lipschitzian on $[0,1]$, where

$$
\begin{equation*}
L_{2}=\frac{L}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j}\left|\frac{q_{i}}{p_{i}}-\frac{q_{j}}{p_{j}}\right| \tag{10.52}
\end{equation*}
$$

(iii) the inequalities

$$
\begin{equation*}
\left|F(\lambda)-\frac{1}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j} f\left[\frac{1}{2}\left(\frac{q_{i}}{p_{i}}+\frac{q_{j}}{p_{j}}\right)\right]\right| \leq \frac{L_{2}}{2}|2 \lambda-1| \tag{10.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|F(\lambda)-\frac{1}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i} f\left(\frac{q_{i}}{p_{i}}\right)\right| \leq L_{2} \min \{\lambda, 1-\lambda\} \tag{10.54}
\end{equation*}
$$

hold for all $\lambda \in[0,1]$.
Proof. The first property follows immediately from the definition (10.51). For proving the next property, let $\lambda_{1}, \lambda_{2} \in[0,1]$. Then we have

$$
\begin{aligned}
\mid F & \left(\lambda_{2}\right)-F\left(\lambda_{1}\right) \mid \\
& =\frac{1}{P_{r}^{2}}\left|\sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j}\left[f\left(\lambda_{2} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{2}\right) \frac{q_{j}}{p_{j}}\right)-f\left(\lambda_{1} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{1}\right) \frac{q_{j}}{p_{j}}\right)\right]\right| \\
& \leq \frac{1}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r i_{i} p_{j} r_{j}\left|f\left(\lambda_{2} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{2}\right) \frac{q_{j}}{p_{j}}\right)-f\left(\lambda_{1} \frac{q_{i}}{p_{i}}+\left(1-\lambda_{1}\right) \frac{q_{j}}{p_{j}}\right)\right| \\
& \leq \frac{L\left|\lambda_{2}-\lambda_{1}\right|}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j}\left|\frac{q_{i}}{p_{i}}-\frac{q_{j}}{p_{j}}\right| \\
& =L_{2}\left|\lambda_{2}-\lambda_{1}\right| .
\end{aligned}
$$

Inequality (10.53) follows from Lipschitzian property of $F$ for $\lambda_{1}=\frac{1}{2}$ and $\lambda_{2}=\lambda$. So, we have $\left|F(\lambda)-F\left(\frac{1}{2}\right)\right| \leq L_{2}\left|\lambda-\frac{1}{2}\right|=\frac{L_{2}}{2}|\lambda-1|$. Analogously, (10.54) follows for $\lambda_{1}=$ $1, \lambda_{2}=\lambda$ and $\lambda_{1}=1, \lambda_{2}=1-\lambda$. Namely, by combining

$$
|F(\lambda)-F(1)|=\left|F(\lambda)-\frac{1}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i} f\left(\frac{q_{i}}{p_{i}}\right)\right| \leq|\lambda-1|=1-\lambda
$$

and

$$
|F(1-\lambda)-F(1)|=|F(\lambda)-F(1)| \leq|1-\lambda-1|=\lambda
$$

we get (10.54).
The next result offers us the relation between the mappings $F$ and $H$, defined by (10.46) and (10.51).

Theorem 10.7 For mappings $F:[0,1] \rightarrow \mathbb{R}$ and $H:[0,1] \rightarrow \mathbb{R}$ defined by (10.51) and (10.46), inequality

$$
\begin{equation*}
|F(\lambda)-H(\lambda)| \leq(1-\lambda) L_{1} \tag{10.55}
\end{equation*}
$$

holds for all $\lambda \in[0,1]$, where $L_{1}$ is defined by (10.47).
Proof. The inequality (10.55) holds as follows:

$$
\begin{aligned}
& |F(\lambda)-H(\lambda)|= \\
& \quad=\left|\frac{1}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j} f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \frac{q_{j}}{p_{j}}\right)-\frac{1}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i} f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \bar{Q}_{r}\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{P_{r}^{2}}\left|\sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j}\left[f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \frac{q_{j}}{p_{j}}\right)-f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \bar{Q}_{r}\right)\right]\right| \\
& \leq \frac{1}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j}\left|f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \frac{q_{j}}{p_{j}}\right)-f\left(\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \bar{Q}_{r}\right)\right| \\
& \leq \frac{L}{P_{r}^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} p_{i} r_{i} p_{j} r_{j}\left|\lambda \frac{q_{i}}{p_{i}}+(1-\lambda) \frac{q_{j}}{p_{j}}-\lambda \frac{q_{i}}{p_{i}}-(1-\lambda) \bar{Q}_{r}\right| \\
& =\frac{L(1-\lambda)}{P_{r}} \sum_{i=1}^{n} p_{i} r_{i}\left|\frac{q_{i}}{p_{i}}-\bar{Q}_{r}\right|=(1-\lambda) L_{1} .
\end{aligned}
$$

### 10.6 Applications to Zipf-Mandelbrot law

Definition 10.1 [11] Zipf-Mandelbrot law is a discrete probability distribution, depends on three parameters $N \in\{1,2, \ldots\}, t \in[0, \infty\rangle$ and $v>0$, and it is defined by

$$
\phi(i ; N, t, v):=\frac{1}{(i+t)^{v} H_{N, t, v}}, \quad i=1, \ldots, N
$$

where

$$
H_{N, t, v}:=\sum_{j=1}^{N} \frac{1}{(j+t)^{v}} .
$$

When $t=0$, then Zipf-Mandelbrot law becomes Zipf's law.
Now, we can apply our results for distributions on the Zipf-Mandelbrot law, as a sort of discrete probability distribution.

Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}, t_{2} \geq 0$ and $v_{1}$, $v_{2}>0$, respectively. It is

$$
\begin{equation*}
p_{i}=\phi\left(i ; N, t_{1}, v_{1}\right):=\frac{1}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}, \quad i=1, \ldots, N \tag{10.56}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{i}=\phi\left(i ; N, t_{2}, v_{2}\right):=\frac{1}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}, \quad i=1, \ldots, N \tag{10.57}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{N, t_{k}, v_{k}}:=\sum_{j=1}^{N} \frac{1}{\left(j+t_{k}\right)^{v_{k}}}, \quad k=1,2 \tag{10.58}
\end{equation*}
$$

Then the generalized Csiszár divergence for such $\mathbf{p}, \mathbf{q}$, and for $\mathbf{r} \in \mathbb{R}_{+}^{n}$ is given by

$$
\begin{equation*}
C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\frac{1}{H_{N, t_{1}, v_{1}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}} f\left(\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right) . \tag{10.59}
\end{equation*}
$$

Using (10.56) and (10.57), we have the following expressions for (10.17) and (10.18)

$$
\begin{gather*}
P_{r}=\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}=\frac{1}{H_{N, t_{1}, v_{1}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}},  \tag{10.60}\\
\bar{Q}_{r}=\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}}=\frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}} \cdot \frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}^{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}} . \tag{10.61}
\end{gather*}
$$

For $m$ and $M$ from Theorem 10.3 we have

$$
m=\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}
$$

and

$$
M=\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}
$$

Thus we have the following results.
Corollary 10.1 Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$. If $C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r}), P_{r}$ and $\bar{Q}_{r}$ are defined by (10.59), (10.60) and (10.61), respectively, we have

$$
\left|C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-P_{r} f\left(\bar{Q}_{r}\right)\right| \leq \frac{L}{H_{N, t_{2}, v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left|\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right|,
$$

and

$$
\begin{align*}
& \left\lvert\, \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left[\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right) f\left(\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right)\right.\right.  \tag{10.62}\\
& \left.\quad+\left(\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) f\left(\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right)\right] \\
& \left.-\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \right\rvert\, \\
& \quad \leq 2 L \frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}\right)\left(\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) .
\end{align*}
$$

Proof. Inequality (10.62) can be obtained from

$$
\left\lvert\,\left[\left(\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-\frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}} \frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right) f\left(\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right)+\right.\right.
$$

$$
\begin{aligned}
& \left.\left(\frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}} \frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}-\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right) f\left(\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right)\right] \times \\
& \left.\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}-\left(\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right) C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \right\rvert\, \\
\leq & 2 L \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right) \times \\
& \quad\left(\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right) .
\end{aligned}
$$

Corollary 10.2 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$ such that

$$
\frac{q_{i}}{p_{i}}:=\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, N,
$$

and that $\bar{Q}_{r} \in[\alpha, \beta]$, where $\bar{Q}_{r}$ is as defined in (10.61).
Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.
(a) If $f:[\alpha, \beta] \rightarrow \mathbb{R}, f \in C^{2}([\alpha, \beta])$, then

$$
\left|\frac{1}{P_{r}} C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-f\left(\bar{Q}_{r}\right)\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p}
$$

holds, and
(b) if id $\cdot f:[\alpha, \beta] \rightarrow \mathbb{R}$, id $\cdot f \in C^{2}([\alpha, \beta])$, then

$$
\left|\frac{1}{P_{r}} C_{i d \cdot f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\bar{Q}_{r} \cdot f\left(\frac{\sum_{i=1}^{N} q_{i}}{\sum_{i=1}^{N} p_{i}}\right)\right| \leq Q \cdot\left\|(i d \cdot f)^{\prime \prime}\right\|_{p}
$$

holds, where id is the identity function, $Q, p_{i}, q_{i}, P_{r}, C_{f}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ are as defined in (10.22), (10.56), (10.57), (10.60), (10.59) respectively.

If $\mathbf{p}, \mathbf{q}$ are two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}, t_{2} \geq 0$ and $v_{1}$, $v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$, for the generalized Kullbach-Leibler divergence we have the following representation:

$$
\begin{equation*}
K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\frac{1}{H_{N, t_{2}, v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}} \log \left(\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}\right) \tag{10.63}
\end{equation*}
$$

The following results hold.

Corollary 10.3 Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$. If $K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ is defined by (10.63), then inequalities

$$
\begin{aligned}
& \left\lvert\, H_{N, t_{2}, v_{2}} K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}\left(\log \frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}}+\log \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}-\right.\right. \\
& \left.-\log \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\right) \mid \leq \\
& \leq \max \left\{\left|\log \frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}}+s_{1} \log \left(1+t_{1}\right)-v_{2} \log \left(N+t_{2}\right)+1\right|,\right. \\
& \left.\quad\left|\log \frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}}+v_{1} \log \left(N+t_{1}\right)-v_{2} \log \left(1+t_{2}\right)+1\right|\right\} \times \\
& \quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left|\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right|,
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\lvert\, \frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}-\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}\right)\right. \\
& +\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}\left(\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\right) \\
& \left.-H_{N, t_{2}, v_{2}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) K L(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \right\rvert\, \\
& \leq 2 \max \left\{\left|\log \frac{H_{N, t_{1}, v_{1}}^{H_{N, t}}}{H_{2}, v_{2}}+v_{1} \log \left(1+t_{1}\right)-v_{2} \log \left(N+t_{2}\right)+1\right|\right. \\
& \left.\quad\left|\log \frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}}+v_{1} \log \left(N+t_{1}\right)-v_{2} \log \left(1+t_{2}\right)+1\right|\right\} \times \\
& \quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}\right)\left(\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right)
\end{aligned}
$$

hold.
Corollary 10.4 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$ such that

$$
\frac{q_{i}}{p_{i}}:=\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, N,
$$

and that $\bar{Q}_{r} \in[\alpha, \beta]$, where $\bar{Q}_{r}$ is as defined in (10.61).
Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\left|\frac{1}{P_{r}} K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\bar{Q}_{r} \cdot \log \left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right)\right| \leq Q \cdot\left\|(i d \cdot \log )^{\prime \prime}\right\|_{p}
$$

holds, where id is the identity function, $Q, p_{i}, q_{i}, P_{r}, K L(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ are as defined in (10.22), (10.56), (10.57), (10.60), (10.63) respectively.

For $\mathbf{p}, \mathbf{q}$ two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}, t_{2} \geq 0$ and $v_{1}$, $v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$, the generalized Hellinger divergence has the following representation:

$$
\begin{equation*}
H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\frac{1}{H_{N, t_{1}, v_{1}} H_{N, t_{2}, v_{2}}} \sum_{i=1}^{N} r_{i} \frac{\left(\sqrt{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}-\sqrt{\left.\left(i+t_{2}\right)^{v_{2} H_{N, t_{2}, v_{2}}}\right)^{2}}\right.}{\left(i+t_{1}\right)^{v_{1}}\left(i+t_{2}\right)^{v_{2}}} \tag{10.64}
\end{equation*}
$$

The following results hold true.
Corollary 10.5 Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$. If $H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ is defined by (10.64), then inequalities

$$
\begin{aligned}
& \left|H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(\sqrt{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}}-\sqrt{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}}\right)^{2}\right| \\
& \leq \max \left\{\left|1-\sqrt{\frac{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}}\right|,\left|1-\sqrt{\frac{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}}\right|\right\} \times \\
& \quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{2}, v_{2}}}\left|\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\sum_{i=1}^{N} \frac{\left.r_{i}\right)^{v_{2}}}{\left(i+t_{1}\right)^{v_{1}}}}}{}\right|
\end{aligned}
$$

and

$$
\left.\begin{array}{l}
\left\lvert\,\left[\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}-\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}\right)\left(1-\sqrt{\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}}\right)^{2}\right.\right. \\
\left.+\left(\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\right)\left(1-\sqrt{\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}}\right)^{2}\right] \\
\left.-H_{N, t_{1}, v_{1}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) H e(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \right\rvert\, \\
\leq 2 \frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}} \max \left\{\left|1-\sqrt{\frac{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}}\right|,\left|1-\sqrt{\frac{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}{\left(N+t_{1}\right)^{v_{1} H_{N,, t_{1}, v_{1}}}}}\right|\right\} \times \\
\quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}\right)\left(\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right.
\end{array}\right) .
$$

hold.

Corollary 10.6 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$ such that

$$
\frac{q_{i}}{p_{i}}:=\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, N,
$$

and that $\bar{Q}_{r} \in[\alpha, \beta]$, where $\bar{Q}_{r}$ is as defined in (10.61).
Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.
Then

$$
\left|\frac{1}{P_{r}} H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(1-\sqrt{\bar{Q}_{r}}\right)^{2}\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p}
$$

holds, where $Q, p_{i}, q_{i}, P_{r}, H e(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ are as defined in (10.22), (10.56), (10.57), (10.60), (10.64) respectively, and $f(t)=(1-\sqrt{t})^{2}, t>0$.

For $\mathbf{p}, \mathbf{q}$ two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}, t_{2} \geq 0$ and $v_{1}$, $v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$, the generalized Rényi divergence has the following representation:

$$
\begin{equation*}
\operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=\frac{H_{N, t_{1}, v_{1}}^{\gamma-1}}{H_{N, t_{2}, v_{2}}^{\gamma}} \sum_{i=1}^{N} r_{i} \frac{\left(i+t_{1}\right)^{(\gamma-1) v_{1}}}{\left(i+t_{2}\right)^{\gamma v_{2}}} \tag{10.65}
\end{equation*}
$$

The following results hold.
Corollary 10.7 Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$. If $\operatorname{Re}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ is defined by (10.65), then inequalities

$$
\begin{aligned}
& \left|\frac{H_{N, t_{2}, v_{2}}^{\gamma}}{H_{N, t_{1}, v_{1}}^{\gamma-1}} \operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\right)^{1-\gamma}\left(\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}\right)^{\gamma}\right| \\
& \leq \gamma \frac{\left(N+t_{1}\right)^{(\gamma-1) v_{1}}}{\left(1+t_{2}\right)^{(\gamma-1) v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left|\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right|,
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\lvert\, \frac{\left(1+t_{1}\right)^{\gamma v_{1}}}{\left(N+t_{2}\right)^{\gamma v_{2}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}-\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}\right)\right. \\
& +\frac{\left(N+t_{1}\right)^{\gamma_{v_{1}}}}{\left(1+t_{2}\right)^{\gamma_{v_{2}}}}\left(\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\right) \\
& \left.-\frac{H_{N, t_{2}, v_{2}}^{\gamma}}{H_{N, t_{1}, v_{1}}^{\gamma-1}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) \operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r}) \right\rvert\, \\
& \leq 2 \gamma \frac{\left(N+t_{1}\right)^{(\gamma-1) v_{1}}}{\left(1+t_{2}\right)^{(\gamma-1) v_{2}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}\right) \times
\end{aligned}
$$

$$
\times\left(\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right)
$$

hold.
Corollary 10.8 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$ such that

$$
\frac{q_{i}}{p_{i}}:=\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, N,
$$

and that $\bar{Q}_{r} \in[\alpha, \beta]$, where $\bar{Q}_{r}$ is as defined in (10.61).
Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.
Then

$$
\left|\frac{1}{P_{r}} R e_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\bar{Q}_{r}^{\gamma}\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p}
$$

holds, where $Q, p_{i}, q_{i}, P_{r}, \operatorname{Re}_{\gamma}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ are as defined in (10.22), (10.56), (10.57), (10.60), (10.65) respectively, and $f(t)=t^{\gamma},(t>0, \gamma>1)$.

For $\mathbf{p}, \mathbf{q}$ two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}, t_{2} \geq 0$ and $v_{1}$, $v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$, the generalized $\chi^{2}$-divergence has the following representation:

$$
\begin{equation*}
D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})=H_{N, t_{1}, v_{1}} \cdot \sum_{i=1}^{N} r_{i}\left(i+t_{1}\right)^{v_{1}}\left(\frac{1}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-\frac{1}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}\right)^{2} \tag{10.66}
\end{equation*}
$$

We have the following results.
Corollary 10.9 Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$. If $D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ is defined by (10.66), then inequalities

$$
\begin{aligned}
& \left|D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\frac{H_{N, t_{1}, v_{1}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\left(\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}\right)^{2}\right| \\
& \leq \frac{2}{H_{N, t_{2}, v_{2}}} \max \left\{\left\lvert\, \frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}^{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-1|,| \frac{\left.\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}^{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-1 \mid\right\} \times}{\quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left|\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right|}}{l} l\right.\right.
\end{aligned}
$$

and

$$
\left\lvert\, \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left[\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right)\left(\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-1\right)^{2}\right.\right.
$$

$$
\begin{aligned}
& \left.+\left(\frac{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{2}\right)^{v_{2}}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right)\left(\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-1\right)^{2}\right] \\
& \left.-D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r}) H_{N, t_{1}, v_{1}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right) \right\rvert\, \\
& \leq 4\left(\frac{H_{N, t_{1}, v_{1}}}{H_{N, t_{2}, v_{2}}}\right)^{2} \max \left\{\left|\frac{\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(N+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-1\right|,\left|\frac{\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(1+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}}-1\right|\right\} \times \\
& \quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left(\frac{\left(N+t_{1}\right)^{v_{1}}}{\left(1+t_{2}\right)^{v_{2}}}-\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}\right)\left(\frac{\left(i+t_{1}\right)^{v_{1}}}{\left(i+t_{2}\right)^{v_{2}}}-\frac{\left(1+t_{1}\right)^{v_{1}}}{\left(N+t_{2}\right)^{v_{2}}}\right)
\end{aligned}
$$

hold.
Corollary 10.10 Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Let $\mathbf{p}, \mathbf{q}$ be two Zipf-Mandelbrot laws with parameters $N \in\{1,2, \ldots\}, t_{1}$, $t_{2} \geq 0$ and $v_{1}, v_{2}>0$, respectively, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$ such that

$$
\begin{aligned}
& \frac{q_{i}}{p_{i}}:=\frac{\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}}{\left(i+t_{2}\right)^{v_{2}} H_{N, t_{2}, v_{2}}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, N, \\
& \text { and that } \bar{Q}_{r} \in[\alpha, \beta] \text {, where } \bar{Q}_{r} \text { is as defined in (10.61). }
\end{aligned}
$$

Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.
Then

$$
\left|\frac{1}{P_{r}} D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})-\left(\bar{Q}_{r}-1\right)^{2}\right| \leq Q \cdot\left\|f^{\prime \prime}\right\|_{p}
$$

holds, where $Q, p_{i}, q_{i}, P_{r}, D_{\chi^{2}}(\mathbf{q}, \mathbf{p} ; \mathbf{r})$ are as defined in (10.22), (10.56), (10.57), (10.60), (10.66) respectively, and $f(t)=(t-1)^{2},(t>0)$.

If $\mathbf{p}$ is the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}, t_{1} \geq 0$ and $v_{1}>0$, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$, then the generalized Shannon entropy $H(\mathbf{p} ; \mathbf{r})$ has the following representation:

$$
\begin{equation*}
H(\mathbf{p} ; \mathbf{r})=\frac{1}{H_{N, t_{1}, v_{1}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}} \log \left[\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}\right] . \tag{10.67}
\end{equation*}
$$

We have the following results.
Corollary 10.11 Let $\mathbf{p}$ be the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}, t_{1} \geq 0$ and $v_{1}>0$, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$. If $H(\mathbf{p} ; \mathbf{r})$ is defined by (10.67), then inequalities

$$
\begin{aligned}
& \left|H_{N, t_{1}, v_{1}} H(\mathbf{p} ; \mathbf{r})-\sum_{i=1}^{N} \frac{r_{i}}{\left(1+t_{1}\right)^{v_{1}}} \log \left(H_{N, t_{1}, v_{1}} \frac{\sum_{i=1}^{N} r_{i}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(1+t_{1}\right)^{v_{1}}}}\right)\right| \\
& \leq \frac{1}{\left(1+t_{1}\right)^{v_{1}}} \sum_{i=1}^{N} \frac{r_{i}}{\left(1+t_{1}\right)^{v_{1}}}\left|\left(1+t_{1}\right)^{v_{1}}-\frac{\sum_{i=1}^{N} r_{i}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(1+t_{1}\right)^{v_{1}}}}\right|
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\lvert\,\left[\left(N+t_{1}\right)^{v_{1}}-\frac{\sum_{i=1}^{N} r_{i}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\right] f\left(\left(1+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}\right)+\left[\frac{\sum_{i=1}^{n} r_{i}}{\sum_{i=1}^{n} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}-\left(1+t_{1}\right)^{v_{1}}\right] \times\right. \\
& \left.\quad \times f\left(\left(N+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}}\right)-\frac{H_{N, t_{1}, v_{1}}}{\sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}}\left[\left(N+t_{1}\right)^{v_{1}}-\left(1+t_{1}\right)^{v_{1}}\right] H(\mathbf{p} ; \mathbf{r}) \right\rvert\, \\
& \leq \frac{2}{\left(1+t_{1}\right)^{v_{1}} \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}} \times \\
& \quad \times \sum_{i=1}^{N} \frac{r_{i}}{\left(i+t_{1}\right)^{v_{1}}}\left[\left(N+t_{1}\right)^{v_{1}}-\left(i+t_{1}\right)^{v_{1}}\right]\left[\left(i+t_{1}\right)^{v_{1}}-\left(1+t_{1}\right)^{v_{1}}\right]
\end{aligned}
$$

hold.
Corollary 10.12 Let $\mathbf{p}$ be the Zipf-Mandelbrot law with parameters $N \in\{1,2, \ldots\}, t_{1} \geq 0$ and $v_{1}>0$, and $\mathbf{r} \in \mathbb{R}_{+}^{n}$ such that

$$
\begin{aligned}
& \frac{1}{p_{i}}:=\left(i+t_{1}\right)^{v_{1}} H_{N, t_{1}, v_{1}} \in[a, b] \subseteq[\alpha, \beta] \text { for } i=1, \ldots, N, \\
& \text { and that } \frac{1}{P_{r}} \sum_{i=1}^{n} r_{i} \in[\alpha, \beta] \text {, where } P_{r} \text { is as defined in (10.60). }
\end{aligned}
$$

Let the functions $G_{k}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow \mathbb{R}(k=0,1,2,3,4)$ be as defined in (10.3)-(10.7). Furthermore, let $p, q \in \mathbb{R}, 1 \leq p, q \leq \infty$, be such that $\frac{1}{p}+\frac{1}{q}=1$.

Then

$$
\begin{equation*}
\left|\frac{1}{P_{r}} H(\mathbf{p} ; \mathbf{r})-\log \left(\frac{1}{P_{r}} \sum_{i=1}^{n} r_{i}\right)\right| \leq Q \cdot\left\|\log ^{\prime \prime}\right\|_{p} \tag{10.68}
\end{equation*}
$$

holds, where $Q, p_{i}, q_{i}, H(\mathbf{p} ; \mathbf{r})$ are as defined in (10.22), (10.56), (10.57), (10.67) respectively.
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# On Shannon and Zipf-Mandelbrot entropies and related results 

Sadia Khalid, Đilda Pečarić and Josip Pečarić


#### Abstract

We present some interesting results related to the bounds of Shannon and Zipf-Mandelbrot entropies. Further, we define linear functionals as the nonnegative differences of the obtained inequalities and present mean value theorems. We also discuss the properties of the functionals, such as $n$-exponential and logarithmic convexity. Finally, we present examples of the family of functions for which the results can be applied.


### 11.1 Introduction and Preliminaries

Definition 11.1 The Shannon entropy of a positive probability distribution $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ is defined by $S(\mathbf{p}):=\sum_{k=1}^{n} p_{k} \log \left(\frac{1}{p_{k}}\right)$.

An important result related to the bounds of the Shannon entropy is given in [4].

Theorem 11.1 Let $p_{k}>0(1 \leq k \leq n)$ be a probability distribution with Shannon entropy $S(\mathbf{p})$ and $P_{k}=\sum_{i=1}^{k} p_{i}(1 \leq k \leq n)$. Then

$$
\begin{align*}
& S(\mathbf{p})+\sum_{k=2}^{n}\left((k-1) p_{k}-P_{k-1}\right)(\log k-\log (k-1)) \\
& \leq \sum_{k=2}^{n} F(k-1) p_{k} \\
& \leq S(\mathbf{p})+\sum_{k=2}^{n}\left((k-1) p_{k}-P_{k-1}\right)\left(\log P_{k}-\log P_{k-1}\right) \tag{11.1}
\end{align*}
$$

where

$$
\begin{equation*}
F(x)=(x+1) \log (x+1)-x \log x(x>0) . \tag{11.2}
\end{equation*}
$$

Equalities hold in (11.1) if $p_{k}=\frac{1}{n}(1 \leq k \leq n)$.
S. Khalid, J. Pečarić and M. Praljak presented the following generalization of Throrem 11.1 in [6, Theorems 2.1 and 2.3].

Theorem 11.2 Let $a_{k}>0$ and $p_{k}>0(1 \leq k \leq n)$ be real numbers such that $P_{k}=\sum_{i=1}^{k} p_{i}$ $(1 \leq k \leq n)$. Let $g:[a, b] \rightarrow \mathbb{R}$ be a differentiable function such that $g(x+h)-g(x)$ is convex for all $x, x+h \in[a, b]$, where $h \geq 0$.
(i) If $P_{k-1}, P_{k}, \frac{\sum_{i=1}^{k-1} p_{i} a_{i}}{a_{k}}, \frac{\sum_{i=1}^{k} p_{i} a_{i}}{a_{k}} \in[a, b]$ for all $k \in\{2, \ldots, n\}$, then for any $s \in \mathbb{R}$, we have

$$
\begin{align*}
& \sum_{k=2}^{n} a_{k}^{s}\left(g\left(P_{k}\right)-g\left(P_{k-1}\right)\right)+\sum_{k=2}^{n} a_{k}^{s-1}\left(\sum_{i=1}^{k-1} p_{i} a_{i}-P_{k-1} a_{k}\right)\left(g^{\prime}\left(P_{k}\right)-g^{\prime}\left(P_{k-1}\right)\right) \\
& \leq \sum_{k=2}^{n} a_{k}^{s}\left(g\left(\frac{\sum_{i=1}^{k} p_{i} a_{i}}{a_{k}}\right)-g\left(\frac{\sum_{i=1}^{k-1} p_{i} a_{i}}{a_{k}}\right)\right) \\
& \leq \sum_{k=2}^{n} a_{k}^{s}\left(g\left(P_{k}\right)-g\left(P_{k-1}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s-1}\left(\sum_{i=1}^{k-1} p_{i} a_{i}-P_{k-1} a_{k}\right)\left(g^{\prime}\left(\frac{\sum_{i=1}^{k} p_{i} a_{i}}{a_{k}}\right)-g^{\prime}\left(\frac{\sum_{i=1}^{k-1} p_{i} a_{i}}{a_{k}}\right)\right) .(11 \tag{11.3}
\end{align*}
$$

(ii) If $p_{1} a_{1}, P_{k-1} a_{k}, P_{k} a_{k}, \sum_{i=1}^{k-1} p_{i} a_{i}, \sum_{i=1}^{k} p_{i} a_{i} \in[a, b]$ for all $k \in\{2, \ldots, n\}$, then we have

$$
\begin{aligned}
& g\left(p_{1} a_{1}\right)+\sum_{k=2}^{n}\left(g\left(P_{k} a_{k}\right)-g\left(P_{k-1} a_{k}\right)\right) \\
& +\sum_{k=2}^{n}\left(\sum_{i=1}^{k-1} p_{i} a_{i}-P_{k-1} a_{k}\right)\left(g^{\prime}\left(P_{k} a_{k}\right)-g^{\prime}\left(P_{k-1} a_{k}\right)\right) \\
& \leq g\left(\sum_{i=1}^{n} p_{i} a_{i}\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq g\left(p_{1} a_{1}\right)+\sum_{k=2}^{n}\left(g\left(P_{k} a_{k}\right)-g\left(P_{k-1} a_{k}\right)\right) \\
& +\sum_{k=2}^{n}\left(\sum_{i=1}^{k-1} p_{i} a_{i}-P_{k-1} a_{k}\right)\left(g^{\prime}\left(\sum_{i=1}^{k} p_{i} a_{i}\right)-g^{\prime}\left(\sum_{i=1}^{k-1} p_{i} a_{i}\right)\right) \tag{11.4}
\end{align*}
$$

If $g(x+h)-g(x)$ is concave for all $x, x+h \in[a, b]$ such that $h \geq 0$, then the reversed inequalities hold in (11.3) and (11.4).

Divided difference of a function is defined as follows (see [15, p. 14]):
Definition 11.2 The nth-order divided difference of a function $f:[a, b] \rightarrow \mathbb{R}$ at mutually distinct points $x_{0}, \ldots, x_{n} \in[a, b]$ is defined recursively by

$$
\begin{array}{r}
{\left[x_{i} ; f\right]=f\left(x_{i}\right), \quad i \in\{0, \ldots, n\},} \\
{\left[x_{0}, \ldots, x_{n} ; f\right]=\frac{\left[x_{1}, \ldots, x_{n} ; f\right]-\left[x_{0}, \ldots, x_{n-1} ; f\right]}{x_{n}-x_{0}} .}
\end{array}
$$

The value $\left[x_{0}, \ldots, x_{n} ; f\right]$ is independent of the order of the points $x_{0}, \ldots, x_{n}$.
n-convex functions can be characterized by the nth-order divided difference (see [15, p. 15]).

Definition 11.3 A function $f:[a, b] \rightarrow \mathbb{R}$ is said to be $n$-convex $(n \geq 0)$ if and only if for all choices of $(n+1)$ distinct points $x_{0}, \ldots, x_{n} \in[a, b]$, the nth-order divided difference of $f$ satisfies $\left[x_{0}, \ldots, x_{n} ; f\right] \geq 0$.

Remark 11.1 Note that 0-convex functions are non-negative functions, 1 -convex functions are increasing functions and 2-convex functions are simply the convex functions.

The following interesting result related to the 3-convexity of the function $g$, is also presented in [6, Corollaries 2.2 and 2.4].

Corollary 11.1 Let $a_{k}>0$ and $p_{k}>0(1 \leq k \leq n)$ be real numbers such that $P_{k}=\sum_{i=1}^{k} p_{i}$ $(1 \leq k \leq n)$ and let $g:[a, b] \rightarrow \mathbb{R}$ be a differentiable function.
(i) Let $P_{k-1}, P_{k}, \frac{\sum_{i=1}^{k-1} p_{i} a_{i}}{a_{k}}, \frac{\sum_{i=1}^{k} p_{i} a_{i}}{a_{k}} \in[a, b]$ for all $k \in\{2, \ldots, n\}$. If $g$ is 3 -convex, then (11.3) holds for any $s \in \mathbb{R}$.
(ii) Let $p_{1} a_{1}, P_{k-1} a_{k}, P_{k} a_{k}, \sum_{i=1}^{k-1} p_{i} a_{i}, \sum_{i=1}^{k} p_{i} a_{i} \in[a, b]$ for all $k \in\{2, \ldots, n\}$. If $g$ is 3-convex, then (11.4) holds.

If $g$ is 3-concave, then the reversed inequalities hold in (11.3) and (11.4).
A sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}}$ of real numbers which is non-increasing in weighted mean (see [6]) can be defined as follows:

Definition 11.4 A sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{R}$ is non-increasing in weighted mean if

$$
\begin{equation*}
\frac{1}{P_{n}} \sum_{k=1}^{n} p_{k} a_{k} \geq \frac{1}{P_{n+1}} \sum_{k=1}^{n+1} p_{k} a_{k}, \quad n \in \mathbb{N} \tag{11.5}
\end{equation*}
$$

where $a_{k}$ and $p_{k}(k \in \mathbb{N})$ are real numbers such that $p_{i}>0(1 \leq i \leq k)$ with $P_{k}:=\sum_{i=1}^{k} p_{i}$ $(k \in \mathbb{N})$.

If the reversed inequality holds in (11.5), then the sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}} \subset \mathbb{R}$ is called nondecreasing in weighted mean.
In a similar way, we can define when a finite sequence $\left\{a_{k}\right\}_{k=1}^{n} \subset \mathbb{R}$ is non-increasing or non-decreasing in weighted mean.

In [1] G. Bennett proved the weighted version of an inequality presented by Hardy-Littlewood-Pólya (see [2, Theorem 134]) for power functions $f(x)=x^{s}$ : if $a_{k}(1 \leq k \leq n)$ are non-negative and non-increasing and $p_{k} \geq 0$ for all $k \in\{1, \ldots, n\}$ such that $P_{k}=\sum_{i=1}^{k} p_{i}$ $(1 \leq k \leq n)$, then for any real number $s>1$, the inequality

$$
\begin{equation*}
\left(\sum_{k=1}^{n} p_{k} a_{k}\right)^{s} \geq \sum_{k=1}^{n} P_{k}^{s}\left(a_{k}^{s}-a_{k+1}^{s}\right)=\left(p_{1} a_{1}\right)^{s}+\sum_{k=2}^{n} a_{k}^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right) \tag{11.6}
\end{equation*}
$$

holds. If $0<s<1$, then the reversed inequality holds in (11.6) (see [1]).
S. Khalid, J. Pečarić and M. Praljak presented the following generalization of inequality (11.6) in [6, Theorem 3].

Theorem 11.3 Let $a_{k}$ and $p_{k}(1 \leq k \leq n)$ be real numbers such that $a_{k} \geq 0$ and $p_{k}>0$. Let $p_{1} a_{1}, \sum_{k=1}^{n} p_{k} a_{k}, P_{k} a_{k}, P_{k-1} a_{k} \in[a, b]$ for all $k \in\{2, \ldots, n\}$ and let $f:[a, b] \rightarrow \mathbb{R}$ be a Wright-convex function.
(i) If the sequence $\left\{a_{k}\right\}_{k=1}^{n}$ is non-increasing in weighted mean, then

$$
\begin{equation*}
f\left(\sum_{k=1}^{n} p_{k} a_{k}\right) \geq f\left(p_{1} a_{1}\right)+\sum_{k=2}^{n}\left[f\left(P_{k} a_{k}\right)-f\left(P_{k-1} a_{k}\right)\right] . \tag{11.7}
\end{equation*}
$$

(ii) If the sequence $\left\{a_{k}\right\}_{k=1}^{n}$ is non-decreasing in weighted mean, then

$$
\begin{equation*}
f\left(\sum_{k=1}^{n} p_{k} a_{k}\right) \leq f\left(p_{1} a_{1}\right)+\sum_{k=2}^{n}\left[f\left(P_{k} a_{k}\right)-f\left(P_{k-1} a_{k}\right)\right] . \tag{11.8}
\end{equation*}
$$

If $f$ is Wright-concave, then the reversed inequalities hold in (11.7) and (11.8).
Definition 11.5 Zipf-Mandelbrot law is a discrete probability distribution depending on three parameters $n \in \mathbb{N}, r \geq 0$ and $t>0$, and is defined as

$$
f(i ; n, r, t)=\frac{1}{(i+r)^{t} H_{n, r, t}}, \quad i \in\{1, \ldots, n\}
$$

where $f$ is known as the probability mass function and

$$
\begin{equation*}
H_{n, r, t}:=\sum_{k=1}^{n} \frac{1}{(k+r)^{t}} \tag{11.9}
\end{equation*}
$$

is the generalized harmonic number.

If we take $p_{k}=\frac{1}{(k+r)^{t} H_{n, r, t}}\left(1 \leq k \leq n, r \geq 0, t>0\right.$ and $H_{n, r, t}$ is the same as defined in Definition 11.5) in $S(\mathbf{p})$, then simple calculations reveal that

$$
\begin{aligned}
\sum_{k=1}^{n} \frac{1}{(k+r)^{t} H_{n, r, t}} \log \left((k+r)^{t} H_{n, r, t}\right) & =\frac{t}{H_{n, r, t}} \sum_{k=1}^{n} \frac{\log (k+r)}{(k+r)^{t}}+\log \left(H_{n, r, t}\right) \\
& :=Z\left(r, t, H_{n, r, t}\right)
\end{aligned}
$$

where $Z\left(r, t, H_{n, r, t}\right)$ is known as $\mathrm{Zipf}-\mathrm{Mandelbrot}$ entropy.
The results related to Shannon entropy and Zipf-Mandelbrot law are topic of great interest see for example [3], [10] and [11]. Zipf-Mandelbrot law is revisited in the context of linguistics in [13] (see also [12]).

In the first section of this chapter we present some interesting results related to the bounds of Zipf-Mandelbrot entropy and the 3-convexity of the function. In the second section, we present some interesting results related to the bounds of Shannon entropy by using non-increasing (non-decreasing) sequence of real numbers and by applying Theorem 11.3. Further, we also present some results related to the bounds of Zipf-Mandelbrot entropy. In both the sections, we define linear functionals as the non-negative differences of the obtained inequalities and we present mean value theorems for the linear functionals. We also discuss the $n$-exponential convexity and the log-convexity of the functions associated with the linear functionals.

### 11.2 On Zipf-Mandelbrot entropy and 3-convex functions

The results presented in this section are given in [7]. This section is organized as follows: in Section 11.2.1, we present some interesting results related to Zipf-Mandelbrot entropy. In Section 11.2.2, we define linear functionals as the non-negative differences of the obtained inequalities and present mean value theorems for the linear functionals. In Section 11.2.3, we present the properties of functionals, such as $n$-exponential and logarithmic convexity. Finally, we give an example of the family of functions for which the results can be applied.

### 11.2.1 Inequalities related to Zipf-Mandelbrot entropy

The aim of this section is to present some interesting results related to Zipf-Mandelbrot entropy.
Now first we define the cumulative distribution function as follows:

$$
\begin{equation*}
C_{k, n, r, t}:=\frac{H_{k, r, t}}{H_{n, r, t}} \tag{11.10}
\end{equation*}
$$

where $k \in\{1, \ldots, n\}, n \in \mathbb{N}, r \geq 0, t>0$ and $H_{n, r, t}$ is the same as defined in Definition 11.5. The first result of this section states that:

Theorem 11.4 Let $Z\left(r, t, H_{n, r, t}\right)$ be the Zipf-Mandelbrot entropy and $F$ and $C_{k, n, r, t}$ be the same as defined in (11.2) and (11.10) respectively. Then

$$
\begin{aligned}
& Z\left(r, t, H_{n, r, t}\right)+\sum_{k=2}^{n}\left(\frac{k-1}{(k+r)^{t} H_{n, r, t}}-C_{k-1, n, r, t}\right) \log \left(\frac{k}{k-1}\right) \\
& \leq \frac{1}{H_{n, r, t}} \sum_{k=2}^{n} \frac{F(k-1)}{(k+r)^{t}} \\
& \leq Z\left(r, t, H_{n, r, t}\right)+\sum_{k=2}^{n}\left(\frac{k-1}{(k+r)^{t} H_{n, r, t}}-C_{k-1, n, r, t}\right) \log \left(\frac{H_{k, r, t}}{H_{k-1, r, t}}\right) .
\end{aligned}
$$

Proof. Take $p_{k}=\frac{1}{(k+r)^{t} H_{n, r, t}}(1 \leq k \leq n, r \geq 0, t>0)$ in (11.1), the result is immediate.
The second main result of this section states that:
Theorem 11.5 Let $a_{k}>0$ be real numbers and $H_{n, r, t}$ and $C_{k, n, r, t}$ be the same as defined in (11.9) and (11.10) respectively. Let $g:[a, b] \rightarrow \mathbb{R}$ be a differentiable function such that $g(x+h)-g(x)$ is convex for all $x, x+h \in[a, b]$, where $h \geq 0$.
(i) Let $C_{k-1, n, r, t,} C_{k, n, r, t}, \frac{1}{a_{k} H_{n, t, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}, \frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}} \in[a, b]$ for all $k \in\{2, \ldots, n\}$. Then for any $s \in \mathbb{R}$, we have

$$
\begin{aligned}
& \sum_{k=2}^{n} a_{k}^{s}\left(g\left(C_{k, n, r, t}\right)-g\left(C_{k-1, n, r, t}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s-1}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}-a_{k} C_{k-1, n, r, t}\right)\left(g^{\prime}\left(C_{k, n, r, t}\right)-g^{\prime}\left(C_{k-1, n, r, t}\right)\right) \\
& \leq \sum_{k=2}^{n} a_{k}^{s}\left(g\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& \leq \sum_{k=2}^{n} a_{k}^{s}\left(g\left(C_{k, n, r, t}\right)-g\left(C_{k-1, n, r, t}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s-1}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}-a_{k} C_{k-1, n, r, t}\right)
\end{aligned}
$$

$$
\begin{equation*}
\times\left(g^{\prime}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g^{\prime}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) . \tag{11.11}
\end{equation*}
$$

(ii) Let $\frac{a_{1}}{(1+r)^{1} H_{n, r t}}, a_{k} C_{k-1, n, r, t}, a_{k} C_{k, n, r, t}, \frac{1}{H_{n, t, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}, \frac{1}{H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}} \in[a, b]$ for all $k \in\{2, \ldots, n\}$. Then

$$
\begin{align*}
& g\left(\frac{a_{1}}{(1+r)^{t} H_{n, r, t}}\right)+\sum_{k=2}^{n}\left(g\left(a_{k} C_{k, n, r, t}\right)-g\left(a_{k} C_{k-1, n, r, t}\right)\right) \\
& +\sum_{k=2}^{n}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}-a_{k} C_{k-1, n, r, t}\right)\left(g^{\prime}\left(a_{k} C_{k, n, r, t}\right)-g^{\prime}\left(a_{k} C_{k-1, n, r, t}\right)\right) \\
& \leq g\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{n} \frac{a_{i}}{(i+r)^{t}}\right) \\
& \leq g\left(\frac{a_{1}}{(1+r)^{t} H_{n, r, t}}\right)+\sum_{k=2}^{n}\left(g\left(a_{k} C_{k, n, r, t}\right)-g\left(a_{k} C_{k-1, n, r, t}\right)\right) \\
& +\sum_{k=2}^{n}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}-a_{k} C_{k-1, n, r, t}\right) \\
& \times\left(g^{\prime}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g^{\prime}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \tag{11.12}
\end{align*}
$$

If $g(x+h)-g(x)$ is concave for all $x, x+h \in[a, b]$ such that $h \geq 0$, then the reversed inequalities hold in (11.11) and (11.12).

Proof.
(i) By taking $p_{i}=\frac{1}{(i+r)^{t} H_{n, r, t}}$ in (11.3), the result is immediate.
(ii) The idea of the proof is the same as discussed in (i).

Corollary 11.2 Let $a_{k}>0$ be real numbers, $H_{n, r, t}$ and $C_{k, n, r, t}$ be the same as defined in (11.9) and (11.10) respectively and let $g:[a, b] \rightarrow \mathbb{R}$ be a differentiable function.
(i) Let the condition of Theorem 11.5 (i) holds. If g is 3-convex, then (11.11) holds for any $s \in \mathbb{R}$.
(ii) Let the condition of Theorem 11.5 (ii) holds. If $g$ is 3-convex, then (11.12) holds.

If $g$ is 3-concave, then the reversed inequalities hold in (11.11) and (11.12).

### 11.2.2 Linear functionals and mean value theorems

Consider the inequalities (11.11) and (11.12) and define linear functionals $\Psi_{i}(i=1-6)$ by the non-negative differences of the inequalities (11.11) and (11.12) as follows:

$$
\begin{align*}
\Psi_{1}(g)= & \sum_{k=2}^{n} a_{k}^{s}\left(g\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& -\sum_{k=2}^{n} a_{k}^{s}\left(g\left(C_{k, n, r, t}\right)-g\left(C_{k-1, n, r, t}\right)\right) \\
& -\sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(g^{\prime}\left(C_{k, n, r, t}\right)-g^{\prime}\left(C_{k-1, n, r, t}\right)\right),  \tag{11.13}\\
\Psi_{2}(g)= & \sum_{k=2}^{n} a_{k}^{s-1}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}-a_{k} C_{k-1, n, r, t}\right) \\
& \times\left(g^{\prime}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g^{\prime}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& -\sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(g^{\prime}\left(C_{k, n, r, t}\right)-g^{\prime}\left(C_{k-1, n, r, t}\right)\right),  \tag{11.14}\\
\Psi_{3}(g)= & \sum_{k=2}^{n} a_{k}^{s}\left(g\left(C_{k, n, r, t}\right)-g\left(C_{k-1, n, r, t}\right)\right) \\
& -\sum_{k=2}^{n} a_{k}^{s}\left(g\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(g^{\prime}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g^{\prime}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right), \tag{11.15}
\end{align*}
$$

$$
\begin{align*}
\Psi_{4}(g)= & g\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{n} \frac{a_{i}}{(i+r)^{t}}\right)-g\left(\frac{a_{1}}{(1+r)^{t} H_{n, r, t}}\right) \\
& -\sum_{k=2}^{n}\left(g\left(a_{k} C_{k, n, r, t}\right)-g\left(a_{k} C_{k-1, n, r, t}\right)\right) \\
& -\sum_{k=2}^{n} D_{k}\left(g^{\prime}\left(a_{k} C_{k, n, r, t}\right)-g^{\prime}\left(a_{k} C_{k-1, n, r, t}\right)\right) \tag{11.16}
\end{align*}
$$

$$
\Psi_{5}(g)=\sum_{k=2}^{n}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}-a_{k} C_{k-1, n, r, t}\right)
$$

$$
\times\left(g^{\prime}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g^{\prime}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right)
$$

$$
\begin{equation*}
-\sum_{k=2}^{n} D_{k}\left(g^{\prime}\left(a_{k} C_{k, n, r, t}\right)-g^{\prime}\left(a_{k} C_{k-1, n, r, t}\right)\right) \tag{11.17}
\end{equation*}
$$

and

$$
\begin{align*}
\Psi_{6}(g)= & g\left(\frac{a_{1}}{(1+r)^{t} H_{n, r, t}}\right)-g\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{n} \frac{a_{i}}{(i+r)^{t}}\right) \\
& +\sum_{k=2}^{n}\left(g\left(a_{k} C_{k, n, r, t}\right)-g\left(a_{k} C_{k-1, n, r, t}\right)\right) \\
& +\sum_{k=2}^{n} D_{k}\left(g^{\prime}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-g^{\prime}\left(\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \tag{11.18}
\end{align*}
$$

where $D_{k}=\frac{1}{H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{-}}-a_{k} C_{k-1, n, r, t}$.
If $g:[a, b] \rightarrow \mathbb{R}$ is differentiable and 3-convex, then Corollary 11.2 implies that

$$
\Psi_{i}(g) \geq 0, \quad i \in\{1, \ldots, 6\}
$$

Now we give mean value theorems for the functionals $\Psi_{i}(i=1-6)$ as defined in (11.13)-(11.18). These theorems enable us to define various classes of means that can be expressed in terms of linear functionals.

Theorem 11.6 Let $g:[a, b] \rightarrow \mathbb{R}$ be such that $g \in C^{3}([a, b])$ and let $\Psi_{i}(i=1-6)$ be linear functionals as defined in (11.13)-(11.18). Then there exists $\delta_{i} \in[a, b]$ such that

$$
\Psi_{i}(g)=\frac{g^{\prime \prime \prime}\left(\delta_{i}\right)}{6} \Psi_{i}\left(g_{0}\right), \quad i \in\{1, \ldots, 6\}
$$

where $g_{0}(x)=x^{3}$.
Proof. The proof is analogous to the proof of Theorem 2.7 in [6].
The following theorem is a new analogue of the classical Cauchy mean value theorem, related to the functionals $\Psi_{i}(i=1-6)$ and it can be proven by following the proof of Theorem 2.8 in [6].
Theorem 11.7 Let $g, h:[a, b] \rightarrow \mathbb{R}$ be such that $g, h \in C^{3}([a, b])$ and let $\Psi_{i}(i=1-6)$ be linear functionals as defined in (11.13)-(11.18). Then there exists $\delta_{i} \in[a, b]$ such that

$$
\begin{equation*}
\frac{\Psi_{i}(g)}{\Psi_{i}(h)}=\frac{g^{\prime \prime \prime}\left(\delta_{i}\right)}{h^{\prime \prime \prime}\left(\delta_{i}\right)}, \quad i \in\{1, \ldots, 6\} \tag{11.19}
\end{equation*}
$$

provided that the denominators are non-zero.
Remark 11.2 (i) By taking $g(x)=x^{s}$ and $h(x)=x^{q}$ in (11.19), where $s, q \in \mathbb{R} \backslash$ $\{0,1,2\}$ are such that $s \neq q$, we have

$$
\delta_{i}^{s-q}=\frac{q(q-1)(q-2) \Psi_{i}\left(x^{s}\right)}{s(s-1)(s-2) \Psi_{i}\left(x^{q}\right)}, \quad i \in\{1, \ldots, 6\}
$$

(ii) If the inverse of the function $g^{\prime \prime \prime} / h^{\prime \prime \prime}$ exists, then (11.19) implies that

$$
\delta_{i}=\left(\frac{g^{\prime \prime \prime}}{h^{\prime \prime \prime}}\right)^{-1}\left(\frac{\Psi_{i}(g)}{\Psi_{i}(h)}\right), \quad i \in\{1, \ldots, 6\}
$$

### 11.2.3 $n$-exponential convexity and log-convexity

In this section first we will present some important definitions which will be useful further. In the sequel, let $I$ be an open interval in $\mathbb{R}$.

The next four definitions are given in [14].
Definition 11.6 A function $f: I \rightarrow \mathbb{R}$ is n-exponentially convex in the Jensen sense if

$$
\sum_{i, j=1}^{n} \varsigma_{i} \varsigma_{j} f\left(\frac{x_{i}+x_{j}}{2}\right) \geq 0
$$

holds for every $\varsigma_{i} \in \mathbb{R}$ and $x_{i} \in I(1 \leq i \leq n)$.
Definition 11.7 A function $f: I \rightarrow \mathbb{R}$ is n-exponentially convex if it is $n$-exponentially convex in the Jensen sense and continuous on I.

Definition 11.8 A function $f: I \rightarrow \mathbb{R}$ is exponentially convex in the Jensen sense if it is $n$-exponentially convex in the Jensen sense for all $n \in \mathbb{N}$.

Definition 11.9 A function $f: I \rightarrow \mathbb{R}$ is exponentially convex if it is exponentially convex in the Jensen sense and continuous.

A log-convex function is defined as follows (see [15, p. 7]):
Definition 11.10 A function $f: I \rightarrow(0, \infty)$ is said to be log-convex or multiplicatively convex if $\log f$ is convex. Equivalently, $f$ is $\log$-convex iffor all $x, y \in I$ and for all $\lambda \in[0,1]$, the inequality

$$
f(\lambda x+(1-\lambda) y) \leq f^{\lambda}(x) f^{(1-\lambda)}(y)
$$

holds. If the inequality reverses, then $f$ is said to be log-concave.
Next we study the $n$-exponential convexity and log-convexity of the functions associated with the linear functionals $\Psi_{i}(i=1-6)$ as defined in (11.13)-(11.18).

Theorem 11.8 Let $\Lambda=\left\{f_{s}: s \in I \subseteq \mathbb{R}\right\}$ be a family of differentiable functions defined on $[a, b]$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{s}\right]$ is $n$-exponentially convex in the Jensen sense on I for every four mutually distinct points $z_{0}, z_{1}, z_{2}, z_{3} \in[a, b]$. Let $\Psi_{i}(i=1-6)$ be the linear functionals as defined in (11.13)-(11.18). Then the following statements hold:
(i) The function $s \mapsto \Psi_{i}\left(f_{s}\right)$ is n-exponentially convex in the Jensen sense on $I$ and the matrix $\left[\Psi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m}$ is positive semi-definite for all $m \in \mathbb{N}, m \leq n$ and $s_{1}, \ldots, s_{m} \in I$. Particularly,

$$
\operatorname{det}\left[\Psi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m} \geq 0, \forall m \in \mathbb{N}, m \leq n
$$

(ii) If the function $s \mapsto \Psi_{i}\left(f_{s}\right)$ is continuous on $I$, then it is n-exponentially convex on $I$.

Proof. The proof is analogous to the proof of Theorem 3.11 in [6].
The following corollary is an immediate consequence of Theorem 11.8.
Corollary 11.3 Let $\Lambda=\left\{f_{s}: s \in I \subseteq \mathbb{R}\right\}$ be a family of differentiable functions defined on $[a, b]$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{s}\right]$ is exponentially convex in the Jensen sense on I for every four mutually distinct points $z_{0}, z_{1}, z_{2}, z_{3} \in[a, b]$. Let $\Psi_{i}(i=1-6)$ be the linear functionals as defined in (11.13)-(11.18). Then the following statements hold:
(i) The functions $\mapsto \Psi_{i}\left(f_{s}\right)$ is exponentially convex in the Jensen sense on I and the matrix $\left[\Psi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m}$ is positive semi-definite for all $m \in \mathbb{N}, m \leq n$ and $s_{1}, \ldots, s_{m} \in$ I. Particularly,

$$
\operatorname{det}\left[\Psi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m} \geq 0, \forall m \in \mathbb{N}, m \leq n
$$

(ii) If the function $s \mapsto \Psi_{i}\left(f_{s}\right)$ is continuous on $I$, then it is exponentially convex on $I$.

Corollary 11.4 Let $\Lambda=\left\{f_{s}: s \in I \subseteq \mathbb{R}\right\}$ be a family of differentiable functions defined on $[a, b]$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{s}\right]$ is 2-exponentially convex in the Jensen sense on I for every four mutually distinct points $z_{0}, z_{1}, z_{2}, z_{3} \in[a, b]$. Let $\Psi_{i}(i=1-6)$ be the linear functionals as defined in (11.13)- (11.18). Further, assume that $\Psi_{i}\left(f_{s}\right)(i=1-6)$ is strictly positive for $f_{s} \in \Lambda$. Then the following statements hold:
(i) If the function $s \mapsto \Psi_{i}\left(f_{s}\right)$ is continuous on $I$, then it is 2-exponentially convex on $I$ and so it is log-convex on I and for $\tilde{r}, s, \tilde{t} \in I$ such that $\tilde{r}<s<\tilde{t}$, we have

$$
\begin{equation*}
\left[\Psi_{i}\left(f_{s}\right)\right]^{\tilde{-}-\tilde{r}} \leq\left[\Psi_{i}\left(f_{\tilde{r}}\right)\right]^{\tilde{t}-s}\left[\Psi_{i}\left(f_{\tilde{f}}\right)\right]^{s-\tilde{r}}, \quad i \in\{1, \ldots, 6\}, \tag{11.20}
\end{equation*}
$$

known as Lyapunov's inequality. If $\tilde{r}<\tilde{t}<s$ or $s<\tilde{r}<\tilde{t}$, then the reversed inequalities hold in (11.20).
(ii) If the function $s \mapsto \Psi_{i}\left(f_{s}\right)$ is differentiable on I, then for every $s, q, u, v \in I$ such that $s \leq u$ and $q \leq v$, we have

$$
\begin{equation*}
\mu_{s, q}\left(\Psi_{i}, \Lambda\right) \leq \mu_{u, v}\left(\Psi_{i}, \Lambda\right), \quad i \in\{1, \ldots, 6\} \tag{11.21}
\end{equation*}
$$

where

$$
\mu_{s, q}\left(\Psi_{i}, \Lambda\right)=\left\{\begin{array}{ll}
\left(\frac{\Psi_{i}\left(f_{s}\right)}{\Psi_{i}\left(f_{q}\right)}\right)^{\frac{1}{s-q}}, & s \neq q  \tag{11.22}\\
\exp \left(\frac{d}{d s} \Psi_{i}\left(f_{s}\right)\right. \\
\Psi_{i}\left(f_{s}\right)
\end{array}\right), s=q
$$

for $f_{s}, f_{q} \in \Lambda$.
Proof. The proof is analogous to the proof of the Corollary 3.13 in [6].

Remark 11.3 Note that the results from Theorem 11.8, Corollary 11.3 and Corollary 11.4 still hold when two of the points $z_{0}, z_{1}, z_{2}, z_{3} \in[a, b]$ coincide, say $z_{1}=z_{0}$, for a family of differentiable functions $f_{s}$ such that the function $s \mapsto\left[z_{0}, z_{0}, z_{2}, z_{3} ; f_{s}\right]$ is n-exponentially convex in the Jensen sense (exponentially convex in the Jensen sense, log-convex in the Jensen sense on I), when three of the points $z_{0}, z_{1}, z_{2}, z_{3} \in[a, b]$ coincide, say $z_{2}=z_{1}=z_{0}$, for a family of differentiable functions $f_{s}$ such that the function $s \mapsto\left[z_{0}, z_{0}, z_{0}, z_{3} ; f_{s}\right]$ is n -exponentially convex in the Jensen sense, when three of the points $z_{0}, z_{1}, z_{2}, z_{3} \in[a, b]$ coincide again, say $z_{2}=z_{1}=z_{0}$, for a family of twice differentiable functions $f_{s}$ such that the function $s \mapsto\left[z_{0}, z_{0}, z_{0}, z_{3} ; f_{s}\right]$ is n-exponentially convex in the Jensen sense and furthermore, they still hold when all four points coincide for a family of thrice differentiable functions with the same property.

There are several families of functions which fulfil the conditions of Theorem 11.8, Corollaries 11.3 and 11.4, and Remark 11.3 and so the results of these theorem and corollaries can be applied for them. Here we present an example for such a family of functions and for more examples see [6] and [9].

Example 11.1 Consider the family of functions

$$
\tilde{\Lambda}=\left\{f_{s}:(0, \infty) \rightarrow \mathbb{R}: s \in \mathbb{R}\right\}
$$

defined by

$$
f_{s}(x)=\left\{\begin{array}{c}
\frac{x^{s}}{s(s-1)(s-2)}, \\
\left.\frac{1}{2} \log x, s=0,1,2\right\}, \\
-x \log x, s=1 \\
\frac{1}{2} x^{2} \log x, s=2
\end{array}\right.
$$

Here $\frac{d^{3}}{d x^{3}} f_{s}(x)=x^{s-3}=e^{(s-3) \ln x}>0$, which shows that $f_{s}$ is 3 -convex for $x>0$ and $s \mapsto \frac{d^{3}}{d x^{3}} f_{s}(x)$ is exponentially convex by definition.

In order to prove that $s \mapsto\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{s}\right]$ is exponentially convex, it is enough to show that

$$
\begin{equation*}
\sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k}\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{\frac{s_{j}+s_{k}}{2}}\right]=\left[z_{0}, z_{1}, z_{2}, z_{3} ; \sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k} f_{\frac{s_{j}+s_{k}}{2}}\right] \geq 0 \tag{11.23}
\end{equation*}
$$

for all $n \in \mathbb{N}, \varsigma_{j}, s_{j} \in \mathbb{R}, j \in\{1, \ldots, n\}$. By Definition 11.3, inequality (11.23) will hold if $\Gamma(x):=\sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k} \frac{f_{s_{j}+s_{k}}^{2}}{}(x)$ is 3-convex. Since $s \mapsto \frac{d^{3}}{d x^{3}} f_{s}(x)$ is exponentially convex, that is

$$
\sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k} f_{\frac{s_{j}+s_{k}}{\prime \prime \prime}}^{2} \geq 0, \quad \forall n \in \mathbb{N}, \varsigma_{j}, s_{j} \in \mathbb{R}, j \in\{1, \ldots, n\}
$$

which implies that $\Gamma$ is 3-convex, inequality (11.23) is immediate. Now as $s \mapsto\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{s}\right]$ is exponentially convex, $s \mapsto\left[z_{0}, z_{1}, z_{2}, z_{3} ; f_{s}\right]$ is exponentially convex in the Jensen sense and by using Corollary 11.3, we have $s \mapsto \Psi_{i}\left(f_{s}\right)(i=1-6)$ is exponentially convex in the Jensen sense. Since these mappings are continuous, $s \mapsto \Psi_{i}\left(f_{s}\right)$
$(i=1-6)$ is exponentially convex.
If $\tilde{r}, s, \tilde{t} \in \mathbb{R}$ are such that $\tilde{r}<s<\tilde{t}$, then from (11.20) we have

$$
\begin{equation*}
\Psi_{i}\left(f_{s}\right) \leq\left[\Psi_{i}\left(f_{\tilde{r}}\right)\right]^{\frac{\tilde{\tau}-s}{t-r}}\left[\Psi_{i}\left(f_{\tilde{t}}\right)\right]^{\frac{s-\tilde{r}}{t-\tilde{r}}}, \quad i \in\{1, \ldots, 6\} . \tag{11.24}
\end{equation*}
$$

If $\tilde{r}<\tilde{t}<s$ or $s<\tilde{r}<\tilde{t}$, then the reversed inequality holds in (11.24).
Particularly, for $i=1$ and $\tilde{r}, s, \tilde{t} \in \mathbb{R} \backslash\{0,1,2\}$ such that $\tilde{r}<s<\tilde{t}$, we have

$$
\begin{aligned}
& \frac{1}{s(s-1)(s-2)} \sum_{k=2}^{n}\left(\frac{1}{H_{n, r, t}^{s}}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{s}-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{s}\right)\right. \\
& \left.+a_{k}^{s}\left(C_{k-1, n, r, t}^{s}-C_{k, n, r, t}^{s}\right)+s a_{k}^{s-1} D_{k}\left(C_{k-1, n, r, t}^{s-1}-C_{k, n, r, t}^{s-1}\right)\right) \\
& \leq\left[\frac { 1 } { \tilde { r } ( \tilde { r } - 1 ) ( \tilde { r } - 2 ) } \sum _ { k = 2 } ^ { n } \left(\frac{1}{H_{n, r, t}^{\tilde{r}}}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{\tilde{r}}-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{\tilde{r}}\right)\right.\right. \\
& \left.\left.+a_{k}^{\tilde{r}}\left(C_{k-1, n, r, t}^{\tilde{r}}-C_{k, n, r, t}^{\tilde{r}}\right)+\tilde{r} a_{k}^{\tilde{r}-1} D_{k}\left(C_{k-1, n, r, t}^{\tilde{r}-1}-C_{k, n, r, t}^{\tilde{r}-1}\right)\right)\right]^{\frac{\tilde{t}-s}{\tilde{r} \tilde{r}}} \\
& \times\left[\frac { 1 } { \tilde { t } ( \tilde { t } - 1 ) ( \tilde { t } - 2 ) } \sum _ { k = 2 } ^ { n } \left(\frac{1}{H_{n, r, t}^{\tilde{t}}}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{\tilde{t}}-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{\tilde{t}}\right)\right.\right. \\
& \left.\left.\quad+a_{k}^{\tilde{t}}\left(C_{k-1, n, r, t}^{\tilde{t}}-C_{k, n, r, t}^{\tilde{t}}\right)+\tilde{t} a_{k}^{\tilde{t}-1} D_{k}\left(C_{k-1, n, r, t}^{\tilde{t}-1}-C_{k, n, r, t}^{\tilde{t}-1}\right)\right)\right]^{\frac{s-\tilde{r}}{t-\tilde{r}}}, s \notin\{0,1,2\} .
\end{aligned}
$$

In this case, $\mu_{s, q}\left(\Psi_{i}, \Lambda\right)(i=1-6)$ defined in (11.22) becomes

$$
\mu_{s, q}\left(\Psi_{i}, \tilde{\Lambda}\right)=\left\{\begin{array}{ll}
\left(\frac{\Psi_{i}\left(f_{s}\right)}{\Psi_{i}\left(f_{q}\right)}\right)^{\frac{1}{s-q}}, & s \neq q, \\
\exp \left(\frac{2 \Psi_{i}\left(f_{s} f_{0}\right)}{\Psi_{i}\left(f_{s}\right)}-\frac{3 s^{2}-6 s+2}{s(s-1)(s-2)}\right), & s=q \notin\{0,1,2\}, \\
\exp \left(\frac{\Psi_{i}\left(f_{0}\right)}{\left.\Psi_{i}\right)}+\frac{3}{2}\right), & s=q=0, \\
\exp \left(\frac{\Psi_{i}\left(f_{0}\right)}{\left.\Psi_{i} f_{1}\right)}\right), & s=q=1, \\
\exp \left(\frac{\Psi_{i}\left(f_{1}\right)}{\left.\Psi_{0} f_{2}\right)} \Psi_{i}\left(f_{2}\right)\right. \\
\left.f_{2}\right)
\end{array}\right), \quad s=q=2 .
$$

In particular for $i=1$, we have

$$
\begin{aligned}
\Psi_{1}\left(f_{s}\right)= & \frac{1}{s(s-1)(s-2)} \sum_{k=2}^{n}\left(\frac{1}{H_{n, r, t}^{s}}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{s}-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{s}\right)\right. \\
& \left.+a_{k}^{s}\left(C_{k-1, n, r, t}^{s}-C_{k, n, r, t}^{s}+s a_{k}^{-1} D_{k}\left(C_{k-1, n, r, t}^{s-1}-C_{k, n, r, t}^{s-1}\right)\right)\right), s \notin\{0,1,2\}, \\
\Psi_{1}\left(f_{0}\right)= & \frac{1}{2} \sum_{k=2}^{n} a_{k}^{s}\left(\log \left(\frac{C_{k-1, n, r, t} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}}{C_{k, n, r, t} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}}\right)+\frac{D_{k}}{a_{k}(k+r)^{t} C_{k-1, n, r, t} C_{k, n, r, t} H_{n, r, t}}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \Psi_{1}\left(f_{1}\right)=\frac{1}{H_{n, r, t}} \sum_{k=2}^{n} a_{k}^{s-1}\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}} \log \left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right. \\
& \left.-\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}} \log \left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s}\left(C_{k, n, r, t} \log C_{k, n, r, t}-C_{k-1, n, r, t} \log C_{k-1, n, r, t}\right) \\
& +\sum_{k=2}^{n} a_{k}^{s-1} D_{k} \log \left(\frac{C_{k, n, r, t}}{C_{k-1, n, r, t}}\right), \\
& 2 \Psi_{1}\left(f_{2}\right)=\frac{1}{H_{n, r, t}^{2}} \sum_{k=2}^{n} a_{k}^{s-2}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{2} \log \left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)\right. \\
& \left.-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{2} \log \left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s}\left(C_{k-1, n, r, t}^{2} \log \left(C_{k-1, n, r, t}\right)-C_{k, n, r, t}^{2} \log \left(C_{k, n, r, t}\right)\right) \\
& -\sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(\frac{1}{(k+r)^{t} H_{n, r, t}}+2 C_{k, n, r, t} \log \left(C_{k, n, r, t}\right)\right. \\
& \left.-2 C_{k-1, n, r, t} \log \left(C_{k-1, n, r, t}\right)\right) \text {, } \\
& 4 \Psi_{1}\left(f_{0}^{2}\right)=\sum_{k=2}^{n} a_{k}^{s}\left(\log ^{2}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)-\log ^{2}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s}\left(\log ^{2}\left(C_{k-1, n, r, t}\right)-\log ^{2}\left(C_{k, n, r, t}\right)\right) \\
& -2 \sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(\frac{\log \left(C_{k, n, r, t}\right)}{C_{k, n, r, t}}-\frac{\log \left(C_{k-1, n, r, t}\right)}{C_{k-1, n, r, t}}\right), \\
& 2 \Psi_{1}\left(f_{s} f_{0}\right)=\frac{1}{s(s-1)(s-2) H_{n, r, t}^{s}} \sum_{k=2}^{n}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{s} \log \left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)\right. \\
& \left.-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{s} \log \left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\frac{1}{s(s-1)(s-2)} \sum_{k=2}^{n} a_{k}^{s}\left(\left(C_{k-1, n, r, t}^{s} \log \left(C_{k-1, n, r, t}\right)-C_{k, n, r, t}^{s} \log \left(C_{k, n, r, t}\right)\right)\right. \\
& \left.+a_{k}^{-1} D_{k}\left(C_{k-1, n, r, t}^{s-1}\left(1+s \log \left(C_{k-1, n, r, t}\right)\right)-C_{k, n, r, t}^{s-1}\left(1+s \log \left(C_{k, n, r, t}\right)\right)\right)\right), \\
& s \notin\{0,1,2\} \text {, }
\end{aligned}
$$

$$
\begin{aligned}
2 \Psi_{1}\left(f_{0} f_{1}\right)= & \frac{1}{H_{n, r, t}} \sum_{k=2}^{n} a_{k}^{s-1}\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}} \log ^{2}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right. \\
& \left.-\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}} \log ^{2}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s}\left(C_{k, n, r, t} \log ^{2}\left(C_{k, n, r, t}\right)-C_{k-1, n, r, t} \log ^{2}\left(C_{k-1, n, r, t}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(\left(2+\log \left(C_{k, n, r, t}\right)\right) \log \left(C_{k, n, r, t}\right)\right. \\
& \left.-\left(2+\log \left(C_{k-1, n, r, t}\right)\right) \log \left(C_{k-1, n, r, t}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
4 \Psi_{1}\left(f_{0} f_{2}\right)= & \frac{1}{H_{n, r, t}^{2}} \sum_{k=2}^{n} a_{k}^{s-2}\left(\left(\sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)^{2} \log ^{2}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k} \frac{a_{i}}{(i+r)^{t}}\right)\right. \\
& \left.-\left(\sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)^{2} \log ^{2}\left(\frac{1}{a_{k} H_{n, r, t}} \sum_{i=1}^{k-1} \frac{a_{i}}{(i+r)^{t}}\right)\right) \\
& +\sum_{k=2}^{n} a_{k}^{s}\left(C_{k-1, n, r, t}^{2} \log ^{2}\left(C_{k-1, n, r, t}\right)-C_{k, n, r, t}^{2} \log ^{2}\left(C_{k, n, r, t}\right)\right) \\
& +2 \sum_{k=2}^{n} a_{k}^{s-1} D_{k}\left(C_{k-1, n, r, t}\left(1+\log \left(C_{k-1, n, r, t}\right)\right) \log \left(C_{k-1, n, r, t}\right)\right. \\
& \left.-C_{k, n, r, t}\left(1+\log \left(C_{k, n, r, t}\right)\right) \log \left(C_{k, n, r, t}\right)\right) .
\end{aligned}
$$

If $\Psi_{i}(i=1-6)$ is positive, then Theorem 11.7 applied for $g=f_{s} \in \tilde{\Lambda}$ and $h=f_{q} \in \tilde{\Lambda}$ yields that there exists $\delta_{i} \in[a, b]$ such that

$$
\delta_{i}^{s-q}=\frac{\Psi_{i}\left(f_{s}\right)}{\Psi_{i}\left(f_{q}\right)}, \quad i \in\{1, \ldots, 6\} .
$$

Since the function $\delta_{i} \mapsto \delta_{i}^{s-q}(i=1-6)$ is invertible for $s \neq q$, we have

$$
\min \{a, b\} \leq\left(\frac{\Psi_{i}\left(f_{s}\right)}{\Psi_{i}\left(f_{q}\right)}\right)^{\frac{1}{s-q}} \leq \max \{a, b\}, \quad i \in\{1, \ldots, 6\}
$$

which together with the fact that $\mu_{s, q}\left(\Psi_{i}, \tilde{\Lambda}\right)(i=1-6)$ is continuous, symmetric and monotonous (by (11.21)) shows that $\mu_{s, q}\left(\Psi_{i}, \tilde{\Lambda}\right)(i=1-6)$ is a mean.

### 11.3 Shannon and Zipf-Mandelbrot entropies and related results

The results presented in this section are given in [8]. This section is organized as follows: in Section 11.3.1 and 11.3.2, we present some interesting results related to Shannon and Zipf-Mandelbrot entropies respectively. In Section 11.3.3, we define linear functionals as the non-negative differences of the obtained inequalities and present mean value theorems for the linear functionals. In Section 11.3.4, we present the properties of the functionals, such as $n$-exponential and logarithmic convexity. Finally, we give an example of the family of functions for which the results can be applied.

Remark 11.4 log denotes the logarithmic function and throughout this section we consider the base b of logarithm is greater than 1 .

### 11.3.1 Inequalities related to Shannon entropy

In our first main result, we will use the following lemma:
Lemma 11.1 (i) If $p_{i} \in \mathbb{R}$ such that $p_{i}>0(1 \leq i \leq n)$ and if the sequence $\left\{a_{i}\right\}_{i=1}^{n} \subset \mathbb{R}$ is non-increasing, then it is non-increasing in weighted mean.
(ii) If $p_{i} \in \mathbb{R}$ such that $p_{i}>0(1 \leq i \leq n)$ and if the sequence $\left\{a_{i}\right\}_{i=1}^{n} \subset \mathbb{R}$ is nondecreasing, then it is non-decreasing in weighted mean.

Proof.
(i) Simple calculations reveal that

$$
\frac{1}{P_{k}} \sum_{i=1}^{k} p_{i} a_{i}-\frac{1}{P_{k+1}} \sum_{i=1}^{k+1} p_{i} a_{i}=\frac{p_{k+1}}{P_{k} P_{k+1}}\left(\sum_{i=1}^{k} p_{i} a_{i}-P_{k} a_{k+1}\right) .
$$

As $a_{1} \geq \ldots \geq a_{n}$ and $p_{i}>0, i \in\{1, \ldots, n\}$, we have

$$
\begin{aligned}
& p_{1} a_{1} \geq p_{1} a_{k+1}, \\
& \vdots \\
& p_{k} a_{k} \geq p_{k} a_{k+1} .
\end{aligned}
$$

On adding the above inequalities we have $\sum_{i=1}^{k} p_{i} a_{i}-P_{k} a_{k+1} \geq 0$, which combined together with $\frac{p_{k+1}}{P_{k} P_{k+1}}>0$ yields that $\frac{1}{P_{k}} \sum_{i=1}^{k} p_{i} a_{i} \geq \frac{1}{P_{k+1}} \sum_{i=1}^{k+1} p_{i} a_{i}$.
(ii) The proof is analogous to the proof of $(i)$.

Our first main result states that:

Theorem 11.9 Let $p_{k} \in \mathbb{R}$ such that $p_{k}>0(1 \leq k \leq n)$ and let $f:[a, b] \rightarrow \mathbb{R}$ be a Wrightconvex function.
(a) Let $0<p_{k}<1(1 \leq k \leq n)$ and let $S(\mathbf{p}), p_{1} \log \left(\frac{1}{p_{1}}\right), P_{k} \log \left(\frac{1}{p_{k}}\right), P_{k-1} \log \left(\frac{1}{p_{k}}\right)$ $\in[a, b]$ for all $k \in\{2, \ldots, n\}$.
(i) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-increasing, then

$$
\begin{align*}
f(S(\mathbf{p})) \leq & f\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right) \\
& +\sum_{k=2}^{n}\left[f\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)-f\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)\right] . \tag{11.25}
\end{align*}
$$

(ii) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-decreasing, then

$$
\begin{align*}
f(S(\mathbf{p})) \geq & f\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right) \\
& +\sum_{k=2}^{n}\left[f\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)-f\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)\right] . \tag{11.26}
\end{align*}
$$

(b) Let $p_{k} \geq 1(1 \leq k \leq n)$ and let $-S(\mathbf{p}), p_{1} \log p_{1}, P_{k} \log p_{k}, P_{k-1} \log p_{k} \in[a, b]$ for all $k \in\{2, \ldots, n\}$.
(i) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-increasing, then

$$
\begin{equation*}
f(-S(\mathbf{p})) \geq f\left(p_{1} \log p_{1}\right)+\sum_{k=2}^{n}\left[f\left(P_{k} \log p_{k}\right)-f\left(P_{k-1} \log p_{k}\right)\right] \tag{11.27}
\end{equation*}
$$

(ii) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-decreasing, then

$$
\begin{equation*}
f(-S(\mathbf{p})) \leq f\left(p_{1} \log p_{1}\right)+\sum_{k=2}^{n}\left[f\left(P_{k} \log p_{k}\right)-f\left(P_{k-1} \log p_{k}\right)\right] . \tag{11.28}
\end{equation*}
$$

If $f$ is Wright-concave, then the reversed inequalities hold in (11.25) - (11.28).
Proof.
(a) (i) As $p_{1} \geq p_{2} \geq \ldots \geq p_{n}$ and $b>1$, the sequence $\left\{\log \left(\frac{1}{p_{k}}\right)\right\}_{k=1}^{n}$ is non-decreasing. By Lemma 11.1 (ii), the sequence $\left\{\log \left(\frac{1}{p_{k}}\right)\right\}_{k=1}^{n}$ is non-decreasing in weighted mean and hence by using Theorem 11.3(ii) for $a_{k}=\log \left(\frac{1}{p_{k}}\right)$ such that $0<$ $p_{k}<1(1 \leq k \leq n)$, the result is immediate.
(ii) The idea of the proof is the same as discussed in $(i)$.
(b) (i) As $p_{1} \geq p_{2} \geq \ldots \geq p_{n}$ and $b>1$, the sequence $\left\{\log p_{k}\right\}_{k=1}^{n}$ is non-increasing. By Lemma $11.1(i)$, the sequence $\left\{\log p_{k}\right\}_{k=1}^{n}$ is non-increasing in weighted mean and hence by taking $a_{k}=\log p_{k}$ with $p_{k} \geq 1(1 \leq k \leq n)$ in Theorem $11.3(i)$, the result is immediate.
(ii) The idea of the proof is the same as discussed in $(i)$.

Since the class of convex (concave) functions is properly contained in the class of Wright-convex (Wright-concave) functions, the following corollary is immediate:

Corollary 11.5 Let $p_{k} \in \mathbb{R}$ such that $p_{k}>0(1 \leq k \leq n)$ and let $f:[a, b] \rightarrow \mathbb{R}$ be a convex function.
(a) Let all the conditions of Theorem 11.9(a) hold.
(i) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-increasing, then (11.25) holds.
(ii) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-decreasing, then (11.26) holds.
(b) Let all the conditions of Theorem 11.9(b) hold.
(i) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-increasing, then (11.27) holds.
(ii) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-decreasing, then (11.28) holds.

If $f$ is concave, then the reversed inequalities hold in (11.25) - (11.28).
An application of Corollary 11.5 is given as follows:
Corollary 11.6 Let $f(x)=x^{s}$, where $x \in(0, \infty)$ and $s \in \mathbb{R}$. Let $p_{k} \in \mathbb{R}$ such that $p_{k}>0$ $(1 \leq k \leq n)$.
(a) Let $0<p_{k}<1(1 \leq k \leq n)$ and let $s<0$ or $s>1$.
(i) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-increasing, then

$$
\begin{equation*}
(S(\mathbf{p}))^{s} \leq\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{s}+\sum_{k=2}^{n}\left(\log \left(\frac{1}{p_{k}}\right)\right)^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right) . \tag{11.29}
\end{equation*}
$$

(ii) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-decreasing, then

$$
\begin{equation*}
(S(\mathbf{p}))^{s} \geq\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{s}+\sum_{k=2}^{n}\left(\log \left(\frac{1}{p_{k}}\right)\right)^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right) \tag{11.30}
\end{equation*}
$$

(b) Let $p_{k} \geq 1(1 \leq k \leq n)$ and let $s<0$ or $s>1$.
(i) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-increasing, then

$$
\begin{equation*}
(-S(\mathbf{p}))^{s} \geq\left(p_{1} \log p_{1}\right)^{s}+\sum_{k=2}^{n}\left(\log p_{k}\right)^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right) \tag{11.31}
\end{equation*}
$$

(ii) If the sequence $\left\{p_{k}\right\}_{k=1}^{n}$ is non-decreasing, then

$$
\begin{equation*}
(-S(\mathbf{p}))^{s} \leq\left(p_{1} \log p_{1}\right)^{s}+\sum_{k=2}^{n}\left(\log p_{k}\right)^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right) . \tag{11.32}
\end{equation*}
$$

If $0<s<1$, then the reversed inequalities hold in (11.29) - (11.32).

### 11.3.2 Inequalities related to Zipf-Mandelbrot entropy

The aim of this section is to present some interesting results by using Zipf-Mandelbrot entropy.

The first main result of this section states that:
Theorem 11.10 Let $Z\left(r, t, H_{n, r, t}\right)$ be the Zipf-Mandelbrot entropy, $C_{k, n, r, t}$ be the cumulative distribution function and $f:[a, b] \rightarrow \mathbb{R}$ be a Wright-convex function.
(i) Let $0<\frac{1}{(k+r)^{t} H_{n, r, t}}<1$.

If $Z\left(r, t, H_{n, r, t}\right), \log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{1}{(1+r)^{t} H_{n, r, t}}}, \log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k, n, r, t}}$, $\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k-1, n, t, t}} \in[a, b]$ for all $k \in\{2, \ldots, n\}$, then

$$
\begin{align*}
f\left(Z\left(r, t, H_{n, r, t}\right)\right) \leq & f\left(\log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{1}{(1+r)^{2} H_{n, r, t}}}\right) \\
& +\sum_{k=2}^{n} f\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k, n, r, t}}\right) \\
& -\sum_{k=2}^{n} f\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k-1, n, r, t}}\right) . \tag{11.33}
\end{align*}
$$

(ii) Let $(k+r)^{t} H_{n, r, t} \leq 1$.

If $-Z\left(r, t, H_{n, r, t}\right), \log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{-1}{(1+r)^{2} H_{n, r, t}}}, \log \left((k+r)^{t} H_{n, r, t}\right)^{-C_{k, n, r, t}}$, $\log \left((k+r)^{t} H_{n, r, t}\right)^{-C_{k-1, n, r, t}} \in[a, b]$ for all $k \in\{2, \ldots, n\}$, then

$$
\begin{align*}
f\left(-Z\left(r, t, H_{n, r, t}\right)\right) \geq & f\left(\log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{-1}{(1+r)^{t} H_{n, r, t}}}\right) \\
& +\sum_{k=2}^{n} f\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{-C_{k, n, r, t}}\right) \\
& -\sum_{k=2}^{n} f\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{-C_{k-1, n, t, t}}\right) . \tag{11.34}
\end{align*}
$$

If $f$ is Wright-concave, then the reversed inequalities hold in (11.33) and (11.34).
Proof. It is easy to see that the sequence $\left\{p_{k}=\frac{1}{(k+r)^{t} H_{n, r, t}}\right\}_{k=1}^{n}$ is non-increasing over $k \in\{1, \ldots, n\}$.
(i) Take $p_{k}=\frac{1}{(k+r)^{t} H_{n, r, t}}$ in Theorem 11.9(a)(i), the result is immediate.
(ii) The idea of the proof is the same as discussed in $(i)$ but here we apply Theorem $11.9(b)(i)$ instead of Theorem 11.9(a)(i).

Corollary 11.7 Let $Z\left(r, t, H_{n, r, t}\right)$ be the Zipf-Mandelbrot entropy, $C_{k, n, r, t}$ be the cumulative distribution function and $f:[a, b] \rightarrow \mathbb{R}$ be a convex function.
(i) If all the conditions of Theorem 11.10(i) hold, then we have (11.33).
(ii) If all the conditions of Theorem 11.10(ii) hold, then we have (11.34).

If $f$ is concave, then the reversed inequalities hold in (11.33) and (11.34).

### 11.3.3 Linear functionals and mean value theorems

Consider the inequalities (11.25), (11.27) and (11.33) and define linear functionals as follows:

$$
\begin{align*}
\Phi_{1}(f)= & -f(S(\mathbf{p}))+f\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right) \\
& +\sum_{k=2}^{n}\left[f\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)-f\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)\right]  \tag{11.35}\\
\Phi_{2}(f)= & f(-S(\mathbf{p}))-f\left(p_{1} \log p_{1}\right)-\sum_{k=2}^{n}\left[f\left(P_{k} \log p_{k}\right)-f\left(P_{k-1} \log p_{k}\right)\right] \tag{11.36}
\end{align*}
$$

and

$$
\begin{align*}
\Phi_{3}(f)= & -f\left(Z\left(r, t, H_{n, r, t}\right)\right)+f\left(\log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{1}{(1+r)^{2} H_{n, r, t}}}\right) \\
& +\sum_{k=2}^{n}\left[f\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k, n, t, t}}\right)-f\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k-1, n, r, t}}\right)\right] . \tag{11.37}
\end{align*}
$$

If $f$ is a convex function defined on $[a, b]$ and if the sequence $\left\{p_{k}\right\}_{k=1}^{n} \subset \mathbb{R}$ is nonincreasing, then Corollary $11.5(a)(i)$ and Corollary $11.5(b)(i)$ imply that $\Phi_{1}(f) \geq 0$ and $\Phi_{2}(f) \geq 0$ respectively. Moreover, if $Z\left(r, t, H_{n, r, t}\right)$ is the Zipf-Mandelbrot entropy, $C_{k, n, r, t}$ is the cumulative distribution function and if $f:[a, b] \rightarrow \mathbb{R}$ is a convex function, then Corollary $11.7(i)$ implies that $\Phi_{3}(f) \geq 0$.

Now we present mean value theorems for the functional $\Phi_{i}(i=1-3)$. Lagrange-type mean value theorem related to $\Phi_{i}(i=1-3)$ states that:

Theorem 11.11 Let $f:[a, b] \rightarrow \mathbb{R}$ be such that $f \in C^{2}([a, b])$ and let $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ be the linear functionals as defined in (11.35), (11.36) and (11.37) respectively. Then there exists $\xi_{1}, \xi_{2}, \xi_{3} \in[a, b]$ such that

$$
\Phi_{i}(f)=\frac{f^{\prime \prime}\left(\xi_{i}\right)}{2} \Phi_{i}\left(f_{0}\right), \quad i \in\{1,2,3\}
$$

where $f_{0}(x)=x^{2}$.
Proof. The proof is analogous to the proof of Theorem 2.7 given in [5] (see also Theorem 2.2 in [14]).

The following theorem is a new analogue of the classical Cauchy mean value theorem, related to $\Phi_{i}(i=1-3)$.

Theorem 11.12 Let $f, g:[a, b] \rightarrow \mathbb{R}$ be such that $f, g \in C^{2}([a, b])$ and let $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ be the linear functionals as defined in (11.35), (11.36) and (11.37) respectively. Then there exist $\xi_{1}, \xi_{2}, \xi_{3} \in[a, b]$ such that

$$
\begin{equation*}
\frac{\Phi_{i}(f)}{\Phi_{i}(g)}=\frac{f^{\prime \prime}\left(\xi_{i}\right)}{g^{\prime \prime}\left(\xi_{i}\right)}, \quad i \in\{1,2,3\} \tag{11.38}
\end{equation*}
$$

provided that the denominators are non-zero.
Proof. The proof is analogous to the proof of Theorem 2.8 given in [5] (see also Theorem 2.4 in [14]).

Remark 11.5 (i) By taking $f(x)=x^{s}$ and $g(x)=x^{q}$ in (11.38), where $s, q \in \mathbb{R} \backslash\{0,1\}$ are such that $s \neq q$, we have

$$
\xi_{i}^{s-q}=\frac{q(q-1) \Phi_{i}\left(x^{s}\right)}{s(s-1) \Phi_{i}\left(x^{q}\right)}, \quad i \in\{1,2,3\}
$$

(ii) If the inverse of the function $f^{\prime \prime} / g^{\prime \prime}$ exists, then (11.38) implies that

$$
\xi_{i}=\left(\frac{f^{\prime \prime}}{g^{\prime \prime}}\right)^{-1}\left(\frac{\Phi_{i}(f)}{\Phi_{i}(g)}\right), \quad i \in\{1,2,3\}
$$

### 11.3.4 $n$-exponential convexity and log-convexity

Let $I$ be an open interval in $\mathbb{R}$.
Now we study the $n$-exponential convexity and log-convexity of the functions associated with the linear functionals $\Phi_{i}(i=1-3)$ as defined in (11.35)-(11.37).

Theorem 11.13 Let $\Omega=\left\{f_{s}: s \in I \subseteq \mathbb{R}\right\}$ be a family of functions defined on $[a, b]$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is n-exponentially convex in the Jensen sense on I for every three mutually distinct points $z_{0}, z_{1}, z_{2} \in[a, b]$. Let $\Phi_{i}(i=1-3)$ be the linear functionals as defined in (11.35)-(11.37). Then the following statements hold:
(i) The function $s \mapsto \Phi_{i}\left(f_{s}\right)$ is n-exponentially convex in the Jensen sense on I and the matrix $\left[\Phi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m}$ is positive semi-definite for all $m \in \mathbb{N}, m \leq n$ and $s_{1}, \ldots, s_{m} \in I$. Particularly,

$$
\operatorname{det}\left[\Phi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m} \geq 0, \forall m \in \mathbb{N}, m \leq n
$$

(ii) If the function $s \mapsto \Phi_{i}\left(f_{s}\right)$ is continuous on $I$, then it is $n$-exponentially convex on $I$.

Proof. The idea of the proof is the same as that of the proof of Theorem 9 in [6].
The following corollary is an immediate consequence of Theorem 11.13.
Corollary 11.8 Let $\Omega=\left\{f_{s}: s \in I \subseteq \mathbb{R}\right\}$ be a family of functions defined on $[a, b]$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is exponentially convex in the Jensen sense on I for every three mutually distinct points $z_{0}, z_{1}, z_{2} \in[a, b]$. Let $\Phi_{i}(i=1-3)$ be the linear functionals as defined in (11.35)-(11.37). Then the following statements hold:
(i) The function $s \mapsto \Phi_{i}\left(f_{s}\right)$ is exponentially convex in the Jensen sense on I and the matrix $\left[\Phi_{i}\left(\frac{f_{s_{j}+s_{k}}}{2}\right)\right]_{j, k=1}^{m}$ is positive semi-definitefor all $m \in \mathbb{N}, m \leq n$ and $s_{1}, \ldots, s_{m} \in$ I. Particularly,

$$
\operatorname{det}\left[\Phi_{i}\left(f_{\frac{s_{j}+s_{k}}{2}}\right)\right]_{j, k=1}^{m} \geq 0, \forall m \in \mathbb{N}, m \leq n
$$

(ii) If the function $s \mapsto \Phi_{i}\left(f_{s}\right)$ is continuous on $I$, then it is exponentially convex on $I$.

Corollary 11.9 Let $\Omega=\left\{f_{s}: s \in I \subseteq \mathbb{R}\right\}$ be a family of functions defined on $[a, b]$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is 2-exponentially convex in the Jensen sense on I for every three mutually distinct points $z_{0}, z_{1}, z_{2} \in[a, b]$. Let $\Phi_{i}(i=1-3)$ be the linear functionals as defined in (11.35)-(11.37). Further, assume that $\Phi_{i}\left(f_{s}\right)(i=1-3)$ is strictly positive for $f_{s} \in \Omega$. Then the following statements hold:
(i) If the function $s \mapsto \Phi_{i}\left(f_{s}\right)$ is continuous on $I$, then it is 2-exponentially convex on $I$ and so it is log-convex on I and for $\tilde{r}, s, \tilde{t} \in I$ such that $\tilde{r}<s<\tilde{t}$, we have

$$
\begin{equation*}
\left[\Phi_{i}\left(f_{s}\right)\right]^{\tilde{\tau}-\tilde{r}} \leq\left[\Phi_{i}\left(f_{\tilde{r}}\right)\right]^{\tilde{\tau}-s}\left[\Phi_{i}\left(f_{\tilde{t}}\right)\right]^{s-\tilde{r}}, \quad i \in\{1,2,3\}, \tag{11.39}
\end{equation*}
$$

known as Lyapunov's inequality. If $\tilde{r}<\tilde{t}<s$ or $s<\tilde{r}<\tilde{t}$, then the reversed inequalities hold in (11.39).
(ii) If the function $s \mapsto \Phi_{i}\left(f_{s}\right)$ is differentiable on I, then for every $s, q, u, v \in I$ such that $s \leq u$ and $q \leq v$, we have

$$
\begin{equation*}
\mu_{s, q}\left(\Phi_{i}, \Omega\right) \leq \mu_{u, v}\left(\Phi_{i}, \Omega\right), \quad i \in\{1,2,3\}, \tag{11.40}
\end{equation*}
$$

where

$$
\mu_{s, q}\left(\Phi_{i}, \Omega\right)= \begin{cases}\left(\frac{\Phi_{i}\left(f_{s}\right)}{\Phi_{i}\left(f_{q}\right)}\right)^{\frac{1}{s-q}}, & s \neq q  \tag{11.41}\\ \exp \left(\frac{\frac{d}{d s} \Phi_{i}\left(f_{s}\right)}{\Phi_{i}\left(f_{s}\right)}\right), & s=q\end{cases}
$$

for $f_{s}, f_{q} \in \Omega$.
Proof. The idea of the proof is the same as that of the proof of Corollary 5 given in [6].
Remark 11.6 Note that the results from Theorem 11.13, Corollary 11.8 and Corollary 11.9 still hold when two of the points $z_{0}, z_{1}, z_{2} \in[a, b]$ coincide, say $z_{1}=z_{0}$, for a family of differentiable functions $f_{s}$ such that the function $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is $n$-exponentially convex in the Jensen sense (exponentially convex in the Jensen sense, log-convex in the Jensen sense on $I$ ); and furthermore, they still hold when all three points coincide for a family of twice differentiable functions with the same property.

There are several families of functions which fulfil the conditions of Theorem 11.13, Corollaries 11.8 and 11.9, and Remark 11.6 and so the results of these theorem and corollaries can be applied for them. Here we present an example for such a family of functions and for more examples see [9].

Example 11.2 Consider the family of functions

$$
\tilde{\Omega}=\left\{f_{s}:(0, \infty) \rightarrow \mathbb{R}: s \in \mathbb{R}\right\}
$$

defined by

$$
f_{s}(x)=\left\{\begin{array}{l}
\frac{x^{s}}{s(s-1)}, s \notin\{0,1\} \\
-\log x, s=0 \\
x \log x, s=1
\end{array}\right.
$$

Here $\frac{d^{2}}{d x^{2}} f_{s}(x)=x^{s-2}=e^{(s-2) \log x}>0$, which shows that $f_{s}$ is convex for $x>0$ and $s \mapsto \frac{d^{2}}{d x^{2}} f_{s}(x)$ is exponentially convex by definition.

In order to prove that the function $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is exponentially convex, it is enough to show that

$$
\begin{equation*}
\sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k}\left[z_{0}, z_{1}, z_{2} ; f_{\frac{s_{j}+s_{k}}{2}}\right]=\left[z_{0}, z_{1}, z_{2} ; \sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k} f_{\frac{s_{j}+s_{k}}{2}}\right] \geq 0 \tag{11.42}
\end{equation*}
$$

for all $n \in \mathbb{N}, \varsigma_{j}, s_{j} \in \mathbb{R}, j \in\{1, \ldots, n\}$. By Definition 11.3, inequality (11.42) will hold if $\Xi(x):=\sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k} f_{\frac{s_{j}+s_{k}}{2}}(x)$ is convex. Since $s \mapsto \frac{d^{2}}{d x^{2}} f_{s}(x)$ is exponentially convex, that is

$$
\sum_{j, k=1}^{n} \varsigma_{j} \varsigma_{k} f_{\frac{s_{j}+s_{k}}{\prime \prime}}^{\prime \prime} \geq 0, \quad \forall n \in \mathbb{N}, \varsigma_{j}, s_{j} \in \mathbb{R}, j \in\{1, \ldots, n\}
$$

which shows the convexity of $\Xi$, inequality (11.42) is immediate. Now as the function $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is exponentially convex, $s \mapsto\left[z_{0}, z_{1}, z_{2} ; f_{s}\right]$ is exponentially convex in the

Jensen sense and by using Corollary 11.8, we have $s \mapsto \Phi_{i}\left(f_{s}\right)(i=1-3)$ is exponentially convex in the Jensen sense. Since these mappings are continuous, $s \mapsto \Phi_{i}\left(f_{s}\right)(i=1-3)$ is exponentially convex.

If $\tilde{r}, s, \tilde{t} \in \mathbb{R}$ are such that $\tilde{r}<s<\tilde{t}$, then from (11.39) we have

$$
\begin{equation*}
\Phi_{i}\left(f_{s}\right) \leq\left[\Phi_{i}\left(f_{\tilde{r}}\right)\right]^{\frac{\tilde{i}-s}{1-\tilde{r}}}\left[\Phi_{i}\left(f_{\tilde{t}}\right)\right]^{\frac{s-\tilde{r}}{1-\tilde{r}}}, \quad i \in\{1,2,3\} . \tag{11.43}
\end{equation*}
$$

If $\tilde{r}<\tilde{t}<s$ or $s<\tilde{r}<\tilde{t}$, then the reversed inequality holds in (11.43).
Particularly, for $i \in\{1,2,3\}$ and $\tilde{r}, s, \tilde{t} \in \mathbb{R} \backslash\{0,1\}$ such that $\tilde{r}<s<\tilde{t}$, we have

$$
\begin{aligned}
& \frac{-S^{s}(\mathbf{p})+\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{s}+\sum_{k=2}^{n}\left(\log \left(\frac{1}{p_{k}}\right)\right)^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right)}{s(s-1)} \\
& \leq\left[\frac{-S^{\tilde{r}}(\mathbf{p})+\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{\tilde{r}}+\sum_{k=2}^{n}\left(\log \left(\frac{1}{p_{k}}\right)\right)^{\tilde{r}}\left(P_{k}^{\tilde{r}}-P_{k-1}^{\tilde{r}}\right)}{\tilde{r}(\tilde{r}-1)}\right]^{\frac{\tilde{t}-s}{t-\tilde{r}}} \\
& \quad \times\left[\frac{-S^{\tilde{t}}(\mathbf{p})+\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{\tilde{t}}+\sum_{k=2}^{n}\left(\log \left(\frac{1}{p_{k}}\right)\right)^{\tilde{t}}\left(P_{k}^{\tilde{t}}-P_{k-1}^{\tilde{t}}\right)}{\tilde{t}(\tilde{t}-1)}\right]^{\frac{s-\tilde{r}}{t-\tilde{r}}}, \\
& \left.\frac{(-S(\mathbf{p}))^{s}-\left(p_{1} \log p_{1}\right)^{s}-\sum_{k=2}^{n}\left(\log p_{k}\right)^{s}\left(P_{k}^{s}-P_{k-1}^{s}\right)}{s(s-1)}\right]^{\tilde{r}(\tilde{r}-1)} \\
& \quad \leq\left[\frac{(-S(\mathbf{p}))^{\tilde{r}}-\left(p_{1} \log p_{1}\right)^{\tilde{r}}-\sum_{k=2}^{n}\left(\log p_{k}\right)^{\tilde{r}}\left(P_{k}^{\tilde{r}}-P_{k-1}^{\tilde{r}}\right)}{\tilde{t}(\tilde{t}-1)}\right]^{\frac{\tilde{t}-s}{t-\tilde{r}}} \\
& \quad \times\left[\frac{(-S(\mathbf{p}))^{\tilde{t}}-\left(p_{1} \log p_{1}\right)^{\tilde{t}}-\sum_{k=2}^{n}\left(\log p_{k}\right)^{\tilde{t}}\left(P_{k}^{\tilde{t}}-P_{k-1}^{\tilde{\tilde{t}}}\right)}{\frac{s-\tilde{r}}{t-\tilde{r}}}\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{1}{s(s-1)}\left[-Z^{S}\left(r, t, H_{n, r, t}\right)+\left(\log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{1}{(1+r)^{t} H_{n, r, t}}}\right)^{s}\right. \\
& \left.+\sum_{k=2}^{n}\left[\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k, n, r, t}}\right)^{s}-\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k-1, n, r, t}}\right)^{s}\right]\right] \\
\leq & \left(\frac{1}{\tilde{r}(\tilde{r}-1)}\right)^{\frac{\tilde{T}-s}{t-\tilde{r}}}\left[-Z^{\tilde{r}}\left(r, t, H_{n, r, t}\right)+\left(\log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{1}{(1+r)^{t} H_{n, r, t}}}\right)^{\tilde{r}}\right. \\
& \left.+\sum_{k=2}^{n}\left[\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{c_{k, n, r, t}}\right)^{\tilde{r}}-\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{C_{k-1, n, t, t}}\right)^{\tilde{r}}\right]\right]^{\frac{\tilde{T}-s}{t-\tilde{r}}}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\frac{1}{\tilde{t}(\tilde{t}-1)}\right)^{\frac{s-\tilde{r}}{t-\tilde{r}}}\left[-Z^{\tilde{t}}\left(r, t, H_{n, r, t}\right)+\left(\log \left((1+r)^{t} H_{n, r, t}\right)^{\frac{1}{(1+r)^{t} H_{n, r, t}}}\right)^{\tilde{\tau}}\right. \\
& \left.\times \sum_{k=2}^{n}\left[\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{c_{k, n, t, t}}\right)^{\tilde{t}}-\left(\log \left((k+r)^{t} H_{n, r, t}\right)^{c_{k-1, n, t, t}}\right)^{\tilde{t}}\right]\right]^{\frac{s-\tilde{r}}{\tilde{t} \tilde{r}}} .
\end{aligned}
$$

In this case, $\mu_{s, q}\left(\Phi_{i}, \Omega\right)(i=1-3)$ defined in (11.41) becomes

$$
\mu_{s, q}\left(\Phi_{i}, \tilde{\Omega}\right)= \begin{cases}\left(\frac{\Phi_{i}\left(f_{s}\right)}{\Phi_{i}\left(f_{q}\right)}\right)^{\frac{1}{s-q}}, & s \neq q \\ \exp \left(\frac{1-2 s}{s(s-1)}-\frac{\Phi_{i}\left(f_{0} f_{s}\right)}{\Phi_{i}\left(f_{s}\right)}\right), & s=q \notin\{0,1\}, \\ \exp \left(1-\frac{\Phi_{i}\left(f_{0}^{2}\right)}{2 \Phi_{i}\left(f_{0}\right)}\right), & s=q=0 \\ \exp \left(-1-\frac{\Phi_{i}\left(f_{0} f_{1}\right)}{2 \Phi_{i}\left(f_{1}\right)}\right), & s=q=1\end{cases}
$$

In particular for $i=1$, we have

$$
\begin{aligned}
\Phi_{1}\left(f_{s}\right)= & \frac{1}{s(s-1)}\left(-S^{s}(\mathbf{p})+p_{1}^{s} \log ^{s}\left(\frac{1}{p_{1}}\right)+\sum_{k=2}^{n} \log ^{s}\left(\frac{1}{p_{k}}\right)\left(P_{k}^{s}-P_{k-1}^{s}\right)\right), s \notin\{0,1\}, \\
\Phi_{1}\left(f_{0}\right)= & \log \left(\frac{S(\mathbf{p})}{p_{1} \log \left(\frac{1}{p_{1}}\right)}\right)+\sum_{k=2}^{n} \log \left(\frac{P_{k-1}}{P_{k}}\right), \\
\Phi_{1}\left(f_{1}\right)= & \log \left(\frac{\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{p_{1} \log \left(\frac{1}{p_{1}}\right)}}{(S(\mathbf{p}))^{S(\mathbf{p})}}\right)+\sum_{k=2}^{n} \log \left(\frac{\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)^{P_{k} \log \left(\frac{1}{p_{k}}\right)}}{\left.\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)^{P_{k-1} \log \left(\frac{1}{p_{k}}\right)}\right),}\right. \\
\Phi_{1}\left(f_{0}^{2}\right)= & \sum_{k=2}^{n}\left[\log ^{2}\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)-\log ^{2}\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)\right]+\log ^{2}\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right) \\
& -\log ^{2}(S(\mathbf{p})), \\
\Phi_{1}\left(f_{0} f_{1}\right)= & S(\mathbf{p}) \log ^{2}(S(\mathbf{p}))-p_{1} \log \left(\frac{1}{p_{1}}\right) \log ^{2}\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right) \\
& -\sum_{k=2}^{n} \log ^{2}\left(\frac{1}{p_{k}}\right)\left[P_{k} \log ^{2}\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)-P_{k-1} \log ^{2}\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{1}\left(f_{0} f_{s}\right)= & \frac{1}{s(s-1)}\left(\log \left(\frac{(S(\mathbf{p}))^{(S(\mathbf{p}))^{s}}}{\left(p_{1} \log \left(\frac{1}{p_{1}}\right)\right)^{p_{1}^{s} \log ^{s}\left(\frac{1}{p_{1}}\right)}}\right)\right. \\
& \left.+\sum_{k=2}^{n} \log \left(\frac{\left(P_{k-1} \log \left(\frac{1}{p_{k}}\right)\right)^{P_{k-1}^{s} \log ^{s}\left(\frac{1}{p_{k}}\right)}}{\left(P_{k} \log \left(\frac{1}{p_{k}}\right)\right)^{\left(P_{k}^{s} \log ^{s}\left(\frac{1}{p_{k}}\right)\right)^{s}}}\right)\right), \quad s \notin\{0,1\} .
\end{aligned}
$$

If $\Phi_{i}(i=1-3)$ is positive, then Theorem 11.12 applied for $f=f_{s} \in \tilde{\Omega}$ and $g=f_{q} \in \tilde{\Omega}$ yields that there exists $\xi_{i} \in[a, b]$ such that

$$
\xi_{i}^{s-q}=\frac{\Phi_{i}\left(f_{s}\right)}{\Phi_{i}\left(f_{q}\right)}, \quad i \in\{1,2,3\}
$$

Since the function $\xi_{i} \mapsto \xi_{i}^{s-q}$ is invertible for $s \neq q$, we have

$$
a \leq\left(\frac{\Phi_{i}\left(f_{s}\right)}{\Phi_{i}\left(f_{q}\right)}\right)^{\frac{1}{s-q}} \leq b, \quad i \in\{1,2,3\}
$$

which together with the fact that $\mu_{s, q}\left(\Phi_{i}, \tilde{\Omega}\right)(i=1-3)$ is continuous, symmetric and monotonous (by (11.40)), shows that $\mu_{s, q}\left(\Phi_{i}, \tilde{\Omega}\right)$ is a mean.
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