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and Ksenija Smoljak Kalamir





Weighted
Steffensen’s Inequality

Recent Advances in Generalizations
of Steffensen’s Inequality

Julije Jakšetić
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Preface

Since its invention in 1918, Steffensen’s inequality is generalized in numerous directions
under various settings. This book collects its most recent advances in generalizations. Un-
der the vast diversities, in this book, Steffensen’s inequality is connected with the following
notions: convex functions, higher order convexity, exponential convexity, h−convex func-
tions, interpolating polynomials, measure theoretic aspects, weighted Bellman-Steffensen
type inequalities, Gauss type inequalities , Hölder type inequalities. . .
The book is organized as follows:

In the first chapter we consider the original version of Steffensen’s inequality, its full
characterization under relaxed assumptions, and then we overview tools and already known
results that will serve for further generalizations in the later chapters.

In the second chapter, the original version of Steffensen’s and reversed Steffensen’s
inequality is characterized in a measure theory settings (finite positive measures). In these
settings, Bellman Lp generalization of the inequality is proved and further improvement of
an extension of Bellman-Steffensen type of inequalities. Hölder inequality is also general-
ized in these settings, using modified Steffensen inequality.

In the third chapter results of Mercer, Pečarić and Wu-Srivastava are generalized, in
terms of measure theory, as fixed bounds for function g are relaxed to functions. In this
chaper we also cover Cerone’s and Pachpatte’s results and their generalizations.

In the fourth chapter we consider Steffensen inequality for convex and 3-convex func-
tions. This chapter also covers Gauss-type and Gauss-Steffenesen type inequalities.

In the fifth chapter we consider weighted Steffensen inequality for n-convex functions
using Taylor’s formula, Euler-type identities, Montgomery’s identity, Fink’s identity, Lid-
stone polynomial and two-point Abel-Gontscharoff polynomials.
In every chapter of the book, after proving inequalities, appropriate linear functionals are
constructed and corresponding Cauchy type means and exponentially convex functions are
constructed.
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Chapter1

Basic results and definitions

1.1 Steffensen’s inequality

Since its appearance in 1918 Steffensen’s inequality has been a subject of investigation
by many mathematicians. The book [82] is devoted to generalizations and refinements of
Steffensen’s inequality and its connection to other inequalities, such as Gauss’, Jensen-
Steffensen’s, Hölder’s and Iyengar’s inequality.

In this section we recall some important generalizations and refinements of Steffensen’s
inequality.

The original version from [85] has the following form.

Theorem 1.1 Suppose that f and g are integrable functions defined on (a,b), f is non-
increasing and for each t ∈ (a,b) 0 ≤ g ≤ 1. Then

∫ b

b−
f (t)dt ≤

∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt, (1.1)

where

 =
∫ b

a
g(t)dt. (1.2)

1
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Proof. The proof of the second inequality in (1.1) goes as follows.∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt =

∫ a+

a
[1−g(t)] f (t)dt−

∫ b

a+
f (t)g(t)dt

≥ f (a+ )
∫ a+

a
[1−g(t)]dt−

∫ b

a+
f (t)g(t)dt

= f (a+ )
[
 −

∫ a+

a
g(t)dt

]
−
∫ b

a+
f (t)g(t)dt

= f (a+ )
∫ b

a+
g(t)dt−

∫ b

a+
f (t)g(t)dt

=
∫ b

a+
g(t)[ f (a+ )− f (t)]dt ≥ 0.

The first inequality in (1.1) is proved in a similar way, but it also follows from the second
one. One merely sets G(t) = 1− g(t) and  =

∫ b
a G(t)dt. Since 0 ≤ g(t) ≤ 1 on (a,b)

implies 0 ≤ G(t) ≤ 1 on (a,b) and b−a =  +. Using the second inequality in (1.1) we
obtain ∫ b

a
f (t)G(t)dt ≤

∫ a+

a
f (t)dt,∫ b

a
f (t)[1−g(t)]dt ≤

∫ b−

a
f (t)dt,∫ b

a
f (t)dt−

∫ b−

a
f (t)dt ≤

∫ b

a
f (t)g(t)dt.

Hence, ∫ b

b−
f (t)dt ≤

∫ b

a
f (t)g(t)dt,

which is the first inequality in (1.1). �

Mitrinović stated in [48] (see also [82, p. 15]) that inequalities in (1.1) follow from the
identities

∫ a+

a
f (t)dt −

b∫
a

f (t)g(t)dt

=
∫ a+

a
[ f (t)− f (a+ )][1−g(t)]dt+

∫ b

a+
[ f (a+ )− f (t)]g(t)dt (1.3)

and

∫ b

a
f (t)g(t)dt−

b∫
b−

f (t)dt

=
∫ b−

a
[ f (t)− f (b− )]g(t)dt +

∫ b

b−
[ f (b− )− f (t)][1−g(t)]dt. (1.4)
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Applying Steffensen’s inequality to appropriate functions, in [45] Masjed-Jamei, Qi
and Srivastava obtained the following Steffensen type inequalities:

Theorem 1.2 If f and g are integrable functions such that f is nonincreasing and

− 
b−a

(
1− 1

q

)
≤ g(x) ≤ 1− 

b−a

(
1− 1

q

)
(1.5)

on (a,b), where q �= 0 and

 = q
∫ b

a
g(x)dx,

then∫ b

b−
f (x)dx− 

b−a

(
1− 1

q

)∫ b

a
f (x)dx ≤

∫ b

a
f (x)g(x)dx

≤
∫ a+

a
f (x)dx− 

b−a

(
1− 1

q

)∫ b

a
f (x)dx.

(1.6)

The inequalities (1.6) are reversed for f nondecreasing.

Identities (1.3) and (1.4) are starting points for researching the conditions of Stef-
fensen’s inequality and eventually changing them. Milovanović and Pečarić in their paper
[47], using integration by parts in identities (1.3) and (1.4), obtained weaker conditions
on the function g. Vasić and Pečarić in paper [87] showed that this weaker conditions are
necessary and sufficient. Hence, we have the following theorem.

Theorem 1.3 Let f and g be integrable functions on [a,b] and let  =
∫ b
a g(t)dt.

(a) The second inequality in (1.1) holds for every nonincreasing function f if and only
if ∫ x

a
g(t)dt ≤ x−a and

∫ b

x
g(t)dt ≥ 0, for every x ∈ [a,b]. (1.7)

(b) The first inequality in (1.1) holds for every nonincreasing function f if and only if∫ b

x
g(t)dt ≤ b− x and

∫ x

a
g(t)dt ≥ 0, for every x ∈ [a,b]. (1.8)

Using identities (1.3) and (1.4) and integration by parts, Pečarić in [55] also proved
conditions for inverse inequalities in (1.1).

Theorem 1.4 Let f : I → R, g : [a,b] → R ([a,b] ⊆ I where I is an interval in R) be
integrable functions, and a+ ∈ I where  is given by (1.2). Then∫ a+

a
f (t)dt ≤

∫ b

a
f (t)g(t)dt
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holds for every nonincreasing function f if and only if∫ x

a
g(t)dt ≥ x−a, for x ∈ [a,a+ ] and

∫ b

x
g(t)dt ≤ 0, for x ∈ (a+ ,b],

and 0 ≤  ≤ b−a;
or ∫ x

a
g(t)dt ≥ x−a, for x ∈ [a,b],

and  > b−a;
or ∫ b

x
g(t)dt ≤ 0, for x ∈ [a,b]

and  < 0.

Theorem 1.5 Let f : I → R, g : [a,b] → R ([a,b] ⊆ I where I is an interval in R) be
integrable functions, and b− ∈ I where  is given by (1.2). Then∫ b

b−
f (t)dt ≥

∫ b

a
f (t)g(t)dt

holds for every nonincreasing function f if and only if∫ x

a
g(t)dt ≤ 0, for x ∈ [a,b− ] and

∫ b

x
g(t)dt ≥ b− x, for x ∈ (b− ,b],

and 0 ≤  ≤ b−a;
or ∫ b

x
g(t)dt ≥ b− x, for x ∈ [a,b],

and  > b−a;
or ∫ x

a
g(t)dt ≤ 0, for x ∈ [a,b]

and  < 0.

In 1982 Pečarić proved the following generalization of Steffensen’s inequality (see
[56]).

Theorem 1.6 Let h be a positive integrable function on [a,b] and f be an integrable
function such that f/h is nondecreasing on [a,b]. If g is a real-valued integrable function
such that 0 ≤ g ≤ 1, then ∫ b

a
f (t)g(t)dt ≥

∫ a+

a
f (t)dt (1.9)

holds, where  is the solution of the equation∫ a+

a
h(t)dt =

∫ b

a
h(t)g(t)dt. (1.10)

If f/h is a nonincreasing function, then the reverse inequality in (1.9) holds.



1.1 STEFFENSEN’S INEQUALITY 5

Theorem 1.7 Let the conditions of Theorem 1.6 be fulfilled. Then∫ b

a
f (t)g(t)dt ≤

∫ b

b−
f (t)dt,

where  is the solution of the equation∫ b

b−
h(t)dt =

∫ b

a
h(t)g(t)dt. (1.11)

For h(x) = 1 we have Steffensen’s inequality.
In [46] Mercer proved the following generalization of Steffensen’s inequality.

Theorem 1.8 Let f ,g and h be integrable functions on (a,b) with f nonincreasing and
0 ≤ g ≤ h. Then ∫ b

b−
f (t)h(t)dt ≤

∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt, (1.12)

where  is given by ∫ a+

a
h(t)dt =

∫ b

a
g(t)dt. (1.13)

Wu and Srivastava in [93] and Liu in [44] noted that the generalization due to Mercer
is incorrect as stated. They have proved that it is true if we add the condition:∫ b

b−
h(t)dt =

∫ b

a
g(t)dt. (1.14)

As proven by Pečarić, Perušić and Smoljak in [61], a corrected version of Mercer’s
result follows from Theorems 1.6 and 1.7, and is stated as following.

Theorem 1.9 Let h be a positive integrable function on [a,b] and f ,g be integrable func-
tions on [a,b] such that f is nonincreasing on [a,b] and 0 ≤ g ≤ h.

a) Then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt,

where  is given by (1.13).

b) Then ∫ b

b−
f (t)h(t)dt ≤

∫ b

a
f (t)g(t)dt,

where  is given by (1.14).

In [46] Mercer also gave the following theorem.
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Theorem 1.10 Let f ,g,h and k be integrable functions on (a,b) with k > 0, f/k nonin-
creasing and 0 ≤ g ≤ h. Then

∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt,

where  is given by ∫ a+

a
h(t)k(t)dt =

∫ b

a
g(t)k(t)dt. (1.15)

As showed in [82, p. 57] Theorem 1.10 is equivalent to Theorem 1.6.
Next, we recall a corrected and refined version of Mercer’s result given by Wu and

Srivastava in [93].

Theorem 1.11 Let f ,g and h be integrable functions on [a,b] with f nonincreasing and
let 0 ≤ g ≤ h. Then the following integral inequalities hold true

∫ b

b−
f (t)h(t)dt ≤

∫ b

b−
( f (t)h(t)− [ f (t)− f (b− )][h(t)−g(t)])dt

≤
∫ b

a
f (t)g(t)dt ≤

∫ a+

a
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])dt

≤
∫ a+

a
f (t)h(t)dt,

where  satisfies ∫ a+

a
h(t)dt =

∫ b

a
g(t)dt =

∫ b

b−
h(t)dt. (1.16)

Motivated by refinement of Steffensen’s inequality given in [93], Pečarić, Perušić and
Smoljak [61] obtained the following refined version of results given in Theorems 1.6 and
1.7.

Corollary 1.1 Let h be a positive integrable function on [a,b] and f ,g be integrable func-
tions on [a,b] such that f/h is nonincreasing and 0 ≤ g ≤ 1. Then

∫ b

a
f (t)g(t)dt ≤

∫ a+

a

(
f (t)−

[
f (t)
h(t)

− f (a+ )
h(a+ )

]
h(t)[1−g(t)]

)
dt

≤
∫ a+

a
f (t)dt,

(1.17)

where  is given by (1.10).
If f/h is a nondecreasing function, then the reverse inequality in (1.17) holds.
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Corollary 1.2 Let h be a positive integrable function on [a,b] and f ,g be integrable func-
tions on [a,b] such that f/h is nonincreasing and 0 ≤ g ≤ 1. Then∫ b

b−
f (t)dt ≤

∫ b

b−

(
f (t)−

[
f (t)
h(t)

− f (b− )
h(b− )

]
h(t)[1−g(t)]

)
dt

≤
∫ b

a
f (t)g(t)dt

(1.18)

where  is given by (1.11).
If f/h is a nondecreasing function, then the reverse inequality in (1.18) holds.

Furthermore, in [93] Wu and Srivastava proved a new sharpened and generalized ver-
sion of inequality (1.12). In [61] authors separated this result into two theorems to obtain
weaker conditions on  .

Theorem 1.12 Let f ,g,h and  be integrable functions on [a,b] with f nonincreasing
and let 0 ≤ (t) ≤ g(t) ≤ h(t)−(t), t ∈ [a,b]. Then∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt−

∫ b

a
| f (t)− f (a+ )|(t)dt

where  is given by (1.13).

Theorem 1.13 Let f ,g,h and  be integrable functions on [a,b] with f nonincreasing
and let 0 ≤ (t) ≤ g(t) ≤ h(t)−(t), t ∈ [a,b]. Then∫ b

b−
f (t)h(t)dt +

∫ b

a
| f (t)− f (b− )|(t)dt ≤

∫ b

a
f (t)g(t)dt

where  is given by (1.14).

The following theorem is Cerone’s generalization of Steffensen’s inequality given in
[15]. This generalization allows bounds that involve any two subintervals instead of re-
stricting them to include the end points.

Theorem 1.14 Let f ,g : [a,b] → R be integrable functions on [a,b] and let f be nonin-
creasing. Further, let 0 ≤ g ≤ 1 and

 =
∫ b

a
g(t)dt = di− ci,

where [ci,di] ⊆ [a,b] for i = 1,2 and d1 ≤ d2. Then∫ d2

c2

f (t)dt − r(c2,d2) ≤
∫ b

a
f (t)g(t)dt ≤

∫ d1

c1

f (t)dt +R(c1,d1)

holds, where

r(c2,d2) =
∫ b

d2

( f (c2)− f (t))g(t)dt ≥ 0

and

R(c1,d1) =
∫ c1

a
( f (t)− f (d1))g(t)dt ≥ 0.
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In 1959 Bellman gave an Lp generalization of Steffensen’s inequality (see [11]). As
noted by many mathematicians Bellman’s result is incorrect as stated. A comprehensive
survey of corrected versions and generalizations of Bellman’s result can be found in [82].
In the following theorem we recall generalization of Bellman’s result obtained by Pachpatte
in [53].

Theorem 1.15 Let f ,g,h be real-valued integrable functions defined on [0,1] such that
f (t) ≥ 0, h(t) ≥ 0, t ∈ [0,1], f/h is nonincreasing on [0,1] and 0 ≤ g ≤ A, where A is a
real positive constant. If p ≥ 1, then(∫ 1

0
g(t) f (t)dt

)p

≤ Ap
∫ 

0
f p(t)dt, (1.19)

where  is the solution of the equation∫ 

0
hp(t)dt =

1
Ap

(∫ 1

0
hp(t)g(t)dt

)(∫ 1

0
g(t)dt

)p−1

.

In [24] Gauss mentioned the following inequality:

Theorem 1.16 If f is a nonnegative nonincreasing function and k > 0, then∫ 

k
f (x)dx ≤ 4

9k2

∫ 

0
x2 f (x)dx. (1.20)

In [59] Pečarić proved the following result.

Theorem 1.17 Let G : [a,b] → R be an increasing function and let f : I → R be a non-
increasing function (I is an interval from R such that a,b,G(a),G(b) ∈ I). If G(x) ≥ x
then ∫ G(b)

G(a)
f (x)dx ≤

∫ b

a
f (x)G′(x)dx. (1.21)

If G(x) ≤ x, the reverse inequality in (1.21) is valid.
If f is a nondecreasing function and G(x) ≥ x then the inequality (1.21) is reversed.

Inequality (1.21) is usually called Gauss-Steffensen’s inequality. As pointed out in
[82] Gauss-Steffensen’s inequality includes as special cases three famous inequalities:
Volkov’s, Steffensen’s and Ostrowski’s inequality.

In [9] Alzer gave a lower bound for Gauss’ inequality (1.20). In fact, he proved the
following theorem.

Theorem 1.18 Let g : [a,b] → R be increasing, convex and differentiable, and let
f : I → R be nonincreasing function. Then∫ b

a
f (s(x))g′(x)dx ≤

∫ g(b)

g(a)
f (x)dx ≤

∫ b

a
f (t(x))g′(x)dx, (1.22)

where

s(x) =
g(b)−g(a)

b−a
(x−a)+g(a), (1.23)
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and
t(x) = g′(x0)(x− x0)+g(x0), x0 ∈ [a,b]. (1.24)

(I is an interval containing a,b,g(a),g(b),t(a) and t(b).)
If either g is concave or f is nondecreasing, then the reversed inequalities hold.

Remark 1.1 If we consider only the left-hand side inequality in (1.22), interval I should
only contain a,b,g(a) and g(b). When considering the right-hand side inequality in (1.22),
interval I should also contain t(a) and t(b).

1.2 Convex functions

In this section we give definitions and some properties of convex functions. Convex func-
tions are very important in the theory of inequalities. The third chapter of the classical
book of Hardy, Littlewood and Pólya [27] is devoted to the theory of convex functions (see
also [52]).

Definition 1.1 Let I be an interval in R. A function f : I → R is called convex if

f (x+(1− )y)≤  f (x)+ (1− ) f (y) (1.25)

for all points x,y ∈ I and all  ∈ [0,1]. It is called strictly convex if the inequality (1.25)
holds strictly whenever x and y are distinct points and  ∈ (0,1).

If the inequality in (1.25) is reversed, then f is said to be concave. It is called strictly
concave if the reversed inequality (1.25) holds strictly whenever x and y are distinct points
and  ∈ (0,1).

If f is both convex and concave, f is said to be affine.

Remark 1.2 (a) For x,y ∈ I, p,q ≥ 0, p+q > 0, (1.25) is equivalent to

f

(
px+qy
p+q

)
≤ p f (x)+q f (y)

p+q
.

(b) The simple geometrical interpretation of (1.25) is that the graph of f lies below its
chords.

(c) If x1,x2,x3 are three points in I such that x1 < x2 < x3, then (1.25) is equivalent to∣∣∣∣∣∣
x1 f (x1) 1
x2 f (x2) 1
x3 f (x3) 1

∣∣∣∣∣∣= (x3− x2) f (x1)+ (x1− x3) f (x2)+ (x2− x1) f (x3) ≥ 0

which is equivalent to

f (x2) ≤ x2 − x3

x1 − x3
f (x1)+

x1− x2

x1− x3
f (x3),
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or, more symmetrically and without the condition of monotonicity on x1,x2,x3

f (x1)
(x1 − x2)(x1− x3)

+
f (x2)

(x2− x3)(x2 − x1)
+

f (x3)
(x3 − x1)(x3 − x2)

≥ 0.

Proposition 1.1 If f is a convex function on I and if x1 ≤ y1, x2 ≤ y2, x1 �= x2, y1 �= y2,
then the following inequality is valid

f (x2)− f (x1)
x2− x1

≤ f (y2)− f (y1)
y2− y1

.

If the function f is concave, the inequality is reversed.

Definition 1.2 Let I be an interval in R. A function f : I → R is called convex in the
Jensen sense, or J-convex on I (midconvex, midpoint convex) if for all points x,y ∈ I the
inequality

f

(
x+ y

2

)
≤ f (x)+ f (y)

2
(1.26)

holds. A J-convex function is said to be strictly J-convex if for all pairs of points (x,y),x �=
y, strict inequality holds in (1.26).

In the context of continuity the following criteria of equivalence of (1.25) and (1.26) is
valid.

Theorem 1.19 Let f : I → R be a continuous function. Then f is a convex function if
and only if f is a J-convex function.

Definition 1.3 Let I be an interval in R. A function f : I → R is called Wright convex
function if for each x ≤ y, z ≥ 0, x,y+ z ∈ I, the inequality

f (x+ z)− f (x) ≤ f (y+ z)− f (y)

holds.

Next, we want do define convex functions of higher order, but first we need to define
divided differences.

Definition 1.4 Let f be a function defined on [a,b]. The n-th order divided difference of
f at distinct points x0,x1, . . . ,xn in [a,b] is defined recursively by

[x j; f ] = f (x j), j = 0, . . . ,n

and

[x0,x1, . . . ,xn; f ] =
[x1, . . . ,xn; f ]− [x0, . . . ,xn−1; f ]

xn − x0
. (1.27)
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Remark 1.3 The value [x0,x1, . . . ,xn; f ] is independent of the order of the points x0, . . . ,xn.
Previous definition can be extended to include the case in which some or all of the points
coincide by assuming that x0 ≤ ·· · ≤ xk and letting

[x, . . . ,x︸ ︷︷ ︸
j+1 times

; f ] =
f ( j)(x)

j!
,

provided that f ( j)(x) exists. Note that (1.27) is equivalent to

[x0, . . . ,xn; f ] =
n


k=0

f (xk)
 ′(xk)

, where  ′(xk) =
n


j=0
j �=k

(xk − x j).

Definition 1.5 Let n ∈ N. Function f : [a,b] → R is said to be n-convex on [a,b] if and
only if for every choice of n+1 distinct points x0,x1, . . . ,xn in [a,b]

[x0,x1, . . . ,xn; f ] ≥ 0. (1.28)

If the inequality in (1.28) is reversed, function f is said to be n-concave on [a,b] . If the
inequality is strict, f is said to be strictly n−convex (n−concave) function.

Remark 1.4 Specially, 0−convex function is nonnegative function, 1−convex function
is nondecreasing function, 2-convex function is convex function.

Theorem 1.20 If f (n) exists, then f is n−convex if and only if f (n) ≥ 0.

Definition 1.6 A positive function f is said to be logarithmically convex on an interval
I ⊆ R if log f is a convex function on I, or equivalently if for all x,y ∈ I and all  ∈ [0,1]

f (x+(1−)y)≤ f  (x) f 1−(y). (1.29)

For such function f , we shortly say f is log-convex.
It is said to be log-concave if the inequality in (1.29) is reversed.

Definition 1.7 A positive function f is said to be log-convex in the Jensen sense if for
each x,y ∈ I

f 2
(

x+ y
2

)
≤ f (x) f (y)

holds, i.e. if log f is convex in the Jensen sense.

As a consequence of results from Remark 1.2 (c) and Proposition 1.1 we get the fol-
lowing inequality for log-convex function:

[ f (b)]c−a ≤ [ f (a)]c−b [ f (c)]b−a. (1.30)
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Corollary 1.3 For a log-convex function f on interval I and p,q,r,s ∈ I such that
p ≤ r, q ≤ s, p �= q, r �= s, it holds

(
f (p)
f (q)

) 1
p−q

≤
(

f (r)
f (s)

) 1
r−s

. (1.31)

Inequality (1.31) is known as Galvani’s theorem for log-convex functions f : I → R.
At the end of this introductory section we overview one subclass of convex functions,

so-called s−convex functions (see [14]).

Definition 1.8 Let s be a real number, s ∈ (0,1]. A function f : [0,) → [0,) is said to
be s−convex if

f (x+(1−)y) ≤ s f (x)+ (1−)s f (y). (1.32)

for all x,y ∈ [0,) and  ∈ [0,1]

This class of function is recently even further refined (for details see [88]).

Definition 1.9 Let J be an open interval and h : J → R non-negative function, h �≡ 0. We
say that f : I → R is an h−convex function if f is non-negative and for all x,y ∈ I and
 ∈ (0,1) we have

f (x+(1−)y)≤ h() f (x)+h(1−) f (y). (1.33)

1.3 Exponentially convex functions

In this section we introduce definition of exponential convexity as given by Bernstein in
[12] (see also [7], [50], [51]). In this section I is an open interval in R.

Definition 1.10 A function h : I → R is said to be exponentially convex on I if it is
continuous and

n


i, j=1

i jh(xi + x j) ≥ 0

holds for every n ∈ N and all sequences (n)n∈N and (xn)n∈N of real numbers, such that
xi + x j ∈ I, 1 ≤ i, j ≤ n.
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The following Proposition follows directly from the previous Definition.

Proposition 1.2 For function h : I → R the following statements are equivalent:

(i) h is exponentially convex

(ii) h is continuous and
n


i, j=1

i jh

(
xi + x j

2

)
≥ 0, (1.34)

for all n ∈ N, all sequences (n)n∈N of real numbers, and all sequences (xn)n∈N
in I.

Note that for n = 1, it follows from (1.34) that exponentially convex function is non-
negative.

Directly from a definition of positive semi-definite matrix and inequality (1.34) we get
the following result.

Corollary 1.4 If h is exponentially convex on I, then the matrix[
h

(
xi + x j

2

)]n
i, j=1

is a positive semi-definite matrix. Specially,

det

[
h

(
xi + x j

2

)]n

i, j=1
≥ 0, (1.35)

for every n ∈ N and every choice xi ∈ I, i = 1, . . . ,n.

Remark 1.5 Note that for n = 2 from (1.35) we obtain

h(x1)h(x2)−h2
(

x1 + x2

2

)
≥ 0.

Hence, exponentially convex function is log-convex in the Jensen sense, and, being con-
tinuous, it is also log-convex function.

We continue with the definition of n-exponentially convex function.

Definition 1.11 A function h : I → R is n-exponentially convex in the Jensen sense on I
if

n


i, j=1

i jh

(
xi + x j

2

)
≥ 0

holds for all choices of i ∈ R and xi ∈ I, i = 1, . . . ,n.

A function h : I → R is n-exponentially convex on I if it is n-exponentially convex in
the Jensen sense and continuous on I.
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Remark 1.6 It is clear from the definition that 1-exponentially convex functions in the
Jensen sense are nonnegative functions.

Also, n-exponentially convex functions in the Jensen sense are k-exponentially convex
in the Jensen sense for every k ≤ n, k ∈ N.

A function h : I →R is exponentially convex in the Jensen sense on I if it is n−exponentially
convex in the Jensen sense for all n ∈ N.

One of the most important properties of exponentially convex functions is their integral
representation.

Theorem 1.21 The function  : I → R is exponentially convex on I if and only if

(x) =
∫

−
etxd(t), x ∈ I

for some non-decreasing function  : R → R.

Proof. See [7, p. 211]. �

Remark 1.7 A function  : I → R is log-convex in the Jensen sense, i.e.


(

x+ y
2

)2

≤ (x)(y), for all x,y ∈ I, (1.36)

if and only if

2(x)+2
(

x+ y
2

)
+ 2(y) ≥ 0

holds for every , ∈ R and x,y ∈ I, i.e., if and only if  is 2-exponentially convex in the
Jensen sense. By induction from (1.36) we have


(

1
2k x+

(
1− 1

2k

)
y

)
≤ (x)

1
2k (y)1− 1

2k .

Therefore, if  is continuous and (x) = 0 for some x ∈ I, then from the last inequality
and nonnegativity of  (see Remark 1.6) we get

(y) = lim
k→


(

1
2k x+

(
1− 1

2k

)
y

)
= 0 for all y ∈ I.

Hence, 2-exponentially convex function is either identically equal to zero or it is strictly
positive and log-convex.
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1.4 Functions convex at point c

In this section we introduce definition of a class of functions that extends the class of
convex functions as given by Pečarić and Smoljak in [75]

Definition 1.12 Let f : [a,b] → R be a function and c ∈ (a,b). We say that f belongs
to class M c

1 [a,b] ( f belongs to class M c
2 [a,b]) if there exists a constant A such that the

function F(x) = f (x)−Ax is nonincreasing (nondecreasing) on [a,c] and nondecreasing
(nonincreasing) on [c,b].

If f ∈ M c
1 [a,b] or f ∈ M c

2 [a,b] and f ′(c) exists, then f ′(c) = A.
Let us show this for f ∈ M c

1 [a,b]. Since F is nonincreasing on [a,c] and nondecreasing on
[c,b] for any distinct points x1,x2 ∈ [a,c] and y1,y2 ∈ [c,b] we have

[x1,x2;F ] = [x1,x2; f ]−A ≤ 0 ≤ [y1,y2; f ]−A = [y1,y2;F ].

Therefore, since f ′−(c) and f ′+(c) exist, letting x1 = y1 = c, x2 ↗ c and y2 ↘ c we get

f ′−(c) ≤ A ≤ f ′+(c). (1.37)

Remark 1.8 We mention here that Florea and Păltănea recently introduced (see [21]) the
following more general definition of the convexity of a function f : [a,b] → R at a point
c ∈ (a,b):

f (c)+ f (x+ y− c)≤ f (x)+ f (y),

for all x,y ∈ [a,b] such that x ≤ c ≤ y. This property is denoted by f ∈ Convc([a,b]).
We can easily state that M c

1 [a,b] ⊂ Convc([a,b]), but the two classes of punctual convex
functions are not equal. For example, consider the function

f (x) =

{
|x|, x ∈ [−1,1];
2−|x|, x ∈ [−2,2]\ [−1,1].

We have f ∈ Conv0([−2,2]) (see Example 2 in [21]). On the other hand, clearly
f /∈ M 0

1 [−2,2].

In the following lemma and theorem we give a connection between the class of func-
tions M c

1 [a,b] and the class of convex functions which was obtained in [75].

Lemma 1.1 If f : [a,b] → R is convex (concave), then f ∈ M c
1 [a,b] ( f ∈ M c

2 [a,b]) for
every c ∈ (a,b).

Proof. If f is convex, then f ′− and f ′+ exist (see [71]). Hence, for every x1,x2 ∈ [a,c] and
y1,y2 ∈ [c,b] it holds

f (x2)− f (x1)
x2− x1

≤ f ′−(c) ≤ f ′+(c) ≤ f (y2)− f (y1)
y2− y1

.
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Therefore, for every A ∈ [ f ′−(c), f ′+(c)] the function F(x) = f (x)−Ax satisfies

F(x2)−F(x1)
x2− x1

≤ 0 ≤ F(y2)−F(y1)
y2− y1

,

so F is nonincreasing on [a,c] and nondecreasing on [c,b]. �

Theorem 1.22 If f ∈M c
1 [a,b] ( f ∈M c

2 [a,b]) for every c ∈ (a,b), then f is convex (con-
cave).

Proof. We will give the proof for f ∈ M c
1 [a,b]. First, let us recall the characterization of

convexity given in [71]: the function g is convex if and only if the function

(x,y) → [x,y;g] =
g(x)−g(y)

x− y

is nondecreasing in both variables.
For every c ∈ (a,b) there exists constant Ac such that the function Fc(x) = f (x)−Acx

is nonincreasing on [a,c] and nondecreasing on [c,b]. So for every x1 �= x2 ≤ c ≤ y1 �= y2

we have

Fc(x2)−Fc(x1)
x2 − x1

=
f (x2)− f (x1)

x2− x1
−Ac ≤ 0 ≤ f (y2)− f (y1)

y2− y1
−Ac =

Fc(y2)−Fc(y1)
y2− y1

.

Particularly, for u < v < w we have

f (v)− f (u)
v−u

≤ Av ≤ f (w)− f (v)
w− v

. (1.38)

Now, let x1,x2,y ∈ [a,b] be arbitrary. If y < x1 < x2, applying (1.38) we get

f (x1)− f (y)
x1− y

≤ Ax1 ≤
f (x2)− f (x1)

x2− x1
=

f (x2)− f (y)
x2− x1

− f (x1)− f (y)
x2− x1

.

By multiplying the above inequality with x2−x1
x2−y > 0 and simplifying we get

f (x1)− f (y)
x1− y

≤ f (x2)− f (y)
x2− y

.

Similarly for the cases x1 < y < x2 and x1 < x2 < y. So we can conclude that the function
(x,y) → [x,y; f ] is nondecreasing in variable x. By symmetry, the same thing holds for
variable y, so the proof is completed. �

Taking into account Lemma 1.1 and Theorem 1.22, we can describe the property from
the Definition 1.12 as “convexity at point c”. Therefore, function f is convex on [a,b] if
and only if it is convex at every c ∈ (a,b).
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1.5 Čebyšev functional bounds

In this section we give definition of the Čebyšev functional and some results which we will
use in the book.

The Čebyšev functional is defined by

T ( f ,h) =
1

b−a

∫ b

a
f (t)h(t)dt− 1

b−a

∫ b

a
f (t)dt · 1

b−a

∫ b

a
h(t)dt

where f ,h : [a,b] → R are two Lebesgue integrable functions.

In 1882, Čebyšev proved that

|T ( f ,h)| ≤ 1
12

∥∥ f ′
∥∥


∥∥h′∥∥ (b−a)2 ,

provided that f ′,h′ exists and are continuous on [a,b] and ‖ f ′‖ = supt∈[a,b] | f ′ (t)|. It
also holds if f ,h : [a,b]→ R are absolutely continuous and f ′,g′ ∈ L [a,b] while ‖ f ′‖ =
supt∈[a,b] | f ′ (t)| .

In 1935, Grüss in his paper [26] proved the following inequality∣∣∣∣ 1
b−a

∫ b

a
f (t)h(t)dt − 1

b−a

∫ b

a
f (t)dt · 1

b−a

∫ b

a
h(t)dt

∣∣∣∣≤ 1
4

(M−m)(N−n) ,

having that f and h are two integrable functions on [a,b] satisfying the condition

m ≤ f (t) ≤ M, n ≤ h(t) ≤ N for all t ∈ [a,b]

The constant 1/4 is the best possible.

When considering the above Grüss inequality, we observe that on the left hand side of
the estimate is the Čebyšev functional, while the right side is of Grüss-type.
There exist lot of estimations for the Čebyšev functionalT . Recently, Cerone and Dragomir
in [16] proved the following theorems:

Theorem 1.23 Let f ,h : [a,b] → R be two absolutely continuous functions on [a,b] with
(·−a)(b−·)[ f ′]2, (·−a)(b−·)[h′]2 ∈ L1[a,b]. Then we have the inequality

|T ( f ,h)| ≤ 1√
2
[T ( f , f )]

1
2

1√
b−a

(∫ b

a
(x−a)(b− x)[h′(x)]2dx

) 1
2

. (1.39)

The constant 1√
2

in (1.39) is the best possible.
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Theorem 1.24 Assume that h : [a,b] → R is monotonic nondecreasing on [a,b] and f :
[a,b] → R is absolutely continuous with f ′ ∈ L[a,b]. Then we have the inequality

|T ( f ,h)| ≤ 1
2(b−a)

‖ f ′‖
∫ b

a
(x−a)(b− x)dh(x). (1.40)

The constant 1
2 in (1.40) is the best possible.

1.6 Interpolating polynomials

In this section definitions and some properties of Lidstone, Hermite and two-point Abel-
Gontscharoff interpolating polynomials are given, following the terminology from [2].

1.6.1 Lidstone interpolating polynomials

The Lidstone polynomial was introduced independently by Lidstone [42] in 1929 and
Poritsky [83] in 1932 as a generalization of the Taylor series that approximates a given
function in the neighborhood of two points instead of one.

In [92] Widder proved the following fundamental lemma:

Lemma 1.2 If f ∈C(2n)[0,1], then

f (t) =
n−1


k=0

[
f (2k)(0)k(1− t)+ f (2k)(1)k(t)

]
+
∫ 1

0
Gn(t,s) f (2n)(s)ds, (1.41)

where Gn is Green’s function defined by

G1(t,s) = G(t,s) =
{

(t−1)s, if s < t,
(s−1)t, if t ≤ s,

(1.42)

Gn(t,s) =
∫ 1

0
G1(t, p)Gn−1(p,s)dp, n ≥ 2 (1.43)

and n is the unique polynomial (Lidstone polynomial) of degree 2n+1, n ∈ N, defined on
an interval [0,1] by

0(t) = t,

′′
n(t) = n−1(t),

n(0) = n(1), n ≥ 1.

The Lidstone polynomial n(t) can be expressed in the terms of Gn(t,s) as

n(t) =
∫ 1

0
Gn(t,s)sds n ≥ 1.

The following lemma is given in [2].
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Lemma 1.3 The following holds

Gn(t,s) =

⎧⎪⎪⎨⎪⎪⎩
−

n−1


k=0
k(t)

(1−s)2n−2k−1

(2n−2k−1)! , t < s,

−
n−1


k=0
k(1− t) s2n−2k−1

(2n−2k−1)! , s ≤ t.
(1.44)

1.6.2 Hermite interpolating polynomials

Let −< a ≤ a1 < a2 < ... < ar ≤ b <, (r ≥ 2) be given. For f ∈Cn[a,b] there exists a
unique polynomial PH of degree n−1, called the Hermite interpolating polynomial of the
function f , satisfying the following Hermite conditions:

P(i)
H (a j) = f (i)(a j), 0 ≤ i ≤ k j, 1 ≤ j ≤ r,

r


j=1

k j + r = n.

The Hermite conditions include the following particular cases:

Simple Hermite or Osculatory conditions (n = 2m, r = m, k j = 1 for all j)

PO(a j) = f (a j), P′
O(a j) = f ′(a j), 1 ≤ j ≤ m,

Lagrange conditions (r = n, k j = 0 for all j)

PL(a j) = f (a j), 1 ≤ j ≤ n,

Type (m,n−m) conditions (r = 2, a1 = a, a2 = b, 1 ≤ m ≤ n − 1, k1 = m − 1,
k2 = n−m−1)

P(i)
mn(a) = f (i)(a), 0 ≤ i ≤ m−1,

P(i)
mn(b) = f (i)(b), 0 ≤ i ≤ n−m−1,

One-point Taylor conditions (r = 1,k1 = n−1)

P(i)
T (a) = f (i)(a), 0 ≤ i ≤ n−1,

Two-point Taylor conditions (n = 2m, r = 2, a1 = a, a2 = b, k1 = k2 = m−1)

P(i)
2T (a) = f (i)(a), P(i)

2T (b) = f (i)(b), 0 ≤ i ≤ m−1.

The associated error |eH(t)| can be represented in the terms of the Green function
GH,n(t,s) for the multipoint boundary value problem

z(n)(t) = 0, z(i)(a j) = 0, 0 ≤ i ≤ k j, 1 ≤ j ≤ r,

that is, the following result given in [2] holds:
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Theorem 1.25 Let f ∈Cn[a,b], and let PH be its Hermite interpolating polynomial. Then

f (t) = PH(t)+ eH(t)

=
r


j=1

k j


i=0

Hi j(t) f (i)(a j)+
∫ b

a
GH,n(t,s) f (n)(s)ds, (1.45)

where Hi j are fundamental polynomials of the Hermite basis defined by

Hi j(t) =
1
i!

(t)
(t−a j)k j+1−i

k j−i


k=0

1
k!

dk

dtk

(
(t−a j)
(t)

k j+1
)∣∣∣

t=a j
(t−a j)k, (1.46)

where

(t) =
r


j=1

(t−a j)k j+1, (1.47)

and GH,n is Green’s function for the Hemite interpolation given by

GH,n(t,s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
�


j=1

k j


i=0

(a j−s)n−i−1

(n−i−1)! Hi j(t), s ≤ t,

−
r


j=�+1

k j


i=0

(a j−s)n−i−1

(n−i−1)! Hi j(t), s ≥ t

(1.48)

for all a� ≤ s ≤ a�+1, � = 0,1, . . . ,r (a0 = a, ar+1 = b).

Remark 1.9 In the particular case, for type (m,n − m) conditions: r = 2, a1 = a,
a2 = b, 1 ≤ m ≤ n−1, k1 = m−1, k2 = n−m−1 we have

f (x) =
m−1


i=0

i(x) f (i)(a)+
n−m−1


i=0

i(x) f (i)(b)+
∫ b

a
Gm,n(x,s) f (n)(s)ds,

where

i(x) =
1
i!

(x−a)i
(

x−b
a−b

)n−m m−1−i


k=0

(
n−m+ k−1

k

)(
x−a
b−a

)k

, (1.49)

i(x) =
1
i!

(x−b)i
(

x−a
b−a

)m n−m−1−i


k=0

(
m+ k−1

k

)(
x−b
a−b

)k

, (1.50)

and Green’s function Gm,n is of the form

Gm,n(x,s) =

⎧⎨⎩
m−1
j=0

[
m−1− j

p=0

(n−m+p−1
p

)(
x−a
b−a

)p] (x−a) j(a−s)n− j−1

j!(n− j−1)!

(
b−x
b−a

)n−m
, s ≤ x,

−n−m−1
i=0

[
n−m−1−i

q=0

(m+q−1
q

)(
b−x
b−a

)q] (x−b)i(b−s)n−i−1

i!(n−i−1)!

(
x−a
b−a

)m
, s ≥ x.

(1.51)
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In the following lemma the positivity of Green’s function given by (1.48) is described
(see Beesack [10] and Levin [41] for more information).

Lemma 1.4 The Green’s function GH,n(t,s) has the following properties:

(i)
GH,n(t,s)
(t)

> 0, a1 ≤ t ≤ ar, a1 < s < ar;

(ii) GH,n(t,s) ≤ 1
(n−1)!(b−a)

|(t)|;

(iii)

b∫
a

GH,n(t,s)ds =
(t)
n!

.

1.6.3 The two-point Abel-Gontscharoff interpolating
polynomials

The two-point Abel-Gontscharoff interpolation problem is a particular case of Abel-Gont-
scharoff interpolation problem introduced in 1935 by Whittaker [90] and subsequently by
Gontscharoff [25] and Davis [17]. In [2] this interpolation problem is also reffered to as
the two-point right focal interpolation problem. Let f ∈Cn[a,b] (n ≥ 2) and let PAG2 be its
two-point Abel-Gontscharoff interpolating polynomial then

f (t) = PAG2(t)+ eAG2(t) (1.52)

where PAG2 is the polynomial of the degree n−1 defined by

PAG2(t) =



i=0

(t−a1)i

i!
f (i)(a1)

+
n−−2


j=0

[
j


i=0

(t−a1)+1+i(a1−a2) j−i

( +1+ i)!( j− i)!

]
f (+1+ j)(a2).

The associated error can be expressed by

eAG2(t) =
∫ b

a
gAG2(t,s) f (n)(s)ds. (1.53)

The corresponding Green function gAG2(t,s) from (1.53) is defined by

gAG2(t,s) =
1

(n−1)!

⎧⎪⎪⎨⎪⎪⎩


i=0

(n−1
i

)
(t−a1)i(a1− s)n−i−1, a ≤ s ≤ t,

−
n−1


i=+1

(n−1
i

)
(t −a1)i(a1− s)n−i−1, t ≤ s ≤ b.
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The polynomial PAG2 satisfies the following conditions called the two-point right focal
conditions (see [2, p. 172]):

P(i)
AG2(a1) = f (i)(a1), 0 ≤ i ≤ ,

P(i)
AG2(a2) = f (i)(a2),  +1 ≤ i ≤ n−1, a ≤ a1 < a2 ≤ b.

These conditions are a particular case of the general Abel-Gontscharoff interpolation con-
ditions

P(i)
AG(ai+1) = f (i)(ai+1), 0 ≤ i ≤ n−1, a ≤ a1 ≤ a2 ≤ ·· · ≤ an ≤ b.



Chapter2

Weighted Steffensen’s
inequality

2.1 Steffensen’s inequality for positive measures

This section is devoted to Steffensen’s inequality for positive finite measures on Borel
−algebra defined on segment [a,b] denoted by B([a,b]). Results given in this section
were obtained by Jakšetić and Pečarić in [31]. Generalizations of Steffensen’s inequality
in a measure theory settings were also considered in the papers [19], [22], [23] and book
[82].

In the following theorems we give Steffensen’s inequality for positive measures.

Theorem 2.1 Let  be a finite, positive measure on B([a,b]) and let f and g be mea-
surable functions such that f is nonincreasing and 0 ≤ g ≤ 1. If there exists  ∈ R+ such
that

((b− ,b]) =
∫

[a,b]
g(t)d(t), (2.1)

then ∫
(b− ,b]

f (t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t). (2.2)

23
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Proof. ∫
[a,b]

f (t)g(t)d(t)−
∫
(b− ,b]

f (t)d(t)

=
∫

[a,b− ]
f (t)g(t)d(t)−

∫
(b− ,b]

f (t)(1−g(t))d(t)

≥
∫

[a,b− ]
f (t)g(t)d(t)− f (b− )

∫
(b− ,b]

(1−g(t))d(t) (2.3)

=
∫

[a,b− ]
f (t)g(t)d(t)− f (b− )

∫
[a,b− ]

g(t)d(t) (2.4)

=
∫

[a,b− ]
( f (t)− f (b− ))g(t)d(t)≥ 0.

�

Theorem 2.2 Let  be a finite, positive measure on B([a,b]) and let f and g be measur-
able functions such that f is nonincreasing and nonnegative and 0 ≤ g ≤ 1. If there exists
 ∈ R+ that satisfies

((b,b− ])≤
∫

[a,b]
g(t)d(t), (2.5)

then (2.2) holds.

Proof. We re-adjust the proof of Theorem 2.1 in the following way:
the condition (2.5) together with f (b− ) > 0 ensures us the transition from the line (2.3)
to (2.4). �

Theorem 2.3 Let  be a finite, positive measure on B([a,b]) and let f and g be mea-
surable functions such that f is nonincreasing and 0 ≤ g ≤ 1. If there exists  ∈ R+ such
that

([a,a+ ]) =
∫

[a,b]
g(t)d(t), (2.6)

then ∫
[a,a+ ]

f (t)d(t) ≥
∫

[a,b]
f (t)g(t)d(t). (2.7)

Proof. ∫
[a,a+ ]

f (t)d(t)−
∫
[a,b]

f (t)g(t)d(t)

=
∫

[a,a+ ]
f (t)(1−g(t))d(t)−

∫
(a+ ,b]

f (t)g(t)d(t)

≥ f (a+ )
∫
[a,a+ ]

(1−g(t))d(t)−
∫
(a+ ,b]

f (t)g(t)d(t)

= f (a+ )
∫
(a+ ,b]

g(t)d(t)−
∫
(a+ ,b]

f (t)g(t)d(t)

=
∫

(a+ ,b]
( f (a+ )− f (t))g(t)d(t)≥ 0.

�
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Theorem 2.4 Let  be a finite, positive measure on B([a,b]) and let f and g be measur-
able functions such that f is nonincreasing and nonnegative and 0 ≤ g ≤ 1. If there exists
 ∈ R+ such that

([a,a+ ])≥
∫

[a,b]
g(t)d(t), (2.8)

then (2.7) holds.

Proof. Similar to the proof of Theorem 2.2. �

Remark 2.1 For the sake of applications we observe here that if f is an increasing non-
negative function and if (2.8) is valid, then (2.7) is reversed. We have the same conclusion
if f (a) = 0 and f is an increasing function.

If we consider the Lebesgue measure in the conditions (2.1) and (2.6), we obtain the
standard constant  in Steffensen’s inequality given by (1.2).

If  �  and h = d
d , the condition (2.5) becomes∫

(b− ,b]
h(t)d(t) ≤

∫
[a,b]

h(t)g(t)d(t),

while the condition (2.8) becomes∫
[a,a+ ]

h(t)d(t) ≥
∫

[a,b]
h(t)g(t)d(t).

Clearly, both conditions have the same form as Steffensen’s inequality altough the mono-
tonicity request on the function h is dropped.

The following families of functions will be useful in constructing exponentially convex
functions.

Lemma 2.1 For p ∈ R let p : (0,) → R be defined by

p(x) =

{
xp

p , p �= 0;

logx, p = 0.

Then x → p(x) is increasing on R for each p ∈ R and p → p(x) is exponentially convex
on (0,), for each x ∈ (0,).

Proof. First part: follows from d
dx (p(x)) = xp−1 > 0 on (0,), for each p ∈ R.

Second part: p → xp

p = ep logx · 1
p . Since p → ep logx and p → 1

p are exponentially convex
functions (see [30]), according to the above comment, the conclusion follows. �

Lemma 2.2 For p ∈ R let p : R → [0,) be defined by

p(x) =

{
epx

p , p �= 0;

x, p = 0.

Then x → p(x) is increasing on R for each p ∈ R, and p → p(x) is exponentially convex
on (0,), for each x ∈ R.
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Proof. First part: follows from d
dx (p(x)) = epx > 0 on R, for each p ∈ R.

Second part: follows from the fact epx

p = epx · 1
p . �

Using the characterization of a convexity by the monotonicity of the first order divided
differences it follows (see [71, p. 4]):

Theorem 2.5 Let I ⊆ R be an open interval. Let f : I → (0,) be log-convex, differen-
tiable function on I and M : I× I → (0,) be defined by

M(x,y) =

⎧⎪⎨⎪⎩
(

f (x)
f (y)

) 1
x−y

, x �= y;

exp
(

f ′(x)
f (x)

)
, x = y.

If x1,x2,y1,y2 ∈ I such that x1 ≤ x2, y1 ≤ y2 then

M(x1,y1) ≤ M(x2,y2).

To obtain some applications of the results concerning Steffensen’s inequality for posi-
tive measures let us observe the following linear functionals from Theorems 2.1 and 2.3:

L1( f ) =
∫

(b− ,b]
f (t)d(t)−

∫
[a,b]

f (t)g(t)d(t) (2.9)

and
L2( f ) =

∫
[a,b]

f (t)g(t)d(t)−
∫
[a,a+ ]

f (t)d(t). (2.10)

Theorem 2.6 Let f → Li( f ), i = 1,2, be linear functionals defined by (2.9) and (2.10)
and let Fi : (0,) → R, i = 1,2, be defined by

Fi(p) = Li(p)

where p is defined in Lemma 2.1. Then the following statements hold for every i = 1,2.

(i) The function Fi is continuous on R.

(ii) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
Fi

(
p j + pk

2

)]n
j,k=1

is positive semidefinite. Particularly,

det

[
Fi

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function Fi is exponentially convex on R.

(iv) The function Fi is log-convex on R.
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(v) If p,q,r ∈ R are such that p < q < r, then

Fi(q)r−p ≤ Fi(p)r−qFi(r)q−p. (2.11)

Proof. (i) Continuity of the function p → Fi(p) is obvious for p ∈ R\ {0}. For p = 0 it is
directly checked using the Heine characterization.
(ii) Let n ∈ N, pi ∈ R (i = 1, . . . ,n) be arbitrary and define an auxiliary function  :
(0,) → R by

(x) =
n


j,k=1

 jk p j+pk
2

(x).

Now

 ′(x) =

(
n


j=1

 jx
p j−1

2

)2

≥ 0

implies that  is a nondecreasing function on (0,) and then

Li() ≥ 0, i = 1,2.

This means that the matrix [
Fi

(
pi + p j

2

)]n

j,k=1

is positive semi-definite.
(iii), (iv), (v) are simple consequences of (i) and (ii). �

By using similar arguments we obtain the following theorem.

Theorem 2.7 Theorem 2.6 is still valid for p given in Lemma 2.2.

We now use the mean value theorems to produce Cauchy means.

Theorem 2.8 Let f → Li( f ), i = 1,2 be linear functionals defined by (2.9) and (2.10)
and  ∈C1[a,b]. Then there exist i ∈ [a,b], i = 1,2 such that

Li() =  ′(i)Li(id),

where id(x) = x.

Proof. Since  ∈ C1[a,b] there exist m = min
x∈[a,b]

 ′(x) and M = max
x∈[a,b]

 ′(x). Denote

h1(x) = Mx−(x) and h2(x) = (x)−mx. Then

h′1(x) = M− ′(x) ≥ 0

h′2(x) =  ′(x)−m≥ 0

which means that Li(h1), Li(h2) ≥ 0, i = 1,2 i.e.

mLi(id) ≤ Li() ≤ MLi(id).
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If Li(id) = 0, the proof is complete. If Li(id) > 0, then

m ≤ Li()
Li(id)

≤ M

and the existence of i ∈ [a,b] follows. �

Using the standard Cauchy type mean value theorem we obtain the following corollary.

Corollary 2.1 Let f → Li( f ), i = 1,2 be linear functionals defined by (2.9) and (2.10)
and 1, 2 ∈C1[a,b] such that  ′

2(x) does not vanish for any value of x ∈ [a,b], then there
exist i ∈ [a,b], i = 1,2 such that

 ′
1(i)

 ′
2(i)

=
Li(1)
Li(2)

, (2.12)

provided that the denominator on right side is non-zero.

If the inverse of  ′
1/ ′

2 exists then various kinds of means can be defined by (2.12).
That is

i =
(
 ′

1

 ′
2

)−1(Li(1)
Li(2)

)
, i = 1,2. (2.13)

Particularly, if we substitute1(x) = p(x), 2(x) = q(x) in (2.13) and use the continuous
extension, the following expressions are obtained (i = 1,2):

Mi(p,q) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(p)
Li(q)

) 1
p−q

, p �= q;

exp
(
− 1

p + Li(0p)
Li(p)

)
, p = q �= 0;

exp
(

Li(2
0 )

2Li(0)

)
, p = q = 0.

By Theorem 2.5, if p,q,u,v ∈ R such that p ≤ u, q ≤ v then,

Mi(p,q) ≤ Mi(u,v).

Similarly, if we substitute 1(x) = p(x), 2(x) = q(x) in (2.13) and use the contin-
uous extension, the following expressions are obtained (i = 1,2):

Mi(p,q) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(p)
Li(q)

) 1
p−q

, p �= q;

exp
(
− 1

p + Li(0p)
Li(p)

)
, p = q �= 0;

exp
(

Li(2
0 )

2Li(0)

)
, p = q = 0.

Again, using Theorem 2.5, if p,q,u,v ∈ R such that p ≤ u, q ≤ v then,

Mi(p,q) ≤ Mi(u,v).
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In [31] Jakšetić and Pečarić further refined obtained results by dropping some of the
analytical properties of the families of functions from Lemmas 2.1 and 2.2. Therefore they
defined

C = {p : p : [a,b] → R, p ∈ J},
a family of functions from C([a,b]) such that p → [x0,x1;p] is log-convex in the Jensen
sense on J for every choice of two distinct points x0,x1 ∈ [a,b].

Theorem 2.9 Let f → Li( f ), i = 1,2 be linear functionals defined by (2.9) and (2.10)
and let Gi : J → R, be defined by

Gi(p) = Li(p)

where p ∈ C . Then the following statements hold, for every i = 1,2.

(i) Gi is log-convex in the Jensen sense on J.

(ii) If Gi is continuous on J, then it is log-convex on J and for p,q,r ∈ J such that
p < q < r, we have

Gi(q)r−p ≤ Gi(p)r−qGi(r)q−p.

(iii) If Gi is positive and differentiable on J, then for every p,q,u,v ∈ J such that
p ≤ u, q ≤ v, we have

M̃i(p,q) ≤ M̃i(u,v) (2.14)

where M̃i(p,q) is defined by

M̃i(p,q) =

⎧⎪⎨⎪⎩
(

Gi(p)
Gi(q)

) 1
p−q

, p �= q;

exp

(
d
dp (Gi(p))

Gi(p)

)
, p = q.

(2.15)

Proof. (i) We prove our claim for the case i = 1, the second case is treated similarly.
Choose any two distinct points x0,x1 ∈ [a,b], any 1, 2 ∈ R and any p, q ∈ J. Define an
auxiliary function  : [a,b] → R by

(x) =  2
1p(x)+212 p+q

2
(x)+  2

2q(x), (2.16)

where p, p+q
2

and q are from the class C1. Then

[x0,x1; ] = 2
1 [x0,x1;p]+212[x0,x1; p+q

2
]

+  2
2 [x0,x1, x2;q] ≥ 0

by the definition of C and the characterization of log-convexity. This implies that  is a
nondecreasing function on [a,b]. Hence L1() ≥ 0 which is equivalent to

 2
1 G1(p)+212G1

(
p+q

2

)
+  2

2 G1(q) ≥ 0.
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This proves that G1 is log-convex in the Jensen sense on J.
(ii) Since Gi is continuous on J, then it is log-convex.
(iii) This is a simple consequence of Theorem 2.5. �

Let us continue by introducing the following family of functions. Let

D = {p : p : [a,b] → R, p ∈ J},

be a family of functions from C([a,b]) such that p → [x0,x1;p] is exponentially convex
on J for every choice of two distinct points x0,x1 ∈ [a,b].

Theorem 2.10 Let f → Li( f ), i = 1,2 be linear functionals defined by (2.9) and (2.10)
and let Hi : J → R, be defined by

Hi(p) = Li(p) (2.17)

where p ∈ D . Then the following statements hold for every i = 1,2.

(i) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
Hi

(
pk + pm

2

)]n

k,m=1

is positive semidefinite. Particularly,

det

[
Hi

(
pk + pm

2

)]n
k,m=1

≥ 0.

(ii) If the function Hi is continuous on J, then Hi is exponentially convex on J.

(iii) If Hi is positive and differentiable on J, then for every p,q,u,v ∈ J such that
p ≤ u, q ≤ v, we have

M̂i(p,q) ≤ M̂i(u,v)

where M̂i(p,q) is defined by

M̂i(p,q) =

⎧⎪⎨⎪⎩
(

Hi(p)
Hi(q)

) 1
p−q

, p �= q;

exp

(
d
dp (Hi(p))

Hi(p)

)
, p = q.

Proof. (i) We prove our claim for the case i = 1, the second case is treated similarly. Let
n ∈ N, p1, . . . pn ∈ R be arbitrary and define an auxiliary function  : [a,b] → R by

(x) =
n


k,m=1

km pk+pm
2

(x).
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Then

[x0,x1; ] =
n


k,m=1

km[x0,x1; pk+pm
2

] ≥ 0

by the definition of D and exponential convexity. This implies that  is a nondecreasing
function on [a,b] and then L1() ≥ 0 which is equivalent to

n


k,m=1

i jH1

(
pk + pm

2

)
≥ 0.

(ii) Follows from (i).
(iii) This is a simple consequence of Theorem 2.5. �

Families of exponentially convex functions similar to families given in Lemmas 2.1
and 2.2 can be easily constructed because of an application of Theorem 1.21.

Example 2.1 Consider a family of functions hp : (0,) → (0,), p > 0, defined by

hp(x) =

{
− p−x

log p , p �= 1;

x, p = 1.

Since p → d
dx (hp(x)) = p−x is the Laplace transform of a nonnegative function (see [84]

p. 210), it is exponentially convex according to Theorem 1.21.
Obviously x → hp(x) are nondecreasing functions for every p > 0. It is easy to prove

that the function p → [x0,x1;hp] is also exponentially convex for arbitrary positive x0,x1

(see also [30]). Using Theorem 2.10 it follows that for linear functionals f → Li( f ),
i = 1,2 defined by (2.9) and (2.10) we have that p → Li(hp) are exponentially convex (it
is easy to verify that they are continuous), for i = 1,2.
Further using Theorem 2.10 we conclude that

Ri(p,q) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(hp)
Li(hq)

) 1
p−q

, p �= q;

exp(−Li(h1·hp)
pLi(hp)

− 1
p log p), p = q �= 1;

exp(− Li(h2
1)

2Li(h1)
), p = q �= 1;

satisfies
Ri(p,q) ≤ Ri(u,v).

for p,q,u,v ∈ R such that p ≤ u, q ≤ v.

From Example 2.1 and Theorem 2.10 it is clear that in [31] the authors have presented
a new way how to generate exponentially convex functions, aside from Laplace transform
and Theorem 1.21.
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2.2 Some measure theoretic aspects of Steffensen’s
and reversed Steffensen’s inequality

We begin this section with necessary and sufficient conditions for Steffensen’s and reversed
Steffensen’s inequality obtained by Jakšetić, Pečarić and Smoljak Kalamir in [34].

Theorem 2.11 Let  be a finite, positive measure on B([a,b]), let g : [a,b] → R be a
−integrable function.

(a) Let  be a positive constant such that ([a,a+ ]) =
∫
[a,b] g(t)d(t). The inequality

∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)d(t) (2.18)

holds for every nonincreasing, right-continuous function f : [a,b]→ R if and only if∫
[a,x)

g(t)d(t) ≤ ([a,x)) and
∫

[x,b]
g(t)d(t)≥ 0, for every x ∈ [a,b].

(2.19)

(b) Let  be a positive constant such that ((b− ,b]) =
∫
[a,b] g(t)d(t). The inequality

∫
(b− ,b]

f (t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t)

holds for every nonincreasing, right-continuous function f : [a,b]→ R if and only if∫
[x,b]

g(t)d(t)≤ ([x,b]) and
∫

[a,x)
g(t)d(t) ≥ 0, for every x ∈ [a,b].

Proof.
(a) For the sufficiency part we use the identity∫

[a,a+ ]
f (t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

=
∫

[a,a+ ]
[ f (t)− f (a+ )][1−g(t)]d(t)+

∫
(a+ ,b]

[ f (a+ )− f (t)]g(t)d(t) (2.20)

similar to (1.3). We define a new measure  on −algebra B((a,b]) such that, on an
algebra of finite disjoint unions of half open intervals, we set ((c,d]) = f (c)− f (d), for
a < c < d ≤ b, and then we pass to B((a,b]) in a unique way (for details see, for example,
[13, p. 21] ).
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Now, using Fubini, we have∫
[a,a+ ]

[ f (t)− f (a+ )][1−g(t)]d(t)

=
∫

[a,a+ ]

[∫
(t,a+ ]

d(x)
]
[1−g(t)]d(t) =

∫
(a,a+ ]

[∫
[a,x)

(1−g(t))d(t)
]
d(x).

Similarly, ∫
(a+ ,b]

[ f (a+ )− f (t)]g(t)(t) =
∫

(a+ ,b]

[∫
[x,b]

g(t)d(t)
]
d(x).

This means that (2.20) is in fact∫
[a,a+ ]

f (t)d(t)−
∫
[a,b]

f (t)g(t)d(t)

=
∫

(a,a+ ]

[∫
[a,x)

(1−g(t))d(t)
]
d(x)+

∫
(a+ ,b]

[∫
[x,b]

g(t)d(t)
]
d(x), (2.21)

concluding (2.18) under the assumptions (2.19).
The previous conditions are also necessary. In fact, if x is any element of [a,b], then let

f be the function defined by

f (t) =

{
1, t < x;

0, t ≥ x.

Using the inequality (2.7) from Theorem 2.3 we obtain

∫
[a,x)

g(t)d(t) =
∫

[a,b]
f (t)g(t)d(t) ≤

∫
[a,a+ ]

f (t)d(t)

=

{
([a,x)), x ∈ [a,a+ ];
([a,a+ ]), x ∈ (a+ ,b].

(2.22)

If x ∈ (a+ ,b] then ([a,x)) ≥ ([a,a+ ]), from (2.22), we have∫
[a,x)

g(t)d(t) ≤ ([a,x)), for every x ∈ [a,b].

Also, if x ∈ (a+ ,b], from (2.22) we have∫
[a,x) g(t)d(t)≤ ([a,a+ ]) =

∫
[a,b] g(t)d(t), concluding∫

[x,b]
g(t)d(t) ≥ 0, for every x ∈ (a+ ,b].

Finally, if x ∈ [a,a+ ], then∫
[x,b]

g(t)d(t) =
∫

[a,b]
g(t)d(t)−

∫
[a,x)

g(t)d(t)

≥ ([a,a+ ])− ([a,x)) = ([x,a+ ])≥ 0,
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concluding ∫
[x,b]

g(t)d(t)≥ 0, for every x ∈ [a,b].

(b) The proof of this part is similar to the proof of the (a)-part so we omit the details. �

In the following theorems we give necessary and sufficient conditions for reversed
Steffensen’s inequality.

Theorem 2.12 Let  be a finite, positive measure on B(I), g : [a,b] → R ([a,b] ⊆ I, I
is an interval in R) be a −integrable function, and a+ ∈ I where

([a,a+ ]) =
∫

[a,b]
g(t)d(t), (2.23)

for  ≥ 0, and

−([a+ ,a]) =
∫

[a,b]
g(t)d(t),

for  < 0.
Then, for  ≥ 0, ∫

[a,a+ ]
f (t)d(t) ≤

∫
[a,b]

f (t)g(t)d(t); (2.24)

and for  < 0,

−
∫

[a+ ,a]
f (t)d(t) ≤

∫
[a,b]

f (t)g(t)d(t); (2.25)

for every nonincreasing, right continuous function f : I → R if and only if either∫
[a,x)

g(t)d(t) ≥ ([a,x)), for x ∈ [a,a+ ] and
∫

[x,b]
g(t)d(t)≤ 0, for x ∈ (a+ ,b],

(2.26)
where 0 ≤  ≤ b−a;
or ∫

[a,x)
g(t)d(t) ≥ ([a,x)), for x ∈ [a,b], (2.27)

where  > b−a;
or ∫

[x,b]
g(t)d(t)≤ 0, for x ∈ [a,b], (2.28)

where  < 0.

Proof. Necessity part. Putting

f (t) =

{
1, t < x;

0, t ≥ x
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in (2.24) we get (2.26), (2.27) and (2.28) for choices  ∈ [0,b− a],  ∈ (b− a,+), and
 ∈ (−,0), respectively.
Sufficiency part. Let  ∈ [0,b−a]. Then from (2.21) we have∫

[a,a+ ]
f (t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

=
∫

(a,a+ ]

[∫
[a,x)

(1−g(t))d(t)
]
d(x)+

∫
(a+ ,b]

[∫
[x,b]

g(t)d(t)
]
d(x) ≤ 0,

where  is a measure defined on B((a,b]), with ((c,d]) = f (c)− f (d), for c < d, c,d ∈ I.
If  ∈ (b−a,+) then∫

[a,a+ ]
f (t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

=
∫

[a,b]
f (t)(1−g(t))d(t)+

∫
(b,a+ ]

f (t)d(t)

=
∫

[a,b]
( f (t)− f (b))(1−g(t))d(t)+

∫
(b,a+ ]

( f (t)− f (b))d(t)

=
∫

[a,b]

∫
[a,x)

(1−g(t))d(t)d(x)−
∫
(b,a+ ]

∫
[x,a+ ]

d(t)d(x)

=
∫

[a,b]

(
([a,x))−

∫
[a,x)

g(t)d(t)
)

d(x)−
∫
(b,a+ ]

([x,a+ ])d(x)≤ 0.

If  ∈ (−,0) then

−
∫
[a+ ,a]

f (t)d(t)−
∫

[a,b]
f (t)g(t)d(t)

=
∫

[a,b]
( f (a)− f (t))g(t)d(t)+

∫
[a+ ,a]

( f (a)− f (t))d(t)

=
∫

[a,b]

∫
[x,b]

g(t)d(t)d(x)−
∫
[a+ ,a]

([a+ ,x])d(x)≤ 0.
�

Theorem 2.13 Let  be a finite, positive measure on B(I), g : [a,b] → R ([a,b] ⊆ I, I is
an interval in R) be a −integrable function, and b− ∈ I where

((b− ,b]) =
∫

[a,b]
g(t)d(t),

for  ≥ 0, and

−([b,b− )) =
∫

[a,b]
g(t)d(t),

for  < 0.
Then, for  ≥ 0 ∫

(b− ,b]
f (t)d(t) ≥

∫
[a,b]

f (t)g(t)d(t); (2.29)
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and for  < 0,

−
∫

[b,b− )
f (t)d(t) ≥

∫
[a,b]

f (t)g(t)d(t); (2.30)

for every nonincreasing, right continuous function f : I → R if and only if either∫
[a,x)

g(t)d(t) ≤ 0, for x ∈ [a,b− ] and
∫

[x,b]
g(t)d(t) ≥ ([x,b]), for x ∈ (b− ,b],

where 0 ≤  ≤ b−a;
or ∫

[x,b]
g(t)d(t) ≥ ([x,b]), for x ∈ [a,b]

where  > b−a;
or ∫

[a,x)
g(t)d(t)≤ 0, for x ∈ [a,b]

where  < 0.

Proof. Similar to the proof of Theorem 2.12. �

Theorem 2.14 Let  be a finite, positive measure on B(I), g : [a,b]→R be a −integrable
function for which there exists c ∈ [a,b] such that g(x) ≥ 1 for x ∈ [a,c] and g(x) ≤ 0 for
x∈ (c,b]. Then (2.24) (resp. (2.25)) for  ≥ 0 (resp.  < 0) is valid for every nonincreasing
function f : I → R provided that [a,b]⊆ I and a+ ∈ I.

Proof. Let  ∈ [0,b−a]. Suppose that c ≤ a+ . Then it is obvious that∫
[a,x)

g(t)d(t) ≥ ([a,x)), for x ∈ [a,c]

and ∫
[x,b]

g(t)d(t) ≤ 0, for x ∈ (a+ ,b].

Suppose that for some x0 ∈ (c,a +  ] we have
∫
[a,x0) g(t)d(t) < ([a,x0)). Since∫

[x0,b] g(t)d(t)≤ 0, it follows ([a,a+ ]) =
∫
[a,b] g(t)d(t) < ([a,x0)), hence a+ <

x0, what is, evidently, a contradiction. Analogously, in the case c > a +  we can also
prove that (2.26) holds.
Let  ∈ (b−a,). Then

∫
[a,x) g(t)d(t) ≥ ([a,x)) for x ∈ [a,c]. For x ∈ (c,b] we have

∫
[a,x)

g(t)d(t) =
∫

[a,b]
g(t)d(t)−

∫
[x,b]

g(t)d(t)

≥
∫

[a,b]
g(t)d(t) = ([a,a+ ])≥ ([a,x)),

and the condition (2.27) is fulfilled.
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If  ∈ (−,0) then if x ∈ [a,c]∫
[x,b]

g(t)d(t) =
∫

[a,b]

g(t)d(t)−
∫

[a,x)

g(t)d(t) = −([a+ ,a])− ([a,x))≤ 0;

if x ∈ (c,b] then
∫
[x,b] g(t)d(t) ≤ 0 so (2.28) is again valid. �

Similar to Theorem 2.14 we can prove the next theorem.

Theorem 2.15 Let  be a finite, positive measure on B(I), g : [a,b]→R be a −integrable
function for which there exists c ∈ [a,b] such that g(x) ≤ 0 for x ∈ [a,c] and g(x) ≥ 1 for
x∈ (c,b]. Then (2.29) (resp. (2.30)) for  ≥ 0 (resp.  < 0) is valid for every nonincreasing
function f : I → R provided that [a,b] ⊆ I and b− ∈ I.

It is obvious that the choice of a measure  in the previous results covers some known
results: the Lebesgue measure gives us the classic Steffensen inequality, the counting mea-
sure gives us Jensen-Steffensen’s inequality (even with relaxed conditions, see [29]), and
the Lebesgue-Stieltjes measure gives us results for Steffensen’s inequality from [43].

2.3 Exponential convexity induced by Steffensen’s
inequality and positive measures

In this section we give generalizations of results from [49] obtained by Jakšetić, Pečarić
and Smoljak Kalamir in [37].

Theorem 2.16 Let  be a finite, positive measure on B([a,b]), f : [a,b] → R a nonin-
creasing, right-continuous function . Then∫

[a,b] f (t)G(t)d(t)∫
[a,b] G(t)d(t)

≤
∫
[a,a+ ] f (t)d(t)

([a,a+ ])
(2.31)

if and only if G : [a,b] → R is a −integrable function and  is a positive constant such
that ∫

[a,x) G(t)d(t)∫
[a,b] G(t)d(t)

≤ ([a,x))
([a,a+ ])

and
∫

[x,b]
G(t)d(t) ≥ 0, (2.32)

for every x ∈ [a,b], assuming
∫
[a,b] G(t)d(t) > 0.

For an increasing, right-continuous function f : [a,b]→R the inequality (2.31) is reversed.

Proof. Sufficiency. Let us define the function

g(t) =
G(t)([a,a+ ])∫

[a,b] G(t)d(t)
.
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Since the conditions ([a,a+ ]) =
∫
[a,b] g(t)d(t) and (2.19) are fulfilled we can apply

(2.18) and (2.31) is valid.
Necessity. If we put the function

f (t) =

{
1, t < x;

0, t ≥ x,

for a ≤ x ≤ a+ in (2.31) we get (2.32). �

In the following theorem we use the following property of sub-linearity of a class of
convex functions.

Lemma 2.3 If  : [0,) → R is a convex function such that (0) = 0 then for any
0 ≤ a ≤ 1

(ax) ≤ a(x), for any x ∈ [0,).

Proof. (ax) = (ax+(1−a) ·0)≤ a(x)+ (1−a)(0) = a(x). �

The following theorem gives us a connection between Jensen’s and Steffensen’s in-
equality and it generalizes Theorem 2.16.

Theorem 2.17 Let  be a finite, positive measure on B([a,b]). Let f be a nonnegative
nonincreasing function on [a,b], and let  be an increasing convex function on [0,) with
(0) = 0. If G is a nonnegative nondecreasing function on [a,b] such that there exists a
nonnegative function g1, defined by the equation∫

[a,b]
g1(t)

(
G(t)
g1(t)

)
d(t) ≤ ([a,b]) (2.33)

and
∫
[a,b] g1(t)d(t) ≤ 1, then the following inequality is valid:



(∫
[a,b] f (t)G(t)d(t)∫

[a,b] G(t)d(t)

)
≤
∫
[a,a+ ]( f (t))d(t)

([a,a+ ])
, (2.34)

where ([a,a+ ]) = 
(∫

[a,b] G(t)d(t)
)

.

Proof. From Jensen’s inequality



(∫
[a,b] f (t)G(t)d(t)∫

[a,b] G(t)d(t)

)
≤
∫
[a,b]( f (t))G(t)d(t)∫

[a,b] G(t)d(t)
, (2.35)

and since  ◦ f is nonincreasing, we only have to check the conditions in (2.32). Since G
is nonnegative, it is obvious that

∫
[x,b] G(t)d(t) ≥ 0, so we only have to show


(∫

[a,b]
G(t)d(t)

)∫
[a,x)

G(t)d(t) ≤ ([a,x))
∫

[a,b]
G(t)d(t). (2.36)
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We calculate, using sub-linearity and Jensen’s inequality


(∫

[a,b]
G(t)d(t)

)
= 

(∫
[a,b]

g1(t)d(t)

∫
[a,b] G(t)d(t)∫
[a,b] g1(t)d(t)

)

≤
∫

[a,b]
g1(t)d(t)

⎛⎝∫[a,b] g1(t)
G(t)
g1(t)

d(t)∫
[a,b] g1(t)d(t)

⎞⎠
≤
∫

[a,b]
g1(t)

(
G(t)
g1(t)

)
d(t) ≤ ([a,b]). (2.37)

Since G is a nondecreasing function,∫
[a,x) G(t)d(t)

([a,x))
≤
∫
[a,b] G(t)d(t)

([a,b])

i.e.

([a,b])
∫

[a,x)
G(t)d(t) ≤ ([a,x))

∫
[a,b]

G(t)d(t),

so along with (2.37) we proved (2.36) and the theorem is proved. �

The condition (2.33) is a version of a more general condition that is given in [43].
Now let us give some applications of the previous results. Using (2.31), under the

assumptions of Theorem 2.16, we can produce the linear functional

M( f ) =

∫
[a,b] f (t)G(t)d(t)∫

[a,b] G(t)d(t)
−
∫
[a,a+ ] f (t)d(t)

([a,a+ ])
(2.38)

which is nonnegative on the class of increasing, right-continuous functions f : [a,b] → R.

Theorem 2.18 Let f → M( f ) be the linear functional defined by (2.38) and let
 : R → R be defined by

(p) = M(p)

where p is defined in Lemma 2.2. Then the following statements hold.

(i) The function  is continuous on R.

(ii) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[

(

p j + pk

2

)]n

j,k=1

is positive semidefinite. Particularly,

det

[

(

p j + pk

2

)]n

j,k=1
≥ 0.
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(iii) The function  is exponentially convex on R.

(iv) The function  is log-convex on R.

(v) If p,q,r ∈ R are such that p < q < r, then

(q)r−p ≤(p)r−q(r)q−p.

Proof. Similar to the proof of Theorem 2.6. �

The following theorem is just a stepping stone for the future theorems and it is a slight
variant of the preceding theorem.
Firstly consider the family {p : p ∈ (0,)} of functions defined on [0,) by

p(x) =
xp

p
. (2.39)

Similar as in Lemmas 2.1 and 2.2 we conclude that x → p(x) is increasing on [0,) for
each p ∈ R and p → p(x) is exponentially convex on (0,) for each x ∈ [0,).
Secondly, from Remark 2.1 we form the linear functional

N( f ) =
∫

[a,b]
f (t)g(t)d(t)−

∫
[a,a+ ]

f (t)d(t), (2.40)

which is nonnegative, acting on an increasing functions f : [a,b] → R with property
f (a) = 0.

Theorem 2.19 Let
f → N( f ) be the linear functional defined by (2.40) and let F : (0,) → R be defined
by

F(p) = N(p)

where p is defined by (2.39). Then the following statements hold.

(i) The function F is continuous on (0,).

(ii) If n ∈ N and p1, . . . , pn ∈ (0,) are arbitrary, then the matrix[
F

(
p j + pk

2

)]n
j,k=1

is positive semidefinite. Particularly,

det

[
F

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function F is exponentially convex on (0,).

(iv) The function F is log-convex on (0,).
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(v) If p,q,r ∈ (0,) are such that p < q < r, then

F(q)r−p ≤ F(p)r−qF(r)q−p.

Proof. (i) The continuity of the function p → F(p) is obvious.
(ii) Let n ∈ N, pi ∈ (0,) (i = 1, . . . ,n) be arbitrary and define an auxiliary function  :
[0,) → R by

(x) =
n


j,k=1

 jk p j+pk
2

(x).

Now

′(x) =

(
n


j=1

 jx
p j−1

2

)2

≥ 0

implies that  is increasing on [0,) and nonnegative since (0) = 0. Then N() ≥ 0
and we conclude that [

F

(
p j + pk

2

)]n

j,k=1

is a positive semi-definite matrix.
(iii), (iv), (v) are simple consequences of (i) and (ii). �

Observe here that the above proof is futile for the family of functions given in Lemma
2.2 since p(0) is not defined for p ≤ 0.

We now use the mean value theorems to produce Cauchy means.

Theorem 2.20 Let f →N( f ) be the linear functional defined by (2.40) and  ∈C1[a,b]
such that (a) = 0. Then there exists  ∈ [a,b] such that

N() =  ′( )N(id),

where id(x) = x.

Proof. Similar to the proof of Theorem 2.8. �

Using the standard Cauchy type mean value theorem we obtain the following corollary.

Corollary 2.2 Let f →N( f ) be the linear functional defined by (2.40), 1, 2 ∈C1[a,b]
such that 1(a) = 2(a) = 0, then there exists  ∈ [a,b], such that

 ′
1( )

 ′
2( )

=
N(1)
N(2)

, (2.41)

provided that the denominator on right side is non-zero.

If the inverse of  ′
1/ ′

2 exists then various kinds of means can be defined by (2.41).
That is

 =
(
 ′

1

 ′
2

)−1(N(1)
N(2)

)
. (2.42)
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Particularly, if we substitute1(x) = p(x), 2(x) = q(x) in (2.42) and use the continuous
extension, the following expressions are obtained:

M(p,q) =

⎧⎪⎨⎪⎩
(

N(p)
N(q)

) 1
p−q

, p �= q;

exp
(
− 1

p + N(0p)
N(p)

)
, p = q,

where 0(x) = logx and p,q ∈ (0,). By Theorem 2.5, if p,q,u,v ∈ (0,) such that
p ≤ u, q ≤ v then,

M(p,q) ≤ M(u,v).

Now we make a step further using (2.34), under the assumptions of Theorem 2.17, we
can produce the linear functional

L() =

∫
[a,a+ ]( f (t))d(t)

([a,a+ ])
−

(∫
[a,b] f (t)G(t)d(t)∫

[a,b] G(t)d(t)

)
(2.43)

which is nonnegative on the class of increasing convex functions on [0,) with property
(0) = 0.

Theorem 2.21 Let f → L( f ) be the linear functional defined by (2.43) and let
H : (1,) → R be defined by

H(p) = L(p)

where p is defined in Lemma 2.1. Then the following statements hold.

(i) The function H is continuous on (1,).

(ii) If n ∈ N and p1, . . . , pn ∈ (1,) are arbitrary, then the matrix[
H

(
p j + pk

2

)]n
j,k=1

is positive semidefinite. Particularly,

det

[
H

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function H is exponentially convex on (1,).

(iv) The function H is log-convex on (1,).

(v) If p,q,r ∈ (1,) are such that p < q < r, then

H(q)r−p ≤ H(p)r−qH(r)q−p.
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Proof. (i) The continuity of the function p → H(p) is obvious.
(ii) Let n ∈ N, pi ∈ (1,) (i = 1, . . . ,n) be arbitrary and define an auxiliary function
 : [0,) → R by

(x) =
n


j,k=1

 jk p j+pk
2

(x). (2.44)

Now

 ′(0) =
n


j,k=1

 jk ′
p j+pk

2

(0) = 0. (2.45)

Further

 ′′(x) =

(
n


j=1

 jx
p j−2

2

)2

≥ 0. (2.46)

(2.45) and (2.46) together with (0) = 0 imply that  is a convex increasing function and
then

L() ≥ 0.

This means that the matrix [
H

(
p j + pk

2

)]n
j,k=1

is positive semi-definite.
(iii), (iv), (v) are simple consequences of (i) and (ii). �

Proof. [Alternative proof.] The monotonicity of the function  defined by (2.44) can be
proved directly:

 ′(x) =
n


j,k=1

 jk ′
p j+pk

2

(x)

and since p →  ′
p(x), according to Lemma 2.1, is exponentially convex on (1,), we

conclude  ′(x) ≥ 0. The rest is as in the previous proof. �

Theorem 2.22 Let f → L( f ) be the linear functional defined by (2.43) and  ∈C2[0,a]
such that (0) =  ′(0) = 0. Then there exists  ∈ [0,a] such that

L() =  ′′( )L(e2),

where e2(x) = x2

2 .

Proof. Since  ∈ C2[0,a] there exist m = min
x∈[0,a]

 ′′(x) and M = max
x∈[0,a]

 ′′(x). Denote

h1(x) = M x2

2 −(x) and h2(x) =(x)−mx2

2 . Then h1(0) = h′1(0) = 0, h2(0) = h′2(0) = 0.
This, together with

h′′1(x) = M− ′′(x) ≥ 0

h′′2(x) =  ′′(x)−m≥ 0

implies that h1 and h2 are an increasing convex functions.
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Then L(h1), L(h2) ≥ 0 i.e.

mL(e2) ≤ L() ≤ ML(e2).

If L(e2) = 0, the proof is complete. If L(e2) > 0, then

m ≤ L()
L(e2)

≤ M

and the existence of  ∈ [0,a] now follows. �

Similar to Corollary 2.2 we also obtain the following corollary.

Corollary 2.3 Let f → L( f ) be the linear functional defined by (2.43) and
1, 2 ∈ C2[0,a] such that 1(0) = 2(0) =  ′

1(0) =  ′
2(0) = 0 and such that  ′′

2 (x)
does not vanish for any value of x ∈ [0,a], then there exists  ∈ [0,a] such that

 ′′
1 ( )

 ′′
2 ( )

=
L(1)
L(2)

, (2.47)

provided that the denominator on right side is non-zero.

If the inverse of  ′′
1 / ′′

2 exists then various kinds of means can be defined by (2.12).
That is

 =
(
 ′′

1

 ′′
2

)−1(L(1)
L(2)

)
. (2.48)

Particularly, if we substitute1(x) = p(x), 2(x) = q(x) in (2.48) and use the continuous
extension, the following expressions are obtained:

N(p,q) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

L(p)
L(q)

) 1
p−q

, p �= q;

exp
(

3−2p
(p−1)(p−2) + L(0p)

L(p)

)
, p = q �= 2;

exp(− 3
2 − Li(02)

Li(2)
), p = q = 2,

where 0(x) = logx and p,q ∈ (1,). By Theorem 2.5, if p,q,u,v ∈ (1,) such that
p ≤ u, q ≤ v then,

N(p,q) ≤ N(u,v).

We can generalize the above construction. For n ≥ 2, fixed, let us define

Cn = {p : p ∈ J},
a family of functions from C([0,a]) such that p(0) =  ′

p(0) = 0, and p →  ′′
p(x) is

n-exponentially convex in the Jensen sense on J for every x ∈ [0,a].

Theorem 2.23 Let f →L( f ) be the linear functional defined by (2.43) and let S : J →R,
be defined by

S(p) = L(p)

where p ∈ Cn. Then the following statements hold.
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(i) S is n-exponentially convex in the Jensen sense on J.

(ii) If S is continuous on J, then it is n−exponentially convex on J and for p,q,r ∈ J such
that p < q < r, we have

S(q)r−p ≤ S(p)r−qS(r)q−p.

(iii) If S is positive and differentiable on J, then for every p,q,u,v ∈ J such that
p ≤ u, q ≤ v, we have

M̃(p,q) ≤ M̃(u,v) (2.49)

where M̃(p,q) is defined by

M̃(p,q) =

⎧⎪⎨⎪⎩
(

S(p)
S(q)

) 1
p−q

, p �= q;

exp

(
d
dp (S(p))

S(p)

)
, p = q.

(2.50)

Proof. (i) Choose any n points 1, . . . ,n ∈ R, any p1, . . . , pn ∈ J. Define an auxiliary
function  : [0,a] → R by

(x) =
n


k,m=1

km pk+pm
2

(x). (2.51)

Then (0) = ′(0) = 0 and

′′(x) =
n


k,m=1

km ′′
pk+pm

2
(x) ≥ 0

by the definition of Cn. Hence,  is an increasing convex function and then L() ≥ 0
which is equivalent to

n


k,m=1

kmS

(
pk + pm

2

)
≥ 0.

(ii) Since S is continuous on J, then it is n−exponentially convex.
(iii) This is a simple consequence of Theorem 2.5. �

We can further refine the obtained results by dropping some of the analytical properties
of the families of functions and using just divided differences.

Let us introduce the following family of functions:

D = {p : p ∈ J},

a family of functions from C([0,a]) such that p(0) = 0, p → [x,y;p] is exponentially
convex on J for every choice of two distinct points x,y ∈ [0,a], and p → [x0,x1,x2;p] is
exponentially convex on J for every choice of three distinct points x0,x1,x2 ∈ [0,a].
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Theorem 2.24 Let f →L( f ) be the linear functional defined by (2.43) and let H : J →R

be defined by
H(p) = L(p) (2.52)

where p ∈ D . Then the following statements hold.

(i) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
H

(
pk + pm

2

)]n
k,m=1

is positive semidefinite. Particularly,

det

[
H

(
pk + pm

2

)]n

k,m=1
≥ 0.

(ii) If the function H is continuous on J, then H is exponentially convex on J.

(iii) If H is positive and differentiable on J, then for every p,q,u,v ∈ J such that
p ≤ u, q ≤ v, we have

M̂(p,q) ≤ M̂(u,v)

where M̂(p,q) is defined by

M̂(p,q) =

⎧⎪⎨⎪⎩
(

H(p)
H(q)

) 1
p−q

, p �= q;

exp

(
d
dp (H(p))

H(p)

)
, p = q.

Proof. (i) Let n ∈ N, p1, . . . pn ∈ R be arbitrary and define an auxiliary function
 : [0,a] → R by

(x) =
n


k,m=1

km pk+pm
2

(x).

Then

[x,y;] =
n


k,m=1

km[x,y; pk+pm
2

] ≥ 0

by the definition of D and exponential convexity. This implies that  is a nondecreasing
function on [0,a]. Similarly, [x0,x1,x2;] ≥ 0, for every choice of three distinct points
x0,x1,x2 ∈ [0,a]. This implies that  is a nondecreasing, convex function on [0,a] such
that (0) = 0. Hence L() ≥ 0, which is equivalent to

n


k,m=1

kmH

(
pk + pm

2

)
≥ 0.

(ii) Follows from (i).
(iii) This is a simple consequence of Theorem 2.5. �
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2.4 Bellman-Steffensen type inequalities

In [11] Bellman introduced an Lp generalization of Steffensen’s inequality. Since it was
incorrect as stated it has been a subject of investigation by many mathematicians giving
corrected versions and generalizations of Bellman’s result. In [57] Pečarić showed that
with very simple modifications of conditions Bellman’s generalization is true. Using some
substitutions in his corrected version Pečarić also proved some modification of Steffensen’s
inequality (see [58]) for which Mitrinović and Pečarić gave necessary and sufficient con-
ditions (see [49]). In this section we give some generalizations of Bellman-Steffensen type
inequalities for positive measures obtained by Jakšetić, Pečarić and Smoljak Kalamir in
[38].

Theorem 2.25 Let  be a finite, positive measure on B([a,b]), f , h be −integrable
functions on [a,b] such that h is positive and f nonincreasing and right-continuous. Then∫

[a,b] f (t)G(t)d(t)∫
[a,b] G(t)d(t)

≤
∫
[a,a+ ] f (t)h(t)d(t)∫

[a,a+ ] h(t)d(t)
(2.53)

if and only if G : [a,b]→ R is −integrable and  is a positive constant such that∫
[a,x) G(t)d(t)∫
[a,b] G(t)d(t)

≤
∫
[a,x) h(t)d(t)∫

[a,a+ ] h(t)d(t)
and

∫
[x,b]

G(t)d(t) ≥ 0, (2.54)

for every x ∈ [a,b], assuming
∫
[a,b] G(t)d(t) > 0.

For a nondecreasing, right-continuous function f : [a,b] → R the inequality (2.53) is re-
versed.

Proof. Sufficiency. Let us define the function

g(t) =
G(t)

∫
[a,a+ ] h(t)d(t)∫

[a,b] G(t)d(t)
.

Since
∫
[a,b] g(t)d(t) =

∫
[a,a+ ] h(t)d(t) and (3.84) are fulfilled we can apply (3.83) and

(2.53) is valid.
Necessity. If we put the function

f (t) =

{
1, t < x;

0, t ≥ x,

for a ≤ x ≤ a+ in the inequality (2.53) we obtain the conditions in (2.54). �
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Theorem 2.26 Let  be a finite, positive measure on B([a,b]). Let f and h be nonnega-
tive nonincreasing functions on [a,b], and let  be an increasing convex function on [0,)
with (0) = 0. If G is a nonnegative nondecreasing function on [a,b] such that there exists
a nonnegative function g1, defined by the equation∫

[a,b]
g1(t)

(
G(t)
g1(t)

)
d(t) ≤

∫
[a,b]

h(t)d(t)

and
∫
[a,b] g1(t)d(t) ≤ 1, then the following inequality is valid:



(∫
[a,b] f (t)G(t)d(t)∫

[a,b] G(t)d(t)

)
≤
∫
[a,a+ ]( f (t))h(t)d(t)∫

[a,a+ ] h(t)d(t)
,

where
∫
[a,a+ ] h(t)d(t) = 

(∫
[a,b] G(t)d(t)

)
.

Proof. Using Jensen’s inequality we have



(∫
[a,b] f (t)G(t)d(t)∫

[a,b] G(t)d(t)

)
≤
∫
[a,b]( f (t))G(t)d(t)∫

[a,b] G(t)d(t)
,

and since  ◦ f is nonincreasing, we only have to check conditions in (2.54). Since G is
nonnegative, obviously

∫
[x,b] G(t)d(t) ≥ 0. So we only have to show


(∫

[a,b]
G(t)d(t)

)∫
[a,x)

G(t)d(t) ≤
∫

[a,x)
h(t)d(t)

∫
[a,b]

G(t)d(t). (2.55)

Using sub-linearity from Lemma 2.3 and Jensen’s inequality we have


(∫

[a,b]
G(t)d(t)

)
= 

(∫
[a,b]

g1(t)d(t)

∫
[a,b] G(t)d(t)∫
[a,b] g1(t)d(t)

)

≤
∫

[a,b]
g1(t)d(t)

⎛⎝∫[a,b] g1(t)
G(t)
g1(t)

d(t)∫
[a,b] g1(t)d(t)

⎞⎠
≤
∫

[a,b]
g1(t)

(
G(t)
g1(t)

)
d(t) ≤

∫
[a,b]

h(t)d(t). (2.56)

Since G is a nonnegative nondecreasing function and h is a nonnegative nonincreasing
function, we see that for each x ∈ [a,b]∫

[a,x) G(t)d(t)∫
[a,x) h(t)d(t)

≤
∫
[a,b] G(t)d(t)∫
[a,b] h(t)d(t)

i.e. ∫
[a,b]

h(t)d(t)
∫

[a,x)
G(t)d(t) ≤

∫
[a,x)

h(t)d(t)
∫

[a,b]
G(t)d(t),

so along with (2.56) we proved (2.55). Hence, the proof is completed. �
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In Theorems 2.25 and 2.26 we proved similar results to the ones obtained by Liu in
[43] but we only need  to be finite and positive instead of finite continuous and strictly
increasing as in [43].

Taking h ≡ 1 in Theorems 2.25 and 2.26 we obtain results given in [37].

2.5 Further improvement of an extension
of Hölder-type inequality

In [54] Pearce and Pečarić proved an extension of Hölder’s inequality using the following
generalization of Steffensen’s inequality.

Theorem 2.27 (i) Suppose that f and g are integrable functions on [a,b], f is nonin-
creasing and  > 0. If a positive function g satisfies the condition


∫ x

a
g(t)dt ≤ (x−a)

∫ b

a
g(t)dt (2.57)

for every x ∈ [a,b], then ∫ b
a f (t)g(t)dt∫ b

a g(t)dt
≤ −1

∫ a+

a
f (t)dt, (2.58)

while if a positive function g satisfies


∫ b

x
g(t)dt ≤ (b− x)

∫ b

a
g(t)dt (2.59)

for every x ∈ [a,b], then

−1
∫ b

b−
f (t)dt ≤

∫ b
a f (t)g(t)dt∫ b

a g(t)dt
. (2.60)

In either case equality holds if f is constant.

(ii) If f is nondecreasing, the reverse inequalities hold in (2.58) and (2.60).

In the following theorem we recall the aforementioned extension of Hölder’s inequality
from [54].

Theorem 2.28 Let f and g be two integrable and positive functions defined on [a,b] and
let M, K be real numbers satisfying a ≤ K < M ≤ b.

(i) Suppose that for every x ∈ [K,b] we have

1
x−K

∫ x

K
g(t)dt ≤ 1

M−K

∫ b

K
g(t)dt, (2.61)
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that p > 1, p−1 +q−1 = 1 and that f is nonincreasing. Then

∫ b

a
f (t)g(t)dt ≤

(∫ M

a
f p(t)dt

)1/p(∫ M

a
ĝq(t)dt

)1/q

, (2.62)

where

ĝ(t) =

{
g(t), a ≤ t < K

1
M−K

∫ b
K g(t)dt, K ≤ t ≤ M.

(2.63)

The inequality in (2.62) is reversed if p < 1 and f is a nondecreasing function. In
both cases, equality holds in (2.62) if

f p(t) = cĝq(t), a ≤ t ≤ M

(where c is constant) and

f (t) = f (K), t ∈ [K,b].

(ii) Suppose that for every x ∈ [a,M] we have

1
M− x

∫ M

x
g(t)dt ≤ 1

M−K

∫ M

a
g(t)dt, (2.64)

that p > 1, p−1 +q−1 = 1 and that f is nondecreasing. Then

∫ b

a
f (t)g(t)dt ≤

(∫ b

K
f p(t)dt

)1/p(∫ b

K
ĝq(t)dt

)1/q

, (2.65)

where

ĝ(t) =

{
1

M−K

∫M
a g(t)dt, K ≤ t ≤ M

g(t), M < t ≤ b.
(2.66)

The inequality in (2.65) is reversed if p < 1 and f is a nonincreasing function. In
both cases, equality holds in (2.65) if

f p(t) = cĝq(t), K ≤ t ≤ b

(where c is constant) and

f (t) = f (M), t ∈ [a,M].

In [73] Pečarić and Smoljak improved the above extension of Hölder’s inequality using
log-convexity.

By simple modification of Theorem 2.16 we have the following generalization of Stef-
fensen’s inequality for positive measures given in [39].
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Theorem 2.29 (i) Let  be a finite, positive measure on B([a,b]). Suppose that g is
a −integrable function on [a,b], f is nonincreasing, right-continuous function on
[a,b] and  is a positive constant. If a positive function g satisfies the condition

([a,a+ ])
∫
[a,x)

g(t)d(t) ≤ ([a,x))
∫

[a,b]
g(t)d(t) (2.67)

for every x ∈ [a,b], then∫
[a,b] f (t)g(t)d(t)∫

[a,b] g(t)d(t)
≤
∫
[a,a+ ] f (t)d(t)

([a,a+ ])
, (2.68)

while if a positive function g satisfies the condition

((b− ,b])
∫
[x,b]

g(t)d(t)≤ ([x,b])
∫

[a,b]
g(t)d(t) (2.69)

for every x ∈ [a,b], then∫
(b− ,b] f (t)d(t)

((b− ,b])
≤
∫
[a,b] f (t)g(t)d(t)∫

[a,b] g(t)d(t)
. (2.70)

In either case the equality holds if f is constant.

(ii) If f is a nondecreasing, right-continuous function, the reverse inequalities hold in
(2.68) and (2.70).

Using the above generalization of Steffensen’s inequality the following extension of
Hölder’s inequality for positive measures was obtained in [39].

Theorem 2.30 Let  be a finite, positive measure on B([a,b]). Let f and g be two
−integrable and positive functions defined on [a,b] and let M, K be real numbers satis-
fying a ≤ K < M ≤ b.

(i) Suppose that for every x ∈ [K,b] we have

1
([K,x))

∫
[K,x)

g(t)d(t) ≤ 1
([K,M])

∫
[K,b]

g(t)d(t), (2.71)

that p > 1, p−1 +q−1 = 1 and that f is a nonincreasing, right-continuous function.
Then∫

[a,b]
f (t)g(t)d(t) ≤

(∫
[a,M]

f p(t)d(t)
)1/p(∫

[a,M]
ĝq(t)d(t)

)1/q

, (2.72)

where

ĝ(t) =

{
g(t), a ≤ t < K

1
([K,M])

∫
[K,b] g(t)d(t), K ≤ t ≤ M.

(2.73)
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The inequality in (2.72) is reversed if p < 1 and f is a nondecreasing, right-continuous
function. In both cases, the equality holds in (2.72) if

f p(t) = cĝq(t), a ≤ t ≤ M

where c is a constant and f (t) = f (K), t ∈ [K,b].

(ii) Suppose that for every x ∈ [a,M] we have

1
([x,M])

∫
[x,M]

g(t)d(t) ≤ 1
((K,M])

∫
[a,M]

g(t)d(t), (2.74)

that p > 1, p−1 +q−1 = 1 and f is a nondecreasing, right-continuous function. Then

∫
[a,b]

f (t)g(t)d(t) ≤
(∫

(K,b]
f p(t)d(t)

)1/p(∫
(K,b]

ĝq(t)d(t)
)1/q

, (2.75)

where

ĝ(t) =

{
1

((K,M])
∫
[a,M] g(t)d(t), K ≤ t ≤ M

g(t), M < t ≤ b.
(2.76)

The inequality in (2.75) is reversed if p < 1 and f is a nonincreasing, right-continuous
function. In both cases, the equality holds in (2.75) if

f p(t) = cĝq(t), K ≤ t ≤ b

where c is a constant and f (t) = f (M), t ∈ [a,M].

Proof.

(i) Let  = M−K and replace a by K in Theorem 2.29 (i). Now, by (2.71) we have that
the condition (2.67) is satisfied. Hence, (2.68) holds, that is∫

[K,b]
f (t)g(t)d(t) ≤ 1

([K,M])

∫
[K,b]

g(t)d(t)
∫

[K,M]
f (t)d(t)

=
∫

[K,M]
f (t)ĝ(t)d(t).

So, ∫
[a,b]

f (t)g(t)d(t) =
∫

[a,K)
f (t)g(t)d(t)+

∫
[K,b]

f (t)g(t)d(t)

≤
∫

[a,K)
f (t)ĝ(t)d(t)+

∫
[K,M]

f (t)ĝ(t)d(t)

=
∫

[a,M]
f (t)ĝ(t)d(t).

Now using Hölder’s inequality, the inequality (2.72) follows.
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(ii) Let  = M−K and replace b by M in Theorem 2.29 (ii). Now, by (2.74) we have that
the condition (2.69) is satisfied. Since f is nondecreasing the reversed inequality in
(2.70) holds, that is∫

[a,M]
f (t)g(t)d(t) ≤ 1

((K,M])

∫
[a,M]

g(t)d(t)
∫

(K,M]
f (t)d(t)

=
∫

(K,M]
f (t)ĝ(t)d(t).

So ∫
[a,b]

f (t)g(t)d(t) =
∫

[a,M]
f (t)g(t)d(t)+

∫
(M,b]

f (t)g(t)d(t)

≤
∫

(K,M]
f (t)ĝ(t)d(t)+

∫
(M,b]

f (t)ĝ(t)d(t)

=
∫

(K,b]
f (t)ĝ(t)d(t).

Now using Hölder’s inequality, the inequality (2.75) follows.

The other cases follow similarly, while the statement of equality follows from the condition
for the equality in Steffensen’s and Hölder’s inequalities. �

Corollary 2.4 (i) Suppose the assumptions of Theorem 2.30(i) are satisfied and fur-
ther g is nonincreasing. Then Theorem 2.30(i) is also valid if the condition (2.71) is
replaced by

g(K) ≤ 1
([K,M])

∫
[K,b]

g(t)d(t).

(ii) Suppose the assumptions of Theorem 2.30(ii) are satisfied and further g is nonde-
creasing. Then Theorem 2.30(ii) is also valid if the condition (2.74) is replaced by

g(M) ≤ 1
((K,M])

∫
[a,M]

g(t)d(t).

Proof. If g is nonincreasing, then

1
([K,x])

∫
[K,x)

g(t)d(t) ≤ g(K) ≤ 1
([K,M])

∫
[K,b]

g(t)d(t),

that is, (2.71) holds. Similarly, if g is nondecreasing, then

1
([x,M])

∫
[x,M]

g(t)d(t)≤ g(M) ≤ 1
((K,M])

∫
[a,M]

g(t)dt,

that is, (2.74) holds. �

We continue with some applications of previous results given in [39].
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Let p be defined as in Lemma 2.2. Under the assumptions of Theorem 2.30 (i) and
(ii), respectively, let us define the following linear functionals

N1(p ◦ f ) =
∫

[a,b]
p( f (t))g(t)d(t)−

∫
[a,M]

p( f (t))ĝ(t)d(t) (2.77)

and
N2(p ◦ f ) =

∫
(K,b]

p( f (t))ĝ(t)d(t)−
∫
[a,b]

p( f (t))g(t)d(t), (2.78)

which are positive on a class of nondecreasing, right-continuous functions f .
Also, we have that −N1(p ◦ f ) and −N2(p ◦ f ) are positive on a class of nonincreas-

ing, right-continuous functions f .

Theorem 2.31 Let i : R → R, i = 1,2, be defined by

i(p) = Ni(p ◦ f ),

where N1 and N2 are linear functionals defined by (2.77) and (2.78), p is defined in
Lemma 2.2 and f is a nondecreasing, right-continuous function. Then the following state-
ments hold for every i = 1,2.

(i) The function i is continuous on R.

(ii) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
i

(
p j + pk

2

)]n

j,k=1

is positive semidefinite. Particularly,

det

[
i

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function i is exponentially convex on R.

(iv) The function i is log-convex on R.

(v) If r,s, t ∈ R are such that r < s < t, then

i(s)t−r ≤i(r)t−si(t)s−r.

Proof. (i) Continuity of the function p → i(p), i = 1,2 is obvious for p ∈ R\ {0}. For
p = 0 it is directly checked using the Heine characterization.
(ii) First, let us prove this for i = 1. Let n ∈ N,  j, p j ∈ R,( j = 1, . . . ,n) be arbitrary and
define an auxiliary function  : (0,) → R by

(x) =
n


j,k=1

 jk p j+pk
2

(x).
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Since

′(x) =

(
n


j=1

 jx
p j−1

2

)2

≥ 0

we have that  is increasing on (0,).
By (2.71), the condition (2.67) is satisfied with  = M−K and a replaced by K. Hence,

by Theorem 2.29, the reverse inequality in (2.68) holds, so for a nondecreasing function
◦ f we obtain ∫

[K,b]
( f (t))g(t)d(t) ≥

∫
[K,M]

( f (t))ĝ(t)d(t)t.

By definition ∫
[a,K)

( f (t))g(t)d(t) =
∫

[a,K)
( f (t))ĝ(t)d(t),

so we obtain ∫
[a,b]

( f (t))g(t)d(t) ≥
∫

[a,M]
( f (t))ĝ(t)d(t),

that is, N1(◦ f ) ≥ 0. This is means that[
1

(
p j + pk

2

)]n

j,k=1

is a positive semi-definite matrix.
Similarly, we can prove this for i = 2.
(iii), (iv), (v) are simple consequences of (i) and (ii). �

Similarly as in Theorem 2.31 we obtain that for a nonincreasing, right-continuous func-
tion f statements of Theorem 2.31 hold for −i(p), i = 1,2.

Hence, the following inequality holds true

|i(s)|t−r ≤ |i(r)|t−s|i(t)|s−r, i = 1,2, (2.79)

for every choice r,s,t ∈ R such that r < s < t.
In the following theorems we obtain an improvement of Hölder-type inequality in mea-

sure theory settings.

Theorem 2.32 Let  be a finite, positive measure on B([a,b]). Let f and g be two
−integrable and positive functions defined on [a,b], let ĝ be defined by (2.73) and let M,
K be real numbers satisfying a ≤ K < M ≤ b. Suppose that for every x ∈ [K,b] we have
(2.71).

(i) Suppose that p > 1, p−1 + q−1 = 1, 1 < s < t and that f is a nonincreasing, right-
continuous function. Then(∫

[a,M]
f p(t)d(t)

)1/p(∫
[a,M]

ĝq(t)d(t)
)1/q

−
∫

[a,b]
f (t)g(t)d(t)

≥ [−1(s)]
t−1
t−s [−1(t)]

1−s
t−s .

(2.80)
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If p < 1 and f is a nondecreasing, right-continuous function, then∫
[a,b]

f (t)g(t)d(t)−
(∫

[a,M]
f p(t)d(t)

)1/p (∫
[a,M]

ĝq(t)d(t)
)1/q

≥ [1(s)]
t−1
t−s [1(t)]

1−s
t−s .

(2.81)

(ii) Suppose that p > 1, p−1 +q−1 = 1, r < s < 1 and that f is a nonincreasing, right-
continuous function. Then(∫

[a,M]
f p(t)d(t)

)1/p(∫
[a,M]

ĝq(t)d(t)
)1/q

−
∫

[a,b]
f (t)g(t)d(t)

≥ [−1(s)]
1−r
s−r [−1(r)]

s−1
s−r .

If p < 1 and f is a nondecreasing, right-continuous function, then∫
[a,b]

f (t)g(t)d(t)−
(∫

[a,M]
f p(t)d(t)

)1/p(∫
[a,M]

ĝq(t)d(t)
)1/q

≥ [1(s)]
1−r
s−r [1(r)]

s−1
s−r .

Proof.

(i) Taking substitution r → 1 in (2.79) (for i = 1) and then raising both sides of the
inequality (2.79) to the power 1

t−s we obtain

|1(1)| ≥ |1(s)| t−1
t−s |1(t)| 1−s

t−s .

For a nonincreasing function f , we have

|1(1)| = −1(1) =
∫

[a,M]
f (t)ĝ(t)d(t)−

∫
[a,b]

f (t)g(t)d(t) ≥ 0.

Now by Hölder’s inequality we have(∫
[a,M]

f p(t)d(t)
)1/p(∫

[a,M]
ĝq(t)d(t)

)1/q

−
∫
[a,b]

f (t)g(t)d(t)

≥
∫

[a,M]
f (t)ĝ(t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

= −1(1) ≥ [−1(s)]
t−1
t−s [−1(t)]

1−s
t−s .

Hence, we obtain (2.80).

For a nondecreasing function f , we have

|1(1)| = 1(1) =
∫

[a,b]
f (t)g(t)d(t)−

∫
[a,M]

f (t)ĝ(t)d(t) ≥ 0.
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Now by Hölder’s inequality for p < 1 we have∫
[a,b]

f (t)g(t)d(t)−
(∫

[a,M]
f p(t)d(t)

)1/p(∫
[a,M]

ĝq(t)d(t)
)1/q

≥
∫

[a,b]
f (t)g(t)d(t)−

∫
[a,M]

f (t)ĝ(t)d(t)

= 1(1) ≥ [1(s)]
t−1
t−s [1(t)]

1−s
t−s .

Hence, we obtain (2.81).

(ii) Similar to the proof of (i), taking substitution t → 1.

�

Theorem 2.33 Let  be a finite, positive measure on B([a,b]). Let f and g be two
−integrable and positive functions defined on [a,b], let ĝ be defined by (2.76) and let M,
K be real numbers satisfying a ≤ K < M ≤ b. Suppose that for every x ∈ [a,M] we have
(2.74).

(i) Suppose that p > 1, p−1 +q−1 = 1, 1 < s < t and that f is a nondecreasing, right-
continuous function. Then(∫

(K,b]
f p(t)d(t)

)1/p(∫
(K,b]

ĝq(t)d(t)
)1/q

−
∫

[a,b]
f (t)g(t)d(t)

≥ [2(s)]
t−1
t−s [2(t)]

1−s
t−s .

If p < 1 and f is a nonincreasing, right-continuous function, then∫
[a,b]

f (t)g(t)d(t)−
(∫

(K,b]
f p(t)d(t)

)1/p(∫
(K,b]

ĝq(t)d(t)
)1/q

≥ [−2(s)]
t−1
t−s [−2(t)]

1−s
t−s .

(ii) Suppose that p > 1, p−1 +q−1 = 1, r < s < 1 and that f is a nondecreasing, right-
continuous function. Then(∫

(K,b]
f p(t)d(t)

)1/p(∫
(K,b]

ĝq(t)d(t)
)1/q

−
∫

[a,b]
f (t)g(t)d(t)

≥ [2(s)]
1−r
s−r [2(r)]

s−1
s−r .

If p < 1 and f is a nonincreasing, right-continuous function, then∫
[a,b]

f (t)g(t)d(t)−
(∫

(K,b]
f p(t)d(t)

)1/p(∫
(K,b]

ĝq(t)d(t)
)1/q

≥ [−2(s)]
1−r
s−r [−2(t)]

s−1
s−r .

Proof. Similar to the proof of Theorem 2.32. �



58 2 WEIGHTED STEFFENSEN’S INEQUALITY

We continue with the Lagrange-type mean value theorem.

Theorem 2.34 Let f be a nondecreasing, right-continuous function and let  ∈
C1[ f (a), f (b)]. Let Ni, i = 1,2, be linear functionals defined by (2.77) and (2.78). Then
there exist i ∈ [ f (a), f (b)], i = 1,2, such that

Ni( ◦ f ) =  ′(i)Ni(id◦ f ),

where id(x) = x.

Proof. Since  ∈C1[ f (a), f (b)] there exist

m = min
x∈[ f (a), f (b)]

 ′(x) and M = max
x∈[ f (a), f (b)]

 ′(x).

Denote h1(x) = Mx−(x) and h2(x) = (x)−mx. Then

h′1(x) = M− ′(x) ≥ 0

h′2(x) =  ′(x)−m ≥ 0

so h1 and h2 are nondecreasing on [ f (a), f (b)], which means that Ni(h1 ◦ f ) ≥ 0 and
Ni(h2 ◦ f ) ≥ 0 i.e.

mNi(id◦ f ) ≤ Ni( ◦ f ) ≤ MNi(id◦ f ).

If Ni(id◦ f ) = 0, the proof is complete. If Ni(id◦ f ) > 0, then

m ≤ Ni( ◦ f )
Ni(id◦ f )

≤ M

and the existence of i ∈ [ f (a), f (b)] follows. �

Corollary 2.5 Let f be a nondecreasing, right-continuous function and let 1,2 ∈
C1[ f (a), f (b)]. Then there exist i ∈ [ f (a), f (b)], such that

 ′
1( )

 ′
2( )

=
Ni(1 ◦ f )
Ni(2 ◦ f )

(2.82)

provided that the denominator on right sides is non-zero, where Ni, i = 1,2, are linear
functionals defined by (2.77) and (2.78).

If the inverse of  ′
1/

′
2 exists then various kinds of means can be defined by (2.82).

That is

i =
(
 ′

1

 ′
2

)−1(Ni(1 ◦ f )
Ni(2 ◦ f )

)
, i = 1,2. (2.83)

Particularly, if we substitute 1(x) = p(x), 2(x) = q(x), where p is defined in
Lemma 2.2, in (2.83) and use the continuous extension, the following expressions are
obtained (i = 1,2):

Mi(p,q) =

⎧⎪⎨⎪⎩
(

Ni(p◦ f )
Ni(q◦ f )

) 1
p−q

, p �= q;

exp
(

Ni(0·(p◦ f ))
Ni(p◦ f ) − 1

p

)
, p = q.
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By Theorem 2.5, if p,q,u,v ∈ (0,) such that p ≤ u, q ≤ v then,

Mi(p,q) ≤ Mi(u,v), i = 1,2.

Similar as in Section 2.1 we see that we can further refine obtained results by dropping
some of the analytical properties of a family of functions from Lemma 2.2. Proofs are
similar to the ones in Section 2.1 so we omit the details.

By
C = {p : p : [a,b] → R, p ∈ J}

let us define a family of functions from C([a,b]) such that p → [x0,x1;p] is log-convex in
the Jensen sense on J for every choice of two distinct points x0,x1 ∈ [a,b].

Theorem 2.35 Let Gi : J → R, be defined by

Gi(p) = Ni(p ◦ f ), i = 1,2,

where functionals Ni, i = 1,2 are defined by (2.77) and (2.78), p ∈ C and f is a nonde-
creasing right-continuous function. Then the following statements hold, for every i = 1,2.

(i) Gi is log-convex in the Jensen sense on J.

(ii) If Gi is continuous on J, then it is log-convex on J and for p,q,r ∈ J such that
p < q < r, we have

Gi(q)r−p ≤ Gi(p)r−qGi(r)q−p.

(iii) If Gi is positive and differentiable on J, then for every p,q,r ∈ J such that p ≤ u,
q ≤ v, we have

M̃i(p,q) ≤ M̃i(u,v) (2.84)

where M̃i(p,q) is defined by

M̃i(p,q) =

⎧⎪⎨⎪⎩
(

Gi(p)
Gi(q)

) 1
p−q

, p �= q;

exp

(
d
dp (Gi(p))

Gi(p)

)
, p = q.

(2.85)

By
D = {p : p : [a,b]→ R, p ∈ J},

let us define a family of functions from C([a,b]) such that p → [x0,x1;p] is exponentially
convex on J for every choice of two distinct points x0,x1 ∈ [a,b].

Theorem 2.36 Let Hi : J → R, be defined by

Hi(p) = Ni(p ◦ f ), i = 1,2,

where functionals Ni, i = 1,2 are defined by (2.77) and (2.78), p ∈ D and f is a nonde-
creasing right-continuous function. Then the following statements hold for every i = 1,2.
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(i) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
Hi

(
pk + pm

2

)]n

k,m=1

is positive semidefinite. Particularly,

det

[
Hi

(
pk + pm

2

)]n
k,m=1

≥ 0.

(ii) If the function Hi is continuous on J, then Hi is exponentially convex on J.

(iii) If Hi is positive and differentiable on J, then for every p,q,r ∈ J such that p ≤ u,
q ≤ v, we have

M̂i(p,q) ≤ M̂i(u,v)

where M̂i(p,q) is defined by

M̂i(p,q) =

⎧⎪⎨⎪⎩
(

Hi(p)
Hi(q)

) 1
p−q

, p �= q;

exp

(
d
dp (Hi(p))

Hi(p)

)
, p = q.



Chapter3

Weighted Pečarić, Mercer
and Wu-Srivastava results

3.1 Measure theoretic generalization of Pečarić,
Mercer and Wu-Srivastava results

In 2000 Mercer gave a generalization of Steffensen’s inequality and he noted that his gener-
alization contains various already known generalizations, one of which is a generalization
given by Pečarić in 1982. It was noted by Wu and Srivastava in 2007 that Mercer’s re-
sult is incorrect as stated and they have not only corrected it but also gave a refinement of
Steffensen’s inequality and a sharpened version of Mercer’s result. Furthermore, in 1979
Milovanović and Pečarić gave weaker conditions on the function g in Steffensen’s inequal-
ity and Mercer obtained weaker conditions for his generalizations. In [61] Pečarić, Perušić
and Smoljak related generalizations of Steffensen’s inequality given by Pečarić, Mercer
and Wu-Srivastava. Moreover, using Wu-Srivastava refinements of Steffensen’s inequality
they obtained refined versions of Pečarić and Mercer’s results and gave this results with
weaker conditions. The aim of this section is to give a measure theoretic generalizations of
previously mentioned generalizations of Steffensen’s inequality. Results presented in this
section were obtained by Jakšetić, Pečarić and Smoljak Kalamir in [35].

Firstly we give measure theoretic version of Theorems 1.6 and 1.7.

61
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Theorem 3.1 Let  be a positive finite measure on B([a,b]), let f ,g and h be measurable
functions on [a,b] such that h is positive, f/h is nonincreasing and 0 ≤ g ≤ 1.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)d(t) =
∫

[a,b]
h(t)g(t)d(t), (3.1)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)d(t). (3.2)

(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)d(t) =
∫

[a,b]
h(t)g(t)d(t), (3.3)

then ∫
(b− ,b]

f (t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t). (3.4)

Proof. Let us prove the (a)-part. Transformation of the difference between the right-hand
side and the left-hand side of inequality (3.2) gives∫

[a,a+ ]
f (t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

=
∫

[a,a+ ]
(1−g(t)) f (t)d(t)−

∫
(a+ ,b]

f (t)g(t)d(t)

≥ f (a+ )
h(a+ )

∫
[a,a+ ]

h(t)(1−g(t))d(t)−
∫
(a+ ,b]

f (t)g(t)d(t)

=
f (a+ )
h(a+ )

(∫
[a,b]

h(t)g(t)d(t)−
∫
[a,a+ ]

h(t)g(t)d(t)
)
−
∫

(a+ ,b]
f (t)g(t)d(t)

=
∫

(a+ ,b]
g(t)h(t)

(
f (a+ )
h(a+ )

− f (t)
h(t)

)
d(t) ≥ 0,

where we use (3.1).
Proof of the (b)-part is similar so we omit the details. �

Theorem 3.2 Let  be a positive finite measure on B([a,b]), let f ,g and h be measur-
able functions on [a,b] such that h is positive, f is nonnegative, 0 ≤ g ≤ 1 and f/h is
nonincreasing.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)d(t) ≥
∫

[a,b]
h(t)g(t)d(t), (3.5)

then (3.2) holds.
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(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)d(t) ≤
∫

[a,b]
h(t)g(t)d(t),

then (3.4) holds.

Proof. From the conditions of theorem we have that f/h is nonnegative. Hence, condition
(3.5) together with f (a+ )/h(a+ )≥ 0 enables us to re-adjust the proof of Theorem 3.1
(a) to prove the (a)-part. Similarly we obtain the (b)-part. �

Taking h ≡ 1 in Theorems 3.1 and 3.2 we have Steffensen’s inequality for positive
measures given in Section 2.1.

Using approach from [61] in the following theorems we obtain corrected version of
Mercer’s generalization in measure theory settings.

Theorem 3.3 Let  be a positive finite measure on B([a,b]), let f ,g and h be measurable
functions on [a,b] such that h is positive, f is nonincreasing and 0 ≤ g ≤ h.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)d(t) =
∫

[a,b]
g(t)d(t), (3.6)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)h(t)d(t). (3.7)

(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)d(t) =
∫

[a,b]
g(t)d(t), (3.8)

then ∫
(b− ,b]

f (t)h(t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t). (3.9)

Proof. Putting substitutions g → g/h and f → f h in Theorem 3.1 we obtain statements of
this theorem. �

Theorem 3.4 Let  be a positive finite measure on B([a,b]), let f ,g and h be mea-
surable functions on [a,b] such that h is positive, 0 ≤ g ≤ h, and f is nonnegative and
nonincreasing.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)d(t) ≥
∫

[a,b]
g(t)d(t), (3.10)

then (3.7) holds.
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(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)d(t)≤
∫

[a,b]
g(t)d(t), (3.11)

then (3.9) holds.

Proof. Putting substitutions g → g/h and f → f h in Theorem 3.2 we obtain statements of
this theorem. �

In the following theorem we obtain generalization of Theorem 1.10 in measure theory
settings.

Theorem 3.5 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be measur-
able functions on [a,b] such that k is positive, 0 ≤ g ≤ h and f/k is nonincreasing.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)k(t)d(t) =
∫

[a,b]
g(t)k(t)d(t), (3.12)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)h(t)d(t). (3.13)

(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)k(t)d(t) =
∫

[a,b]
g(t)k(t)d(t), (3.14)

then ∫
(b− ,b]

f (t)h(t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t). (3.15)

Proof. Take h → kh, g → g/h and f → f h in Theorem 3.1. �

Theorem 3.6 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be mea-
surable functions on [a,b] such that k is positive, f is nonnegative, 0 ≤ g ≤ h and f/k is
nonincreasing.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)k(t)d(t) ≥
∫

[a,b]
g(t)k(t)d(t), (3.16)

then (3.13) holds.

(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)k(t)d(t) ≤
∫

[a,b]
g(t)k(t)d(t), (3.17)

then (3.15) holds.

Proof. Take h → kh, g → g/h and f → f h in Theorem 3.2. �
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Taking k ≡ 1 in Theorems 3.5 and 3.6 we obtain results given in Theorems 3.3 and 3.4.
Motivated by corrected and refined version of Mercer’s results given in Theorem 1.11

we obtain the following results for positive measure.

Theorem 3.7 Let  be a positive finite measure on B([a,b]), let f ,g and h be measurable
functions on [a,b] such that 0 ≤ g ≤ h and f is nonincreasing.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)d(t) =
∫

[a,b]
g(t)d(t),

then∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])d(t)

≤
∫

[a,a+ ]
f (t)h(t)d(t).

(3.18)

(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)d(t) =
∫

[a,b]
g(t)d(t),

then∫
(b− ,b]

f (t)h(t)d(t) ≤
∫

(b− ,b]
( f (t)h(t)− [ f (t)− f (b− )][h(t)−g(t)])d(t)

≤
∫

[a,b]
f (t)g(t)d(t).

(3.19)

Proof. The proof is based on the following identities:∫
[a,b]

f (t)g(t)d(t) =
∫

[a,a+ ]
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])d(t)

+
∫
(a+ ,b]

[ f (t)− f (a+ )]g(t)d(t)
(3.20)

and∫
[a,b]

f (t)g(t)d(t) =
∫

(b− ,b]
( f (t)h(t)− [ f (t)− f (b− )][h(t)−g(t)])d(t)

+
∫

[a,b− ]
[ f (t)− f (b− )]g(t)d(t).

(3.21)
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Let us prove the first one. Transformation of the right-hand side of identity (3.20) gives the
following∫

[a,a+ ]
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])d(t)

+
∫

(a+ ,b]
[ f (t)− f (a+ )]g(t)d(t) =

∫
(a+ ,b]

f (t)g(t)d(t)

+
∫

[a,a+ ]
[ f (t)g(t)+ f (a+ )(h(t)−g(t))]d(t)− f (a+ )

∫
(a+ ,b]

g(t)d(t)

=
∫

[a,b]
f (t)g(t)d(t)+ f (a+ )

[∫
[a,a+ ]

(h(t)−g(t))d(t)−
∫
(a+ ,b]

g(t)d(t)
]

=
∫

[a,b]
f (t)g(t)d(t)+ f (a+ )

[∫
[a,a+ ]

h(t)d(t)−
∫
[a,b]

g(t)d(t)
]

=
∫

[a,b]
f (t)g(t)d(t)

where in the last equality we use a definition of  i.e.∫
[a,a+ ]

h(t)d(t) =
∫

[a,b]
g(t)d(t).

The second identity can be proved in a similar manner.
Since f is nonincreasing on [a,b] we have f (t) ≥ f (a +  ) for all t ∈ [a,a+ ] and

f (t) ≤ f (a+ ) for all t ∈ [a+ ,b]. Then∫
(a+ ,b]

[ f (t)− f (a+ )]g(t)d(t)≤ 0

and ∫
[a,a+ ]

[ f (t)− f (a+ )][h(t)−g(t)]d(t)≥ 0.

Using (3.20) and above inequalities we obtain∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])d(t)

≤
∫

[a,a+ ]
f (t)h(t)d(t).

Similarly, we obtain (3.19) using identity (3.21). �

Theorem 3.8 Let  be a positive finite measure on B([a,b]), let f ,g and h be measurable
functions on [a,b] such that 0 ≤ g ≤ h and f is nonnegative and nonincreasing.

(a) If there exists  ∈ R+ such that∫
[a,a+ ]

h(t)d(t) ≥
∫

[a,b]
g(t)d(t),

then (3.18) holds.
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(b) If there exists  ∈ R+ such that∫
(b− ,b]

h(t)d(t) ≤
∫

[a,b]
g(t)d(t),

then (3.19) holds.

Proof. Re-adjusting proof of Theorem 3.7 we have that the proof is based on the following
inequalities:∫

[a,b]
f (t)g(t)d(t) ≤

∫
[a,a+ ]

( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])d(t)

+
∫
(a+ ,b]

[ f (t)− f (a+ )]g(t)d(t)

and ∫
[a,b]

f (t)g(t)d(t) ≥
∫

(b− ,b]
( f (t)h(t)− [ f (t)− f (b− )][h(t)−g(t)])d(t)

+
∫

[a,b− ]
[ f (t)− f (b− )]g(t)d(t).

�

In the following theorems we obtain a refined version of results given in Theorems 3.5
and 3.6.

Theorem 3.9 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be measur-
able functions on [a,b] such that 0 ≤ g ≤ h and f/k is nonincreasing.

(a) If there exists  ∈ R+ such that (3.12) holds, then∫
[a,b]

f (t)g(t)d(t)

≤
∫

[a,a+ ]

(
f (t)h(t)−

[
f (t)
k(t)

− f (a+ )
k(a+ )

]
k(t)[h(t)−g(t)]

)
d(t)

≤
∫

[a,a+ ]
f (t)h(t)d(t).

(3.22)

(b) If there exists  ∈ R+ such that (3.14) holds, then∫
(b− ,b]

f (t)h(t)d(t)

≤
∫

(b− ,b]

(
f (t)h(t)−

[
f (t)
k(t)

− f (b− )
k(b− )

]
k(t)[h(t)−g(t)]

)
d(t)

≤
∫

[a,b]
f (t)g(t)d(t).

(3.23)

Proof. Take h → kh, g → kg and f → f/k in Theorem 3.7. �
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Theorem 3.10 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be mea-
surable functions on [a,b] such that f is nonnegative, 0 ≤ g ≤ h and f/k is nonincreasing.

(a) If there exists  ∈ R+ such that (3.16) holds, then (3.22) holds.

(b) If there exists  ∈ R+ such that (3.17) holds, then (3.23) holds.

In the following theorem we extend Theorems 1.12 and 1.13 to Borel  -algebra.

Theorem 3.11 Let  be a positive finite measure on B([a,b]), let f ,g,h and  be mea-
surable functions on [a,b] such that 0 ≤  ≤ g ≤ h− and f is nonincreasing.

(a) If there exists  ∈ R+ such that (3.6) holds, then∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)h(t)d(t)−

∫
[a,b]

| f (t)− f (a+ )|(t)d(t).

(3.24)

(b) If there exists  ∈ R+ such that (3.8) holds, then∫
(b− ,b]

f (t)h(t)d(t)+
∫
[a,b]

| f (t)− f (b− )|(t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t).

(3.25)

Proof. Since f is nonincreasing on [a,b] we have f (t) ≥ f (a+ ) for all t ∈ [a,a+ ] and
f (t) ≤ f (a+ ) for all t ∈ [a+ ,b]. Now using identity (3.20) we get∫

[a,a+ ]
f (t)h(t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

=
∫

[a,a+ ]
[ f (t)− f (a+ )][h(t)−g(t)]d(t)−

∫
(a+ ,b]

[ f (t)− f (a+ )]g(t)d(t)

≥
∫

[a,a+ ]
| f (t)− f (a+ )|(t)d(t)+

∫
(a+ ,b]

| f (a+ )− f (t)|(t)d(t)

=
∫

[a,b]
| f (t)− f (a+ )|(t)d(t)

and the proof of the first statement is established.
The second statement can be proved in a similar manner using identity (3.21). �

Theorem 3.12 Let  be a positive finite measure on B([a,b]), let f ,g,h and  be mea-
surable functions on [a,b] such that 0 ≤  ≤ g ≤ h− and f is nonnegative and nonin-
creasing.

(a) If there exists  ∈ R+ such that (3.10) holds, then (3.24) holds.

(b) If there exists  ∈ R+ such that (3.11) holds, then (3.25) holds.

In the following theorems we obtain sharpening of results given in Theorems 3.5 and
3.6.
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Theorem 3.13 Let  be a positive finite measure on B([a,b]), let f ,g,h,k and  be
measurable functions on [a,b] such that k is positive, 0 ≤  ≤ g ≤ h− and f/k is
nonincreasing.

(a) If there exists  ∈ R+ such that (3.12) holds, then∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)h(t)d(t)

−
∫

[a,b]

∣∣∣∣( f (t)
k(t)

− f (a+ )
k(a+ )

)∣∣∣∣k(t)(t)d(t).
(3.26)

(b) If there exists  ∈ R+ such that (3.14) holds, then∫
(b− ,b]

f (t)h(t)d(t)+
∫
[a,b]

∣∣∣∣( f (t)
k(t)

− f (b− )
k(b− )

)∣∣∣∣k(t)(t)d(t)

≤
∫

[a,b]
f (t)g(t)d(t).

(3.27)

Proof. Take g → kg, f → f/k, h → kh and  → k in Theorem 3.11. �

Theorem 3.14 Let  be a positive finite measure on B([a,b]), let f ,g,h,k and  be
measurable functions on [a,b] such that k is positive, 0 ≤  ≤ g ≤ h− , f is nonnegative
and f/k is nonincreasing.

(a) If there exists  ∈ R+ such that (3.16) holds, then (3.26) holds.

(b) If there exists  ∈ R+ such that (3.17) holds, then (3.27) holds.

Proof. Take g → kg, f → f/k, h → kh and  → k in Theorem 3.12. �

3.1.1 Weaker conditions

Motivated by weaker conditions given in Theorem 1.3 in the following theorems we obtain
weaker conditions for some generalizations and refinements given in the previous results.

The following theorem gives weaker conditions for Theorem 3.5 and more general
version of analog theorem from [43].

Theorem 3.15 Let  be a positive finite measure on B([a,b]), let g,h and k be −integrable
functions on [a,b] such that k is positive and h is nonnegative.

(a) Let  be a positive constant such that
∫
[a,a+ ]h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t).

The inequality ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)h(t)d(t) (3.28)
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holds for every nonincreasing, right-continuous function f/k : [a,b]→ R if and only
if ∫

[a,x)
k(t)g(t)d(t) ≤

∫
[a,x)

k(t)h(t)d(t) and
∫

[x,b]
k(t)g(t)d(t) ≥ 0, (3.29)

for every x ∈ [a,b].

(b) Let  be a positive constant such that
∫
(b− ,b] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t).

The inequality ∫
(b− ,b]

f (t)h(t)d(t) ≤
∫

[a,b]
f (t)g(t)d(t) (3.30)

holds for every nonincreasing, right-continuous function f/k : [a,b]→ R if and only
if ∫

[x,b]
k(t)g(t)d(t) ≤

∫
[x,b]

k(t)h(t)d(t) and
∫

[a,x)
k(t)g(t)d(t) ≥ 0,

for every x ∈ [a,b].

Proof.
(a) For the sufficiency part we use the identity∫

[a,a+ ]
f (t)h(t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

=
∫

[a,a+ ]

[
f (t)
k(t)

− f (a+ )
k(a+ )

]
k(t)[h(t)−g(t)]d(t)

+
∫

(a+ ,b]

[
f (a+ )
k(a+ )

− f (t)
k(t)

]
k(t)g(t)d(t). (3.31)

We define a new measure  on −algebra B((a,b]) such that, on an algebra of finite
disjoint unions of half open intervals, we set

((c,d]) =
f (c)
k(c)

− f (d)
k(d)

, for a < c < d ≤ b,

and then we pass to B((a,b]) in a unique way (for details see, for example, [13, p. 21] ).
Now, using Fubini, we have∫

[a,a+ ]

[
f (t)
k(t)

− f (a+ )
k(a+ )

]
k(t)[h(t)−g(t)]d(t)

=
∫

[a,a+ ]

[∫
(t,a+ ]

d(x)
]
k(t)[h(t)−g(t)]d(t)

=
∫

(a,a+ ]

[∫
[a,x)

k(t)[h(t)−g(t)]d(t)
]
d(x). (3.32)
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Similarly,∫
(a+ ,b]

[
f (a+ )
k(a+ )

− f (t)
k(t)

]
k(t)g(t)(t) =

∫
(a+ ,b]

[∫
[x,b]

k(t)g(t)d(t)
]
d(x). (3.33)

Now using (3.32) and (3.33) we have that (3.31) is in fact∫
[a,a+ ]

f (t)h(t)d(t)−
∫
[a,b]

f (t)g(t)d(t)

=
∫

(a,a+ ]

[∫
[a,x)

k(t)(h(t)−g(t))d(t)
]
d(x)+

∫
(a+ ,b]

[∫
[x,b]

k(t)g(t)d(t)
]
d(x),

concluding (3.28) under assumptions (3.29).
The previous conditions are also necessary. In fact, if x is any element of [a,b], then let

f be the function defined by

f (t) =

{
k(t), t < x;

0, t ≥ x.

We have that f/k is a nonincreasing function. Using inequality (3.28) we obtain

∫
[a,x)

k(t)g(t)d(t) =
∫

[a,b]
f (t)g(t)d(t) ≤

∫
[a,a+ ]

f (t)h(t)d(t)

=

{∫
[a,x) k(t)h(t)d(t), x ∈ [a,a+ ];∫
[a,a+ ]k(t)h(t)d(t), x ∈ (a+ ,b].

(3.34)

If x ∈ (a+ ,b] then
∫
[a,x) k(t)h(t)d(t) ≥ ∫[a,a+ ] k(t)h(t)d(t), so from (3.34), we have∫

[a,x)
k(t)g(t)d(t) ≤

∫
[a,x)

k(t)h(t)d(t), for every x ∈ [a,b].

Also, if x ∈ (a +  ,b], from (3.34) and definition of  we have
∫
[a,x) k(t)g(t)d(t) ≤∫

[a,a+ ] k(t)h(t)d(t) =
∫
[a,b] k(t)g(t)d(t), concluding∫

[x,b]
k(t)g(t)d(t) ≥ 0, for every x ∈ (a+ ,b].

Finally, if x ∈ [a,a+ ], then∫
[x,b]

k(t)g(t)d(t) =
∫

[a,b]
k(t)g(t)d(t)−

∫
[a,x)

k(t)g(t)d(t)

≥
∫

[a,a+ ]
k(t)h(t)d(t)−

∫
[a,x)

k(t)h(t)d(t) =
∫

[x,a+ ]
k(t)h(t)d(t) ≥ 0,

concluding ∫
[x,b]

k(t)g(t)d(t) ≥ 0, for every x ∈ [a,b].

(b) The proof of this part is similar to the proof of (a)-part so we omit the details. �

Taking h ≡ 1 in Theorem 3.15 we obtain weaker conditions for Theorem 3.1.
In the following theorem we give weaker conditions for Theorem 3.9.
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Theorem 3.16 Let  be a positive finite measure on B([a,b]), let g,h and k be −integ-
rable functions on [a,b] such that k is positive and h is nonnegative.

(a) Let  be a positive constant such that
∫
[a,a+ ] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). If

conditions (3.29) hold for every x ∈ [a,b], then (3.22) holds for every nonincreasing,
right-continuous function f/k : [a,b] → R.

(b) Let  be a positive constant such that
∫
(b− ,b] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). If

conditions (3.30) hold for every x ∈ [a,b], then (3.23) holds for every nonincreasing,
right-continuous function f/k : [a,b] → R.

Proof. Let us prove (a)-part. Using identity (3.31) and a measure  on −algebra
B((a,b]) as in the proof of Theorem 3.15 we have∫

[a,a+ ]
f (t)h(t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

−
∫

[a,a+ ]

[
f (t)
k(t)

− f (a+ )
k(a+ )

]
k(t)[h(t)−g(t)]d(t)

=
∫

(a+ ,b]

[
f (a+ )
k(a+ )

− f (t)
k(t)

]
k(t)g(t)d(t) =

∫
(a+ ,b]

[∫
[x,b]

k(t)g(t)d(t)
]
d(x).

From here we conclude that the left-hand side inequality in (3.22) holds when conditions
(3.29) hold.

Further, we have∫
[a,a+ ]

[
f (t)
k(t)

− f (a+ )
k(a+ )

]
k(t)[h(t)−g(t)]d(t)

=
∫

(a,a+ ]

[∫
[a,x)

k(t)[h(t)−g(t)]d(t)
]
d(x) ≥ 0

if the first condition in (3.29) is satisfied. Hence, the right-hand side inequality in (3.22)
holds.

Proof of (b)-part is similar so we omit the details. �

Theorem 3.17 Let  be a positive finite measure on B([a,b]), let g,h and k be −integrable
functions on [a,b] such that k is positive, h is nonnegative and f/k is nonincreasing, right-
continuous function.

(a) Let  be a positive constant such that
∫
[a,a+ ] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). If∫

[x,b]
k(t)g(t)d(t) ≥ 0, for x ∈ (a+ ,b],

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+ ]
f (t)h(t)d(t)

−
∫
[a,a+ ]

[
f (t)
k(t)

− f (a+ )
k(a+ )

]
k(t)[h(t)−g(t)]d(t).
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If we additionally have∫
[a,x)

k(t)g(t)d(t) ≤
∫

[a,x)
k(t)h(t)d(t), for x ∈ [a,a+ ],

then (3.22) holds.

(b) Let  be a positive constant such that
∫
(b− ,b] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). If∫

[a,x)
k(t)g(t)d(t) ≥ 0, for x ∈ [a,b− ],

then ∫
(b− ,b]

f (t)h(t)d(t)−
∫

(b− ,b]

[
f (t)
k(t)

− f (b− )
k(b− )

]
k(t)[h(t)−g(t)]d(t)

≤
∫

[a,b]
f (t)g(t)d(t).

If we additionally have∫
[x,b]

k(t)g(t)d(t) ≤
∫

[x,b]
k(t)h(t)d(t), for x ∈ (b− ,b],

then (3.23) holds.

Proof. Similar to the proof of Theorem 3.16. �

3.2 On some bounds for the parameter 
in Steffensen’s inequality

Results given in this section were obtained by Pečarić and Smoljak Kalamir in [79].
In the following theorems we obtain weaker condition for the parameter  in general-

izations of Steffensen’s inequality given in Theorems 1.2 and 1.3.

Theorem 3.18 Let h be a positive integrable function on [a,b] and f be a nonnegative
integrable function such that f/h is nonincreasing on [a,b]. Let g be an integrable function
on [a,b] with 0 ≤ g ≤ 1. Then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt (3.35)

holds, where  is given by ∫ a+

a
h(t)dt ≥

∫ b

a
h(t)g(t)dt. (3.36)

If f/h is nondecreasing, then the reverse inequality in (3.35) holds, where  is given by
(3.36) with the reverse inequality.
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Proof. Since f/h is nonincreasing transformation of the difference between the right-hand
side and the left-hand side of inequality (3.35) gives∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt =

∫ a+

a
(1−g(t)) f (t)dt−

∫ b

a+
f (t)g(t)dt

≥ f (a+ )
h(a+ )

∫ a+

a
h(t)(1−g(t))dt−

∫ b

a+
f (t)g(t)dt

≥ f (a+ )
h(a+ )

(∫ b

a
h(t)g(t)dt−

∫ a+

a
h(t)g(t)dt

)
−
∫ b

a+
f (t)g(t)dt

=
∫ b

a+
g(t)h(t)

(
f (a+ )
h(a+ )

− f (t)
h(t)

)
dt ≥ 0,

where we use (3.36) and nonnegativity of function f . �

Theorem 3.19 Let h be a positive integrable function on [a,b] and f be a nonnegative
integrable function such that f/h is nonincreasing on [a,b]. Let g be an integrable function
on [a,b] with 0 ≤ g ≤ 1. Then ∫ b

a
f (t)g(t)dt ≥

∫ b

b−
f (t)dt (3.37)

holds, where  is given by ∫ b

b−
h(t)dt ≤

∫ b

a
h(t)g(t)dt. (3.38)

If f/h is nondecreasing, then the reverse inequality in (3.37) holds, where  is given by
(3.38) with the reverse inequality.

Proof. Similar to the proof of Theorem 2.1. �

Taking h≡ 1 in Theorems 3.18 and 3.19 we obtain the following weaker conditions for
the parameter  in Steffensen’s inequality.

Corollary 3.1 Let f be a nonnegative nonincreasing function on [a,b] and g be an inte-
grable function on [a,b] with 0 ≤ g ≤ 1. Then∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt (3.39)

holds, where

 ≥
∫ b

a
g(t)dt. (3.40)

If f is nondecreasing, then the reverse inequality in (3.39) holds, where  is given by (3.40)
with the reverse inequality.

Corollary 3.2 Let f be a nonnegative nonincreasing function on [a,b] and g be an inte-
grable function on [a,b] with 0 ≤ g ≤ 1. Then∫ b

a
f (t)g(t)dt ≥

∫ b

b−
f (t)dt (3.41)
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holds, where

 ≤
∫ b

a
g(t)dt. (3.42)

If f is nondecreasing, then the reverse inequality in (3.41) holds, where  is given by (3.42)
with the reverse inequality.

In order to obtain Bellman-type inequality we need the following generalization of
result given in Theorem 3.18.

Theorem 3.20 Let h be a positive integrable function on [a,b] and f be a nonnegative
integrable function such that f/h is nonincreasing on [a,b]. Let g be an integrable function
on [a,b] with 0 ≤ g ≤ 1. If p ≥ 1 then∫ b

a
f p(t)g(t)dt ≤

∫ a+

a
f p(t)dt (3.43)

holds, where  is given by ∫ a+

a
hp(t)dt ≥

∫ b

a
hp(t)g(t)dt. (3.44)

If f/h is nondecreasing, then the reverse inequality in (3.43) holds, where  is given by
(3.44) with the reverse inequality.

Proof. Since f/h is nonincreasing, we have that f p/hp is nonincreasing. Hence, we can
apply Theorem 3.18 to the function f p/hp. �

Similarly, we have the following generalization of result given in Theorem 3.19.

Theorem 3.21 Let h be a positive integrable function on [a,b] and f be a nonnegative
integrable function such that f/h is nonincreasing on [a,b]. Let g be an integrable function
on [a,b] with 0 ≤ g ≤ 1. If p ≥ 1 then∫ b

a
f p(t)g(t)dt ≥

∫ b

b−
f p(t)dt (3.45)

holds, where  is given by ∫ b

b−
hp(t)dt ≥

∫ b

a
hp(t)g(t)dt. (3.46)

If f/h is nondecreasing, then the reverse inequality in (3.45) holds, where  is given by
(3.46) with the reverse inequality.

Proof. Applying Theorem 3.19 to the function f p/hp. �

We continue with the following Bellman-type inequality which allows us to obtain
better estimation for the parameter  in Pachpatte’s result given in Theorem 1.15.
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Theorem 3.22 Let h be a positive integrable function on [a,b] and f be a nonnegative
integrable function such that f/h is nonincreasing on [a,b]. Let g be an integrable function
on [a,b] with 0 ≤ g ≤ 1. If p ≥ 1 then

1
(b−a)p−1

(∫ b

a
f (t)g(t)dt

)p

≤
∫ a+

a
f p(t)dt (3.47)

holds, where  is given by (3.44).

Proof. Using the Jensen inequality for convex function (x) = xp (p ≥ 1), we have(∫ b

a
f (t)g(t)dt

)p

≤
(∫ b

a
g(t)dt

)p−1∫ b

a
f p(t)g(t)dt. (3.48)

Since 0 ≤ g ≤ 1 we have(∫ b

a
g(t)dt

)p−1∫ b

a
f p(t)g(t)dt ≤ (b−a)p−1

∫ b

a
f p(t)g(t)dt. (3.49)

Combining (3.48) and (3.49), and using (3.43) we obtain

1
(b−a)p−1

(∫ b

a
f (t)g(t)dt

)p

≤
∫ b

a
f p(t)g(t)dt ≤

∫ a+

a
f p(t)dt.

�

Taking [a,b] = [0,1] in Theorem 3.22 we obtain the following corollary.

Corollary 3.3 Let h be a positive integrable function on [0,1] and f be a nonnegative
integrable function such that f/h is nonincreasing on [0,1]. Let g be an integrable function
on [0,1] with 0 ≤ g ≤ 1. If p ≥ 1 then(∫ 1

0
f (t)g(t)dt

)p

≤
∫ 

0
f p(t)dt (3.50)

holds, where  is given by ∫ 

0
hp(t)dt ≥

∫ 1

0
hp(t)g(t)dt. (3.51)

Taking A = 1 in Theorem 1.15 we obtain the following corollary.

Corollary 3.4 Let f ,g,h be real-valued integrable functions defined on [0,1] such that
f (t) ≥ 0, h(t) ≥ 0, t ∈ [0,1], f/h is nonincreasing on [0,1] and 0 ≤ g(t) ≤ 1, t ∈ [0,1]. If
p ≥ 1, then (3.50) holds, where  is the solution of the equation∫ 

0
hp(t)dt =

(∫ 1

0
hp(t)g(t)dt

)(∫ 1

0
g(t)dt

)p−1

.

Since 0 ≤ g ≤ 1 from (3.51) we have the following∫ 

0
hp(t)dt ≥

∫ 1

0
hp(t)g(t)dt ≥

(∫ 1

0
g(t)dt

)p−1∫ 1

0
hp(t)g(t)dt. (3.52)

Hence, the estimation for  in Corollary 3.3 is better then the one in Pachpatte’s result for
the case A = 1 given in Corollary 3.4.
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3.2.1 Weaker conditions

In the following theorem we obtain weaker conditions for the parameter  in the corrected
version of Mercer’s results which follows from Theorems 3.18 and 3.19.

Theorem 3.23 Let h be a positive integrable function on [a,b] and f be a nonnegative
nonincreasing function on [a,b]. Let g be an integrable function on [a,b] with 0 ≤ g ≤ h.

a) Then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt

holds, where  is given by ∫ a+

a
h(t)dt ≥

∫ b

a
g(t)dt.

b) Then ∫ b

b−
f (t)h(t)dt ≤

∫ b

a
f (t)g(t)dt,

where  is given by ∫ b

b−
h(t)dt ≤

∫ b

a
g(t)dt.

Proof. Using substitutions g → g/h and f → f h in Theorems 3.18 and 3.19 we obtain the
statements of this theorem. �

In the following theorem we relax condition (1.15) for the Mercer’s result (Theo-
rem 1.10) and the corresponding condition for result equivalent to Theorem 1.7.

Theorem 3.24 Let k be a positive integrable function on [a,b] and f be a nonnegative
integrable function such that f/k is nonincreasing on [a,b]. Let g,h be integrable functions
on [a,b] with 0 ≤ g ≤ h.

a) Then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt

holds, where  is given by∫ a+

a
h(t)k(t)dt ≥

∫ b

a
g(t)k(t)dt.

b) Then ∫ b

b−
f (t)h(t)dt ≤

∫ b

a
f (t)g(t)dt,

where  is given by ∫ b

b−
h(t)k(t)dt ≤

∫ b

a
g(t)k(t)dt.
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Proof. Using substitutions h → kh, g → g/h and f → f h in Theorems 3.18 and 3.19 we
obtain the statements of this theorem. �

In the following theorem we relax condition (1.16) by separating the above result into
two parts and assuming nonnegativity of the function f .

Theorem 3.25 Let h be a positive integrable function on [a,b] and f be a nonnegative
nonincreasing function on [a,b]. Let g be an integrable function on [a,b] with 0 ≤ g ≤ h.

a) Then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])dt

≤
∫ a+

a
f (t)h(t)dt

holds, where  is given by ∫ a+

a
h(t)dt ≥

∫ b

a
g(t)dt.

b) Then ∫ b

b−
f (t)h(t)dt ≤

∫ b

b−
( f (t)h(t)− [ f (t)− f (b− )][h(t)−g(t)])dt

≤
∫ b

a
f (t)g(t)dt

holds, where  is given by ∫ b

b−
h(t)dt ≤

∫ b

a
g(t)dt.

Proof. The proof is based on inequalities (3.20) and (3.21). Let us prove the first one.
Transformation of the right-hand side of (3.20) gives the following∫ a+

a
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])dt +

∫ b

a+
[ f (t)− f (a+ )]g(t)dt

=
∫ a+

a
f (t)g(t)dt + f (a+ )

∫ a+

a
(h(t)−g(t))dt +

∫ b

a+
f (t)g(t)dt− f (a+ )

∫ b

a+
g(t)dt

=
∫ b

a
f (t)g(t)dt + f (a+ )

[∫ a+

a
(h(t)−g(t))dt−

∫ b

a+
g(t)dt

]
=
∫ b

a
f (t)g(t)dt + f (a+ )

[∫ a+

a
h(t)dt−

∫ b

a
g(t)dt

]
≥
∫ b

a
f (t)g(t)dt + f (a+ )

[∫ b

a
g(t)dt−

∫ b

a
g(t)dt

]
=
∫ b

a
f (t)g(t)dt
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where in the inequality we use nonnegativity of f and a definition of  , i.e.
∫ a+
a h(t)dt ≥∫ b

a g(t)dt.
Inequality (3.21) can be proved in a similar manner.
Since f is nonincreasing on [a,b] we get f (t) ≥ f (a +  ) for all t ∈ [a,a +  ] and

f (t) ≤ f (a+ ) for all t ∈ [a+ ,b]. Then∫ b

a+
[ f (t)− f (a+ )]g(t)dt ≤ 0

and ∫ a+

a
[ f (t)− f (a+ )][h(t)−g(t)]dt ≥ 0.

Using (3.20) and above inequalities we obtain∫ b

a
f (t)g(t)dt ≤

∫ a+

a
( f (t)h(t)− [ f (t)− f (a+ )][h(t)−g(t)])dt

≤
∫ a+

a
f (t)h(t)dt.

Similarly, we obtain∫ b

a
f (t)g(t)dt ≥

∫ b

b−
( f (t)h(t)− [ f (t)− f (b− )][h(t)−g(t)])dt

≥
∫ b

b−
f (t)h(t)dt.

�

If we additionally assume that f is nonnegative in Theorems 1.12 and 1.13 we obtain
the following weaker conditions for the parameter  .

Theorem 3.26 Let f ,g,h and be integrable functions on [a,b] with f nonnegative non-
increasing and let 0 ≤  ≤ g ≤ h− .

a) Then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)h(t)dt−

∫ b

a
| f (t)− f (a+ )|(t)dt

holds, where  is given by ∫ a+

a
h(t)dt ≥

∫ b

a
g(t)dt.

b) Then ∫ b

b−
f (t)h(t)dt +

∫ b

a
| f (t)− f (b− )|(t)dt ≤

∫ b

a
f (t)g(t)dt,

where  is given by ∫ b

b−
h(t)dt ≤

∫ b

a
g(t)dt.
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Proof. Since f is nonincreasing on [a,b] we get f (t) ≥ f (a +  ) for all t ∈ [a,a +  ]
and f (t) ≤ f (a+ ) for all t ∈ [a+ ,b]. Hence, using inequality (3.20) and the fact that
0 ≤  ≤ g ≤ h− we get

∫ a+

a
f (t)h(t)dt−

∫ b

a
f (t)g(t)dt

≥
∫ a+

a
[ f (t)− f (a+ )][h(t)−g(t)]dt−

∫ b

a+
[ f (t)− f (a+ )]g(t)dt

=
∫ a+

a
| f (t)− f (a+ )|[h(t)−g(t)]dt+

∫ b

a+
| f (t)− f (a+ )|g(t)dt

≥
∫ a+

a
| f (t)− f (a+ )|(t)dt +

∫ b

a+
| f (a+ )− f (t)|(t)dt

=
∫ b

a
| f (t)− f (a+ )|(t)dt

and the proof is established. �

3.3 Extension of Cerone’s generalizations
of Steffensen’s inequality

Results given in this section were obtained by Jakšetić, Pečarić and Smoljak Kalamir in
[36].

We begin with an extension of Cerone’s result given in Theorem 1.14 to positive finite
measures.

Theorem 3.27 Let  be a positive finite measure on B([a,b]), let f be nonincreasing
and g be measurable function on [a,b] such that 0 ≤ g ≤ 1. Let [c,d] ⊆ [a,b] and

([c,d]) =
∫

[a,b]
g(t)d(t). (3.53)

Then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[c,d]
f (t)d(t)+R(c,d) (3.54)

holds, where

R(c,d) =
∫

[a,c)
( f (t)− f (d))g(t)d(t) ≥ 0.
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Proof. Let us consider a corresponding difference:∫
[c,d]

f (t)d(t)+R(c,d)−
∫
[a,b]

f (t)g(t)d(t)

=
∫

[c,d]
f (t)d(t)+

∫
[a,c)

( f (t)− f (d))g(t)d(t)−
∫
[a,b]

f (t)g(t)d(t)

=
∫

[c,d]
f (t)d(t)−

∫
[c,b]

f (t)g(t)d(t)− f (d)
∫

[a,b]
g(t)d(t)+ f (d)

∫
[c,b]

g(t)d(t)

=
∫

[c,d]
f (t)d(t)−

∫
[c,b]

f (t)g(t)d(t)− f (d)
∫

[c,d]
d(t)+ f (d)

∫
[c,b]

g(t)d(t)

=
∫

[c,d]
( f (t)− f (d))(1−g(t))d(t)+

∫
(d,b]

( f (d)− f (t))g(t)d(t)

(3.55)

where we used (3.53).
Since 0 ≤ g ≤ 1, f is nonincreasing and  is positive, terms under the integral sign are

nonnegative, hence the first sum in this chain is nonnegative, i.e.∫
[c,d]

f (t)d(t)+R(c,d) ≥
∫

[a,b]
f (t)g(t)d(t).

�

Theorem 3.28 Let  be a positive finite measure on B([a,b]), let f be nonincreasing
and g be measurable function on [a,b] such that 0 ≤ g ≤ 1. Let [c,d] ⊆ [a,b] and

((c,d]) =
∫

[a,b]
g(t)d(t). (3.56)

Then ∫
(c,d]

f (t)d(t)− r(c,d) ≤
∫

[a,b]
f (t)g(t)d(t) (3.57)

holds, where

r(c,d) =
∫

(d,b]
( f (c)− f (t))g(t)d(t) ≥ 0.

Proof. Similar to the proof of Theorem 3.27 we obtain the corresponding difference∫
[a,b]

f (t)g(t)d(t)−
∫
(c,d]

f (t)d(t)+ r(c,d)

=
∫

(c,d]
( f (c)− f (t))(1−g(t))d(t)+

∫
[a,c]

( f (t)− f (c))g(t)d(t) ≥ 0.

�

Motivated by Pachpatte’s result from [53] under the additional assumption on the func-
tion f we can replace conditions (3.53) and (3.56) by weaker conditions given in the fol-
lowing theorems.
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Theorem 3.29 Let  be a positive finite measure on B([a,b]), let f be nonincreasing and
nonnegative, and g be measurable function on [a,b] such that 0 ≤ g ≤ 1. Let [c,d] ⊆ [a,b]
and

([c,d]) ≥
∫

[a,b]
g(t)d(t). (3.58)

Then (3.54) holds.

Proof. Since f (d) ≥ 0 using (3.58) in (3.55) we obtain the claim of this theorem. �

Theorem 3.30 Let  be a positive finite measure on B([a,b]), let f be nonincreasing and
nonnegative, and g be measurable function on [a,b] such that 0 ≤ g ≤ 1. Let [c,d] ⊆ [a,b]
and

((c,d]) ≤
∫

[a,b]
g(t)d(t).

Then (3.57) holds.

Proof. Similar to the proof of Theorem 3.29. �

Taking c = a and d = a+ in Theorems 3.27 and 3.29 or taking c = b− and d = b
in Theorems 3.28 and 3.30 we obtain results given in Section 2.1. Further, if we take c = a,
d = a+ and consider the Lebesgue measure in Theorem 3.27 or take c = b− , d = b
and consider the Lebesgue measure in Theorem 3.28 we obtain Cerone’s result given in
Theorem 1.14.

In the sequel we need the following lemmas to generalize the above results for the
function f/k.

Lemma 3.1 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be measur-
able functions on [a,b] such that k is positive. Further, let [c,d] ⊆ [a,b] with∫
[c,d] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). Then the following identity holds:∫

[c,d]
f (t)h(t)d(t)−

∫
[a,b]

f (t)g(t)d(t) =
∫

[a,c)

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t)

+
∫
[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)+

∫
(d,b]

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t).

(3.59)

Proof. We have∫
[c,d]

f (t)h(t)d(t)−
∫
[a,b]

f (t)g(t)d(t) =
∫

[c,d]

f (t)
k(t)

k(t)[h(t)−g(t)]d(t)

−
∫

[a,c)

f (t)
k(t)

g(t)k(t)d(t)−
∫
(d,b]

f (t)
k(t)

g(t)k(t)d(t)

=
∫

[a,c)

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t)+

∫
(d,b]

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t)

+
∫

[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)+

f (d)
k(d)

[∫
[c,d]

k(t)h(t)d(t)

−
∫

[a,c)
g(t)k(t)dt−

∫
[c,d]

k(t)g(t)d(t)−
∫
(d,b]

g(t)k(t)d(t)
]
.

(3.60)
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Since ∫
[c,d]

k(t)h(t)d(t) =
∫

[a,b]
k(t)g(t)d(t),

we have∫
[c,d]

k(t)h(t)d(t)−
∫
[a,c)

g(t)k(t)d(t)−
∫
[c,d]

k(t)g(t)d(t)−
∫
(d,b]

g(t)k(t)d(t) = 0.

Hence, (3.59) follows from (3.60). �

Lemma 3.2 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be measur-
able functions on [a,b] such that k is positive. Further, let [c,d] ⊆ [a,b] with∫
(c,d] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). Then the following identity holds:

∫
[a,b]

f (t)g(t)d(t)−
∫
(c,d]

f (t)h(t)d(t) =
∫

[a,c]

(
f (t)
k(t)

− f (c)
k(c)

)
g(t)k(t)d(t)

+
∫
(c,d]

(
f (c)
k(c)

− f (t)
k(t)

)
k(t)[h(t)−g(t)]d(t)+

∫
(d,b]

(
f (t)
k(t)

− f (c)
k(c)

)
g(t)k(t)d(t).

(3.61)

Proof. Similar to the proof of Lemma 3.1. �

Theorem 3.31 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be mea-
surable functions on [a,b] such that k is positive, 0 ≤ g ≤ h and f/k is nonincreasing.
Further, let [c,d] ⊆ [a,b] with∫

[c,d]
h(t)k(t)dt =

∫
[a,b]

g(t)k(t)dt. (3.62)

Then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[c,d]
f (t)h(t)d(t)+R(c,d) (3.63)

holds, where

R(c,d) =
∫

[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t) ≥ 0. (3.64)

Proof. Since f/k is nonincreasing, k and  are positive and 0 ≤ g ≤ h we have

∫
[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)≥ 0, (3.65)

∫
(d,b]

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t) ≥ 0 (3.66)
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and R(c,d) ≥ 0. Now, from (3.59), (3.65) and (3.66) we have∫
[c,d]

f (t)h(t)d(t)−
∫
[a,b]

f (t)g(t)d(t)+
∫
[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t)

=
∫

[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)+

∫
(d,b]

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t) ≥ 0.

(3.67)

Hence, (3.63) holds. �

Theorem 3.32 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be mea-
surable functions on [a,b] such that k is positive, 0 ≤ g ≤ h and f/k is nonincreasing.
Further, let [c,d] ⊆ [a,b] with∫

(c,d]
h(t)k(t)d(t) =

∫
[a,b]

g(t)k(t)d(t). (3.68)

Then ∫
(c,d]

f (t)h(t)d(t)− r(c,d) ≤
∫

[a,b]
f (t)g(t)d(t) (3.69)

holds, where

r(c,d) =
∫

(d,b]

(
f (c)
k(c)

− f (t)
k(t)

)
g(t)k(t)d(t) ≥ 0. (3.70)

Proof. Since f/k is nonincreasing, k and  are positive and 0 ≤ g ≤ h we have∫
[a,c]

(
f (t)
k(t)

− f (c)
k(c)

)
k(t)g(t)d(t) ≥ 0, (3.71)

∫
(c,d]

(
f (c)
k(c)

− f (t)
k(t)

)
k(t)[h(t)−g(t)]d(t)≥ 0 (3.72)

and r(c,d) ≥ 0. Now, from (3.61), (3.71) and (3.72) we have∫
[a,b]

f (t)g(t)d(t)−
∫
(c,d]

f (t)h(t)d(t)+
∫
(d,b]

(
f (c)
k(c)

− f (t)
k(t)

)
g(t)k(t)d(t)

=
∫

[a,c]

(
f (t)
k(t)

− f (c)
k(c)

)
g(t)k(t)d(t)+

∫
(c,d]

(
f (c)
k(c)

− f (t)
k(t)

)
k(t)[h(t)−g(t)]d(t)≥ 0.

(3.73)

Hence, (3.69) holds. �

If we additionally assume that the function f is nonnegative, conditions (3.62) and
(3.68) can be replaced by weaker conditions∫

[c,d]
h(t)k(t)dt ≥

∫
[a,b]

g(t)k(t)dt and
∫

(c,d]
h(t)k(t)d(t) ≤

∫
[a,b]

g(t)k(t)d(t).
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If we take c = a, d = a+ and consider the Lebesgue measure in Theorem 3.31 we ob-
tain Mercer’s generalization of the right-hand Steffensen’s inequality (see Theorem 1.10).
If we take c = b− , d = b and consider the Lebesgue measure in Theorem 3.32 we obtain
a similar generalization of the left-hand Steffensen’s inequality which is obtained in [61]
from a generalization given by Pečarić in [56].

For h ≡ 1 and k ≡ 1 Theorems 3.31 and 3.32 reduce to Theorems 3.27 and 3.28.
Inequalities (3.63) and (3.69) can be refined using similar reasoning as in [61] and [93].

These refinements are given in the following theorems.

Theorem 3.33 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be mea-
surable functions on [a,b] such that k is positive, 0 ≤ g ≤ h and f/k is nonincreasing.
Further, let [c,d] ⊆ [a,b] with

∫
[c,d] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). Then∫

[a,b]
f (t)g(t)d(t)

≤
∫

[c,d]
f (t)h(t)d(t)−

∫
[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)+R(c,d)

≤
∫

[c,d]
f (t)h(t)d(t)+R(c,d)

holds, where R(c,d) is defined by (3.64).

Proof. Similar to the proof of Theorem 3.31. �

Theorem 3.34 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be mea-
surable functions on [a,b] such that k is positive, 0 ≤ g ≤ h and f/k is nonincreasing.
Further, let [c,d] ⊆ [a,b] with

∫
(c,d] h(t)k(t)d(t) =

∫
[a,b] g(t)k(t)d(t). Then∫

(c,d]
f (t)h(t)d(t)− r(c,d)

≤
∫

(c,d]
f (t)h(t)d(t)+

∫
(c,d]

(
f (c)
k(c)

− f (t)
k(t)

)
k(t)[h(t)−g(t)]d(t)− r(c,d)

≤
∫

[a,b]
f (t)g(t)d(t)

holds, where r(c,d) is defined by (3.70).

Proof. Similar to the proof of Theorem 3.32. �

If we take c = a, d = a+ and consider the Lebesgue measure in Theorem 3.33, or
c = b− , d = b and consider the Lebesgue measure in Theorem 3.34, we obtain gener-
alizations of Wu and Srivastava refinement of Steffensen’s inequality given in [61]. Addi-
tionally taking k ≡ 1 we obtain Wu and Srivastava refinement given in Theorem 1.11.

Furthermore, from Theorems 3.33 and 3.34 (taking h ≡ 1 and k ≡ 1) we can obtain a
refinement of Theorems 3.27 and 3.28.
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3.3.1 Weaker conditions

Here we give results obtained by replacing conditions on the function g in previous results
with weaker conditions as in Theorem 1.3.

Theorem 3.35 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be
-integrable functions on [a,b] such that k is positive, h is nonnegative and f/k is nonin-
creasing and right-continuous. Further, let [c,d] ⊆ [a,b] with

∫
[c,d] h(t)k(t)d(t)

=
∫
[a,b] g(t)k(t)d(t). If∫

[c,x)
k(t)g(t)d(t) ≤

∫
[c,x)

k(t)h(t)d(t), c ≤ x ≤ d (3.74)

and ∫
[x,b]

k(t)g(t)d(t) ≥ 0, d < x ≤ b, (3.75)

then∫
[a,b]

f (t)g(t)d(t) ≤
∫

[c,d]
f (t)h(t)d(t)+

∫
[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t). (3.76)

Proof. We use identity (3.67) and define a new measure  on  -algebra B((a,b]) such
that, on an algebra of finite disjoint unions of half open intervals, we set

((x,y]) =
f (x)
k(x)

− f (y)
k(y)

, for a < x < y ≤ b,

and then we pass to B((a,b]) in a unique way (for details see [13, p. 21]). Hence, using
Fubini, we have∫

[c,d]
f (t)h(t)d(t)−

∫
[a,b]

f (t)g(t)d(t)+
∫
[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t)

=
∫

[c,d]

(∫
(t,d]

d(x)
)

k(t)[h(t)−g(t)]d(t)+
∫
(d,b]

(∫
(d,t]

d(x)
)

g(t)k(t)d(t)

=
∫

[c,d]

(∫
[c,x)

k(t)[h(t)−g(t)]d(t)
)

d(x)+
∫
(d,b]

(∫
[x,b]

g(t)k(t)d(t)
)

d(x).

So we have (3.76) when (3.74) and (3.75) hold. �

Theorem 3.36 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be
-integrable functions on [a,b] such that k is positive, h is nonnegative and f/k is non-
increasing and right-continuous. Further, let [c,d] ⊆ [a,b] with

∫
(c,d] h(t)k(t)d(t) =∫

[a,b] g(t)k(t)d(t). If∫
[x,d]

k(t)g(t)d(t) ≤
∫

[x,d]
k(t)h(t)d(t), c < x ≤ d (3.77)
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and ∫
[a,x)

k(t)g(t)d(t) ≥ 0, a ≤ x ≤ c, (3.78)

then∫
(c,d]

f (t)h(t)d(t)−
∫
(d,b]

(
f (c)
k(c)

− f (t)
k(t)

)
g(t)k(t)d(t) ≤

∫
[a,b]

f (t)g(t)d(t). (3.79)

Proof. Defining a new measure  as in the proof of Theorem 3.35 and using identity (3.73)
and Fubini we obtain∫

[a,b]
f (t)g(t)d(t)−

∫
(c,d]

f (t)h(t)d(t)+
∫
(d,b]

(
f (c)
k(c)

− f (t)
k(t)

)
g(t)k(t)d(t)

=
∫

[a,c]

(∫
[a,x)

g(t)k(t)d(t)
)

d(x)+
∫
(c,d]

(∫
[x,d]

k(t)[h(t)−g(t)]d(t)
)

d(x).

So we have (3.79) when (3.77) and (3.78) hold. �

Taking k ≡ 1 and h≡ 1 in Theorems 3.35 and 3.36 we obtain weaker conditions for the
function g in an extension of Cerone’s result obtained in Theorems 3.27 and 3.28.

Theorem 3.37 Let  be a positive finite measure on B([a,b]), let f and g be -integrable
functions on [a,b] such that f is nonincreasing and right-continuous. Further, let [c,d] ⊆
[a,b] with ([c,d]) =

∫
[a,b] g(t)d(t). If

∫
[c,x)

g(t)d(t)≤ ([c,x)), c≤ x≤ d and
∫

[x,b]
g(t)d(t)≥ 0, d < x≤ b, (3.80)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[c,d]
f (t)d(t)+

∫
[a,c)

( f (t)− f (d))g(t)d(t).

Theorem 3.38 Let  be a positive finite measure on B([a,b]), let f and g be -integrable
functions on [a,b] such that f is nonincreasing and right-continuous. Further, let [c,d] ⊆
[a,b] with ((c,d]) =

∫
[a,b] g(t)d(t). If

∫
[x,d]

g(t)d(t)≤ ([x,d]), c < x≤ d and
∫

[a,x)
g(t)d(t)≥ 0, a≤ x≤ c, (3.81)

then ∫
(c,d]

f (t)d(t)−
∫

(d,b]
( f (c)− f (t))g(t)d(t)≤

∫
[a,b]

f (t)g(t)d(t).
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If we take c = a and d = a+ conditions (3.80) become∫
[a,x)

g(t)d(t) ≤ ([a,x)), a ≤ x ≤ a+ and
∫

[x,b]
g(t)d(t) ≥ 0, a+ < x ≤ b.

For a+ < x ≤ b we have∫
[a,x)

g(t)d(t) =
∫

[a,b]
g(t)d(t)−

∫
[x,b]

g(t)d(t) = ([a,a+ ])−
∫
[x,b]

g(t)d(t)

≤ ([a,a+ ])≤ ([a,x)).

Also, for a ≤ x ≤ a+ we have∫
[x,b]

g(t)d(t) =
∫

[a,b]
g(t)d(t)−

∫
[a,x)

g(t)d(t) = ([a,a+ ])−
∫
[a,x)

g(t)d(t)

≥ ([a,a+ ])− ([a,x)) = ([x,a+ ])≥ 0.

Hence, for c = a and d = a+ conditions (3.80) are equivalent to∫
[a,x)

g(t)d(t) ≤ ([a,x)) and
∫

[x,b]
g(t)d(t)≥ 0, for every x ∈ [a,b].

Similarly, if we take c = b− and d = b conditions (3.81) are equivalent to∫
[x,b]

g(t)d(t) ≤ ([x,b]) and
∫

[a,x)
g(t)d(t) ≥ 0, ∀x ∈ [a,b].

Therefore, if we take c = a and d = a+ in Theorem 3.37, or c = b− and d = b in
Theorem 3.38 we obtain sufficient conditions from Section 2.2.

In the following theorems we obtain weaker conditions for refinements given in Theo-
rems 3.33 and 3.34.

Theorem 3.39 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be
-integrable functions on [a,b] such that k is positive, h is nonnegative and f/k is nonin-
creasing and right-continuous. Further, let [c,d] ⊆ [a,b] with

∫
[c,d] h(t)k(t)d(t)

=
∫
[a,b] g(t)k(t)d(t). If (3.74) and (3.75) hold, then

∫
[a,b]

f (t)g(t)d(t) ≤
∫

[c,d]
f (t)h(t)d(t)+

∫
[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t)

−
∫
[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)

≤
∫

[c,d]
f (t)h(t)d(t)+

∫
[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t).

(3.82)
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Proof. Using identity (3.59), defining a new measure  as in the proof of Theorem 3.35
and using Fubini we have

∫
[c,d]

f (t)h(t)d(t)−
∫
[a,b]

f (t)g(t)d(t)+
∫
[a,c)

(
f (t)
k(t)

− f (d)
k(d)

)
g(t)k(t)d(t)

−
∫
[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t) =

∫
(d,b]

(
f (d)
k(d)

− f (t)
k(t)

)
g(t)k(t)d(t)

=
∫

(d,b]

(∫
(d,t]

d(x)
)

g(t)k(t)d(t) =
∫

(d,b]

(∫
[x,b]

g(t)k(t)d(t)
)

d(x) ≥ 0

when ∫
[x,b]

g(t)k(t)d(t) ≥ 0, d < x ≤ b.

Furthermore,

∫
[c,d]

(
f (t)
k(t)

− f (d)
k(d)

)
k(t)[h(t)−g(t)]d(t)

=
∫

[c,d]

(∫
[c,x)

k(t)[h(t)−g(t)]d(t)
)

d(x) ≥ 0

when ∫
[c,x)

k(t)g(t)d(t) ≤
∫

[c,x)
k(t)h(t)d(t), c ≤ x ≤ d.

Hence (3.82) holds when (3.74) and (3.75) hold. �

Theorem 3.40 Let  be a positive finite measure on B([a,b]), let f ,g,h and k be -
integrable functions on [a,b] such that k is positive, h is nonnegative and f/k is non-
increasing and right-continuous. Further, let [c,d] ⊆ [a,b] with

∫
(c,d] h(t)k(t)d(t) =∫

[a,b] g(t)k(t)d(t). If (3.77) and (3.78) hold, then

∫
(c,d]

f (t)h(t)d(t)−
∫
(d,b]

(
f (c)
k(c)

− f (t)
k(t)

)
g(t)k(t)d(t) ≤

∫
(c,d]

f (t)h(t)d(t)

−
∫

(d,b]

(
f (c)
k(c)

− f (t)
k(t)

)
g(t)k(t)d(t)+

∫
(c,d]

(
f (c)
k(c)

− f (t)
k(t)

)
k(t)[h(t)−g(t)]d(t)

≤
∫

[a,b]
f (t)g(t)d(t).

Proof. Similar to the proof of Theorem 3.39 using identity (3.61). �
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3.4 Weighted Bellman-Steffensen type inequalities

In this section we give more general results than the results given in the Section 2.4, which
are related to the function f/k. Results given in this section were obtained by Jakšetić,
Pečarić and Smoljak Kalamir in [38].

Firstly, let us give a corollary obtained from Theorem 3.15 by taking k ≡ 1.

Corollary 3.5 Let  be a positive finite measure on B([a,b]), let g and h be −integrable
functions on [a,b] such that h is nonnegative. Let  be a positive constant such that∫
[a,a+ ]h(t)d(t) =

∫
[a,b] g(t)d(t). The inequality∫

[a,b]
f (t)g(t)d(t) ≤

∫
[a,a+ ]

f (t)h(t)d(t) (3.83)

holds for every nonincreasing, right-continuous function f : [a,b] → R if and only if∫
[a,x)

g(t)d(t) ≤
∫

[a,x)
h(t)d(t) and

∫
[x,b]

g(t)d(t) ≥ 0, (3.84)

for every x ∈ [a,b].
Theorem 3.41 Let  be a finite, positive measure on B([a,b]), f ,h and k be −integrable
functions on [a,b] such that h is nonnegative, k is positive and f/k is nonincreasing, right-
continuous. Then ∫

[a,b] f (t)G(t)d(t)∫
[a,b] k(t)G(t)d(t)

≤
∫
[a,a+ ] f (t)h(t)d(t)∫
[a,a+ ] k(t)h(t)d(t)

(3.85)

if and only if G : [a,b] → R is a −integrable function and  is a positive constant such
that ∫

[a,x) k(t)G(t)d(t)∫
[a,b] k(t)G(t)d(t)

≤
∫
[a,x) k(t)h(t)d(t)∫

[a,a+ ] k(t)h(t)d(t)
and

∫
[x,b]

k(t)G(t)d(t) ≥ 0, (3.86)

for every x ∈ [a,b], assuming
∫
[a,b] k(t)G(t)d(t) > 0.

For a nondecreasing, right-continuous function f/k the inequality (3.85) is reversed.

Proof. Sufficiency. Let us define the function

g(t) =
G(t)

∫
[a,a+ ] k(t)h(t)d(t)∫

[a,b] k(t)G(t)d(t)
.

Since
∫
[a,b] k(t)g(t)d(t) =

∫
[a,a+ ] k(t)h(t)d(t) and the conditions (3.29) are fulfilled we

can apply (3.28), and (3.85) is valid.
Necessity. If we put the function

f (t) =

{
k(t), t < x;

0, t ≥ x,

for a ≤ x ≤ a+ in the inequality (3.85) we get the conditions (3.86). �
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Theorem 3.42 Let  be a finite, positive measure on B([a,b]). Let h and f/k be non-
negative nonincreasing functions on [a,b] such that k is positive, and let  be an increasing
convex function on [0,) with (0) = 0. If G is a nonnegative nondecreasing function on
[a,b] such that there exists a nonnegative function g1 defined by the equation∫

[a,b]
g1(t)

(
k(t)G(t)

g1(t)

)
d(t) ≤

∫
[a,b]

k(t)h(t)d(t)

and
∫
[a,b] g1(t)d(t) ≤ 1, then the following inequality is valid:



(∫
[a,b] f (t)G(t)d(t)∫
[a,b] k(t)G(t)d(t)

)
≤
∫
[a,a+ ]

(
f (t)
k(t)

)
k(t)h(t)d(t)∫

[a,a+ ] k(t)h(t)d(t)
, (3.87)

where
∫
[a,a+ ] k(t)h(t)d(t) = 

(∫
[a,b] k(t)G(t)d(t)

)
.

Proof. Using Jensen’s inequality we have



(∫
[a,b] f (t)G(t)d(t)∫
[a,b] k(t)G(t)d(t)

)
= 

⎛⎝∫[a,b]
f (t)
k(t) k(t)G(t)d(t)∫

[a,b] k(t)G(t)d(t)

⎞⎠
≤
∫
[a,b]

(
f (t)
k(t)

)
k(t)G(t)d(t)∫

[a,b] k(t)G(t)d(t)
.

From (3.85) for f → ( ◦ ( f/k)) · k, since  ◦ ( f/k) is nonincreasing, we have∫
[a,b]

(
f (t)
k(t)

)
k(t)G(t)d(t)∫

[a,b] k(t)G(t)d(t)
≤
∫
[a,a+ ]

(
f (t)
k(t)

)
k(t)h(t)d(t)∫

[a,a+ ] k(t)h(t)d(t)

if conditions in (3.86) are satisfied. Obviously,
∫
[x,b] k(t)G(t)d(t) ≥ 0 since k and  are

positive and G is nonnegative. Hence, we have to show


(∫

[a,b]
k(t)G(t)d(t)

)∫
[a,x)

k(t)G(t)d(t)

≤
∫

[a,b]
k(t)G(t)d(t)

∫
[a,x)

k(t)h(t)d(t).
(3.88)

Using sub-linearity from Lemma 2.3 and Jensen’s inequality we have


(∫

[a,b]
k(t)G(t)d(t)

)
= 

(∫
[a,b]

g1(t)d(t)

∫
[a,b] k(t)G(t)d(t)∫

[a,b] g1(t)d(t)

)

≤
∫

[a,b]
g1(t)d(t)

⎛⎝∫[a,b] g1(t)
k(t)G(t)
g1(t)

d(t)∫
[a,b] g1(t)d(t)

⎞⎠
≤
∫

[a,b]
g1(t)

(
k(t)G(t)

g1(t)

)
d(t) ≤

∫
[a,b]

k(t)h(t)d(t). (3.89)
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Since G is nonnegative nondecreasing, h is nonnegative nonincreasing and k is positive,
we have ∫

[a,x) k(t)G(t)d(t)∫
[a,x) k(t)h(t)d(t)

≤
∫
[a,b] k(t)G(t)d(t)∫
[a,b] k(t)h(t)d(t)

i.e. ∫
[a,b]

k(t)h(t)d(t)
∫

[a,x)
k(t)G(t)d(t) ≤

∫
[a,x)

k(t)h(t)d(t)
∫

[a,b]
k(t)G(t)d(t).

So, along with (3.89) we have proved (3.88). Hence the theorem is proved. �

We continue with some applications given in [38].
Firstly, let us give an example and lemma which will be useful in our applications.

Example 3.1

(i) f (x) = ex is exponentially convex on R, for any  ∈ R.

(ii) g(x) = x− is exponentially convex on (0,), for any  > 0.

Lemma 3.3 Let k be a positive function and p ∈ R. Let p : (0,) → R be defined by

p(x) =

{
xp

p k(x), p �= 0;

k(x) logx, p = 0.
(3.90)

Then x → (p/k)(x) is increasing on (0,) for each p ∈ R and p → (p/k)(x) is expo-
nentially convex on (0,) for each x ∈ (0,).

Proof. The first part follows from d
dx

(
p(x)
k(x)

)
= xp−1 > 0 on (0,) for each p ∈ R. The

second part follows from p → xp

p = ep logx · 1
p . Since p → ep logx and p → 1

p are exponen-
tially convex according to Example 3.1 and according to the above comment, conclusion
follows. �

Lemma 3.4 For p ∈ R let p : [0,) → R be defined by

p(x) =
xp

p(p−1)
, p > 1. (3.91)

Then x → p(x) is convex on [0,) for each p > 1 and p → p(x) and p →  ′
p(x) are

exponentially convex on (1,) for each x ∈ [0,).

Using (3.85), under the assumptions of Theorem 3.41, we can define a linear functional
L by

L( f ) =

∫
[a,b] f (t)G(t)d(t)∫
[a,b] k(t)G(t)d(t)

−
∫
[a,a+ ] f (t)h(t)d(t)∫
[a,a+ ] k(t)h(t)d(t)

. (3.92)

We have that the functionalL is nonnegative on the class of nondecreasing, right-continuous
functions f/k : [a,b]→ R.
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Theorem 3.43 Let f →L( f ) be the linear functional defined by (3.92) and let : R→R

be defined by
(p) = L(p)

where p is defined by (3.90). Then the following statements hold:

(i) The function  is continuous on R.

(ii) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[

(

p j + pk

2

)]n

j,k=1

is positive semidefinite. Particularly,

det

[

(

p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function  is exponentially convex on R.

(iv) The function  is log-convex on R.

(v) If p,q,r ∈ R are such that p < q < r, then

(q)r−p ≤(p)r−q(r)q−p.

Proof. (i) Continuity of the function p →(p) is obvious for p ∈ R\ {0}. For p = 0 it is
directly checked using Heine characterization.
(ii) Let n ∈ N, pi ∈ R, i = 1, . . . ,n be arbitrary. Let us define an auxiliary function
 : (0,) → R by

(x) =
n


j,k=1

 jk p j+pk
2

(x).

Now (
(x)
k(x)

)′
=

n


j,k=1

 jkx
p j+pk

2 −1 =

(
n


j=1

 jx
p j−1

2

)2

≥ 0

implies that /k is nondecreasing on (0,), so L() ≥ 0. This means that[

(

p j + pk

2

)]n

j,k=1

is a positive semi-definite matrix.
(iii), (iv), (v) are simple consequences of (i) and (ii). �

Let k be a positive function and let {p/k : p ∈ (0,)} be the family of functions
defined on [0,) with

p(x) =
xp

p
k(x). (3.93)
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Similar as in Lemma 2.2 we conclude that x → (p/k)(x) is increasing on [0,) for each
p ∈ R and p → (p/k)(x) is exponentially convex on (0,) for each x ∈ [0,).

Let us define a linear functional M by

M( f ) =
∫

[a,b]
f (t)g(t)d(t)−

∫
[a,a+ ]

f (t)h(t)d(t). (3.94)

Under the assumptions of Remark 1.6 we have that the linear functional M is nonnegative
acting on nondecreasing functions f/k : [a,b] → R with the property ( f/k)(a) = 0.

Theorem 3.44 Let f → M( f ) be the linear functional defined by (3.94) and let
F : (0,) → R be defined by

F(p) = M(p)
where p is defined by (3.93). Then the following statements hold:

(i) The function F is continuous on (0,).

(ii) If n ∈ N and p1, . . . , pn ∈ (0,) are arbitrary, then the matrix[
F

(
p j + pk

2

)]n
j,k=1

is positive semidefinite. Particularly,

det

[
F

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function F is exponentially convex on (0,).

(iv) The function F is log-convex on (0,).

(v) If p,q,r ∈ (0,) are such that p < q < r, then

F(q)r−p ≤ F(p)r−qF(r)q−p.

Proof. (i) Continuity of the function p → F(p) is obvious.
(ii) Let n ∈ N, pi ∈ (0,), i = 1, . . . ,n be arbitrary. Let us define an auxiliary function
 : [0,) → R by

(x) =
n


j,k=1

 jk p j+pk
2

(x).

Now (
(x)
k(x)

)′
=

(
n


j=1

 jx
p j−1

2

)2

≥ 0

implies that /k is nondecreasing on [0,) and nonnegative since (/k)(0) = 0. Hence,
M() ≥ 0 and we conclude that [

F

(
p j + pk

2

)]n

j,k=1

is a positive semi-definite matrix.
(iii), (iv), (v) are simple consequences of (i) and (ii). �
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Theorem 3.45 Let f → M( f ) be the linear functional defined by (3.94), let k be a
positive function on [a,b] and /k ∈ C1[a,b] such that (/k)(a) = 0. Then there exists
 ∈ [a,b] such that

M() =
(
( )
k( )

)′
M(e1),

where e1(x) = (x−a)k(x).

Proof. Since /k ∈C1[a,b] there exist

m = min
x∈[a,b]

 ′(x)k(x)−(x)k′(x)
k2(x)

and M = max
x∈[a,b]

 ′(x)k(x)−(x)k′(x)
k2(x)

.

Denote

h1(x) = M(x−a)k(x)−(x) and h2(x) = (x)−m(x−a)k(x).

Then (h1/k)(a) = (h2/k)(a) = 0 and(
h1(x)
k(x)

)′
= M−  ′(x)k(x)−(x)k′(x)

k2(x)
≥ 0(

h2(x)
k(x)

)′
=

 ′(x)k(x)−(x)k′(x)
k2(x)

−m ≥ 0

so h1/k and h2/k are nondecreasing, nonnegative functions on [a,b], which means that
M(h1), M(h2) ≥ 0 i.e.

mM(e1) ≤ M() ≤ MM(e1).

If M(e1) = 0, the proof is complete. If M(e1) > 0, then

m ≤ M()
M(e1)

≤ M

and the existence of  ∈ [a,b] follows. �

Using the standard Cauchy type mean value theorem we obtain the following corollary.

Corollary 3.6 Let f → M( f ) be linear functional defined by (3.94), let k be a positive
function on [a,b] and 1/k, 2/k ∈ C1[a,b] such that (1/k)(a) = (2/k)(a) = 0, then
there exists  ∈ [a,b], such that (

1( )
k( )

)′
(
2( )
k( )

)′ =
M(1)
M(2)

, (3.95)

provided that the denominator on the right side is non-zero.
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If the inverse of (1/k)′/(2/k)′ exists then various kinds of means can be defined by
(3.95). That is

 =

((1
k

)′(2
k

)′
)−1(

M(1)
M(2)

)
. (3.96)

Particularly, if we substitute1(x) = p(x), 2(x) = q(x) in (3.96) and use the continuous
extension, the following expressions are obtained.

M(p,q) =

⎧⎪⎨⎪⎩
(

M(p)
M(q)

) 1
p−q

, p �= q;

exp
(

M(0p)
M(p)

− 1
p

)
, p = q,

where 0(x) = logx and p,q ∈ (0,). By Theorem 2.5, if p,q,u,v ∈ (0,) such that
p ≤ u, q ≤ v then,

M(p,q) ≤ M(u,v).

Using (3.87), under the assumptions of Theorem 3.42, we can define a linear functional
N by

N() =

∫
[a,a+ ]

(
f (t)
k(t)

)
k(t)h(t)d(t)∫

[a,a+ ]k(t)h(t)d(t)
−

(∫
[a,b] f (t)G(t)d(t)∫
[a,b] k(t)G(t)d(t)

)
. (3.97)

We have that the linear functional N is nonnegative on the class of increasing convex
functions  on [0,) with the property (0) = 0.

Theorem 3.46 Let f → N( f ) be the linear functional defined by (3.97) and let
H : (1,) → R be defined by

H(p) = N(p)

where p is defined by (3.91). Then the following statements hold:

(i) The function H is continuous on (1,).

(ii) If n ∈ N and p1, . . . , pn ∈ (1,) are arbitrary, then the matrix[
H

(
p j + pk

2

)]n
j,k=1

is positive semidefinite. Particularly,

det

[
H

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function H is exponentially convex on (1,).

(iv) The function H is log-convex on (1,).
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(v) If p,q,r ∈ (1,) are such that p < q < r, then

H(q)r−p ≤ H(p)r−qH(r)q−p.

Proof. Similar to the proof of Theorem 2.18. �

Similar to Corollary 3.6 we also have the following corollary.

Corollary 3.7 Let f → N( f ) be the linear functional defined by (3.97) and 1, 2 ∈
C2[0,a] such that1(0) =2(0) = ′

1(0)= ′
2(0)= 0 and such that ′′

2 (x) does not vanish
for any value of x ∈ [0,a], then there exists  ∈ [0,a] such that

 ′′
1 ( )

 ′′
2 ( )

=
N(1)
N(2)

, (3.98)

provided that the denominator on the right side is non-zero.

If the inverse of  ′′
1 / ′′

2 exists then various kinds of means can be defined by (3.98).
That is

 =
(
 ′′

1

 ′′
2

)−1(
N(1)
N(2)

)
. (3.99)

Particularly, if we substitute 1(x) = p(x), 2(x) = q(x) in (3.99) and use continuous
extension, the following expressions are obtained:

N(p,q) =

⎧⎪⎨⎪⎩
(

N(p)
N(q)

) 1
p−q

, p �= q;

exp
(

N(0p)
N(p)

+ 3−2p
(p−1)(p−2)

)
, p = q,

where 0(x) = logx and p,q ∈ (1,). By Theorem 2.5, if p,q,u,v ∈ (1,) such that
p ≤ u, q ≤ v then,

N(p,q) ≤ N(u,v).

We can generalize the above construction. For a fixed n ≥ 2, let us define

Cn = {p : p ∈ J},

a family of functions from C([0,a]) such that p(0) =  ′
p(0) = 0, and p →  ′′

p(x) is
n-exponentially convex in the Jensen sense on J for every x ∈ [0,a].

Theorem 3.47 Let f →N( f ) be the linear functional defined by (3.97) and let S : J →R,
be defined by

S(p) = N(p)

where p ∈ Cn. Then the following statements hold:

(i) S is n-exponentially convex in the Jensen sense on J.
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(ii) If S is continuous on J, then it is n−exponentially convex on J and for p,q,r ∈ J such
that p < q < r, we have

S(q)r−p ≤ S(p)r−qS(r)q−p.

(iii) If S is positive and differentiable on J, then for every p,q,u,v ∈ J such that
p ≤ u, q ≤ v, we have

M̃(p,q) ≤ M̃(u,v)
where M̃(p,q) is defined by

M̃(p,q) =

⎧⎪⎨⎪⎩
(

S(p)
S(q)

) 1
p−q

, p �= q;

exp

(
d
dp (S(p))

S(p)

)
, p = q.

Proof. Similar to the proof of Theorem 2.23. �

Using divided differences we can further refine obtained results. Let

D = {p : p ∈ J},
be a family of functions from C([0,a]) such that p(0) = 0, p → [x,y;p] is exponentially
convex on J for every choice of two distinct points x,y ∈ [0,a], and p → [x0,x1,x2;p] is
exponentially convex on J for every choice of three distinct points x0,x1,x2 ∈ [0,a].

Theorem 3.48 Let f →N( f ) be the linear functional defined by (3.97) and let H : J →R

be defined by
H(p) = N(p)

where p ∈ D . Then the following statements hold:

(i) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
H

(
pk + pm

2

)]n
k,m=1

is positive semidefinite. Particularly,

det

[
H

(
pk + pm

2

)]n

k,m=1
≥ 0.

(ii) If the function H is continuous on J, then H is exponentially convex on J.

(iii) If H is positive and differentiable on J, then for every p,q,u,v ∈ J such that
p ≤ u, q ≤ v, we have

M̂(p,q) ≤ M̂(u,v)

where M̂(p,q) is defined by

M̂(p,q) =

⎧⎪⎨⎪⎩
(

H(p)
H(q)

) 1
p−q

, p �= q;

exp

(
d
dp (H(p))

H(p)

)
, p = q.

Proof. Similar to the proof of Theorem 2.24. �



Chapter4
Steffensen type inequalities
involving convex and
3-convex functions

4.1 Weighted Steffensen type inequalities

Results given in this section were obtained by Pečarić and Smoljak in [81].
Let us begin by giving definition of class M c

1 [a,b] for function f/h which is similar to
Definition 1.12.

Definition 4.1 Let h : [a,b] → R be a positive function, f : [a,b] → R be a function
and c ∈ (a,b). We say that f/h belongs to the class M c

1 [a,b] ( f/h belongs to the class

M c
2 [a,b]) if there exists a constant A such that the function F(x)

h(x) = f (x)
h(x) −Ax is nonincreas-

ing (nondecreasing) on [a,c] and nondecreasing (nonincreasing) on [c,b].

As noted in Section 1.4 we can describe the property from Definition 4.1 as “convexity
at point c”. In the following theorem we give connection between the class of functions
M c

1 [a,b] and the class of convex functions.

Theorem 4.1 The function f/h is convex (concave) on [a,b] if and only if f/h∈M c
1 [a,b]

( f/h ∈ M c
2 [a,b]) for every c ∈ (a,b).

99
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Applying measure theoretic generalizations of Steffensen’s inequality given in Theo-
rem 3.1 to a class of functions that are convex at point c we obtain the following results.

Theorem 4.2 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ 1. Let
1,2 ∈ R+ be such that∫

[a,a+1]
h(t)d(t) =

∫
[a,c]

h(t)g(t)d(t) (4.1)

and ∫
(b−2,b]

h(t)d(t) =
∫

[c,b]
h(t)g(t)d(t). (4.2)

If f/h ∈ M c
1 [a,b] and∫

[a,b]
th(t)g(t)d(t) =

∫
[a,a+1]

th(t)d(t)+
∫
(b−2,b]

th(t)d(t), (4.3)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+1]
f (t)d(t)+

∫
(b−2,b]

f (t)d(t). (4.4)

If f/h ∈ M c
2 [a,b] and (4.3) holds, the inequality in (4.4) is reversed.

Proof. Let us prove this for f/h ∈ M c
1 [a,b]. Let F(x) = f (x)− Axh(x), where A is

the constant from Definition 4.1. Since F/h : [a,c] → R is nonincreasing, inequality (3.2)
implies

0 ≤
∫

[a,a+1]
F(t)d(t)−

∫
[a,c]

F(t)g(t)d(t)

=
∫

[a,a+1]
f (t)d(t)−

∫
[a,c]

f (t)g(t)d(t)

−A

(∫
[a,a+1]

th(t)d(t)−
∫
[a,c]

th(t)g(t)d(t)
)

.

(4.5)

Similarly, F/h : [c,b] → R is nondecreasing, so inequality (3.4) implies

0 ≤
∫

(b−2,b]
F(t)d(t)−

∫
[c,b]

F(t)g(t)d(t)

=
∫

(b−2,b]
f (t)d(t)−

∫
[c,b]

f (t)g(t)d(t)

−A

(∫
(b−2,b]

th(t)d(t)−
∫
[c,b]

th(t)g(t)d(t)
)

.

(4.6)

Adding up (4.5) and (4.6) we obtain∫
[a,a+1]

f (t)d(t)+
∫

(b−2,b]
f (t)d(t)−

∫
[a,b]

f (t)g(t)d(t)

≥ A

(∫
[a,a+1]

th(t)d(t)+
∫
(b−2,b]

th(t)d(t)−
∫
[a,b]

th(t)g(t)d(t)
)

= 0

which completes the proof.
Proof for f/h ∈ M c

2 [a,b] is similar so we omit the details. �
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Remark 4.1 It is obvious from the proof that for f/h ∈ M c
1 [a,b] inequality (4.4) holds if

equality (4.3) is replaced by the weaker condition

A

(∫
[a,a+1]

th(t)d(t)+
∫
(b−2,b]

th(t)d(t)−
∫
[a,b]

th(t)g(t)d(t)
)
≥ 0, (4.7)

where A is the constant from Definition 4.1.
Moreover, condition (4.7) can be further weakened if the function f/h is monotonic.
First, let us show that for f/h ∈ M c

1 [a,b] we have

( f/h)′−(c) ≤ A ≤ ( f/h)′+(c). (4.8)

Since F/h is nonincreasing on [a,c] and nondecreasing on [c,b] for every distinct points
x1,x2 ∈ [a,c] and y1,y2 ∈ [c,b] we have

[x1,x2;F/h] = [x1,x2; f/h]−A ≤ 0 ≤ [y1,y2; f/h]−A = [y1,y2;F/h].

Therefore, if ( f/h)′−(c) and ( f/h)′+(c) exist, letting xi ↗ c and yi ↘ c, i = 1,2 we get
(4.8). Similarly, for f/h ∈ M c

2 [a,b] we have (4.8) with the reverse inequality.
Hence if we additionally assume that f/h ∈M c

1 [a,b] is nondecreasing, condition (4.7)
can be further weakened to∫

[a,b]
th(t)g(t)d(t)≤

∫
[a,a+1]

th(t)d(t)+
∫
(b−2,b]

th(t)d(t). (4.9)

Further, if f/h ∈ M c
1 [a,b] is nonincreasing, condition (4.7) can be further weakened to

(4.9) with the reverse inequality.

Theorem 4.3 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ 1. Let
1,2 ∈ R+ be such that∫

(c−1,c]
h(t)d(t) =

∫
[a,c]

h(t)g(t)d(t) (4.10)

and ∫
[c,c+2]

h(t)d(t) =
∫

[c,b]
h(t)g(t)d(t). (4.11)

If f/h ∈ M c
1 [a,b] and∫

[a,b]
th(t)g(t)d(t) =

∫
(c−1,c+2]

th(t)d(t), (4.12)

then ∫
[a,b]

f (t)g(t)d(t) ≥
∫

(c−1,c+2]
f (t)d(t). (4.13)

If f/h ∈ M c
2 [a,b] and (4.12) holds, the inequality in (4.13) is reversed.
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Proof. Let f/h ∈ M c
1 [a,b] and let F(x) = f (x)−Axh(x), where A is the constant from

Definition 4.1. Since F/h : [a,c] → R is nonincreasing, inequality (3.4) implies

0 ≤
∫

[a,c]
f (t)g(t)d(t)−

∫
(c−1,c]

f (t)d(t)

−A

(∫
[a,c]

th(t)g(t)d(t)−
∫
(c−1,c]

th(t)d(t)
)

.

(4.14)

Similarly, F/h : [c,b] → R is nondecreasing, so inequality (3.2) implies

0 ≤
∫

[c,b]
f (t)g(t)d(t)−

∫
[c,c+2]

f (t)d(t)

−A

(∫
[c,b]

th(t)g(t)d(t)−
∫
[c,c+2]

th(t)d(t)
)

.

(4.15)

Adding up (4.14) and (4.15) we obtain∫
[a,b]

f (t)g(t)d(t)−
∫
(c−1,c+2]

f (t)d(t)

≥ A

(∫
[a,b]

th(t)g(t)d(t)−
∫
(c−1,c+2]

th(t)d(t)
)

= 0

which completes the proof for f/h ∈ M c
1 [a,b]. Similarly for f/h ∈ M c

2 [a,b]. �

Remark 4.2 Similarly as in Remark 4.1, it is obvious from the proof that for f/h ∈
M c

1 [a,b] inequality (4.13) holds if equality (4.12) is replaced by the weaker condition

A

(∫
[a,b]

th(t)g(t)d(t)−
∫
(c−1,c+2]

th(t)d(t)
)
≥ 0, (4.16)

where A is the constant from Definition 4.1.
If we additionally assume that f/h ∈ M c

1 [a,b] is nondecreasing, condition (4.16) can
be further weakened to∫

[a,b]
th(t)g(t)d(t)≥

∫
(c−1,c+2]

th(t)d(t). (4.17)

Further, if f/h ∈ M c
1 [a,b] is nonincreasing, condition (4.16) can be further weakened to

(4.17) with the reverse inequality.

As a consequence of Theorems 4.2 and 4.3 we obtain the following weighted Stef-
fensen type inequalities that involve convex functions.

Corollary 4.1 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ 1. Let
1,2 ∈ R+ be such that (4.1) and (4.2) hold. If f/h : [a,b]→ R is convex and (4.3) holds,
then the inequality (4.4) holds.
If f/h : [a,b] → R is concave, the inequality in (4.4) is reversed.
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Proof. Since f/h is convex, we have that f/h ∈ M c
1 [a,b] for every c ∈ (a,b). Hence, we

can apply Theorem 4.2. �

Corollary 4.2 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ 1. Let
1,2 ∈ R+ be such that (4.10) and (4.11) hold. If f/h : [a,b] → R is convex and (4.12)
holds, then the inequality (4.13) holds.
If f/h : [a,b] → R is concave, the inequality in (4.13) is reversed.

Proof. Similar to the proof of Corollary 4.1 applying Theorem 4.3. �

Motivated by Theorem 3.15 we obtain the following weaker conditions for weighted
Steffensen type inequalities for convex functions at a point.

Theorem 4.4 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let g and
h be −integrable functions on [a,b] such that h is positive and∫

[a,x)
h(t)g(t)d(t) ≤

∫
[a,x)

h(t)d(t) and
∫

[x,c]
h(t)g(t)d(t)≥ 0,

for every x ∈ [a,c] and∫
[x,b]

h(t)g(t)d(t)≤
∫

[x,b]
h(t)d(t) and

∫
[c,x)

h(t)g(t)d(t)≥ 0,

for every x ∈ [c,b].
Let f/h be a right-continuous function on [a,b] and let 1,2 ∈ R+ be such that (4.1)

and (4.2) hold. If f/h ∈ M c
1 [a,b] and (4.3) holds, the inequality (4.4) holds. If f/h ∈

M c
2 [a,b] and (4.3) holds, the inequality in (4.4) is reversed.

Proof. Similar to the proof of Theorem 4.2 using weaker conditions from Theorem 3.15.
�

Theorem 4.5 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let g and
h be −integrable functions on [a,b] such that h is positive and∫

[x,c]
h(t)g(t)d(t)≤

∫
[x,c]

h(t)d(t) and
∫

[a,x)
h(t)g(t)d(t)≥ 0,

for every x ∈ [a,c] and∫
[c,x)

h(t)g(t)d(t)≤
∫

[c,x)
h(t)d(t) and

∫
[x,b]

h(t)g(t)d(t) ≥ 0,

for every x ∈ [c,b].
Let f/h be a right-continuous function on [a,b] and let 1,2 ∈ R+ be such that (4.10)

and (4.11) hold. If f/h ∈ M c
1 [a,b] and (4.12) holds, the inequality (4.13) holds. If f/h ∈

M c
2 [a,b] and (4.12) holds, the inequality in (4.13) is reversed.

Proof. Similar to the proof of Theorem 4.3 using weaker conditions from Theorem 3.15.
�



104 4 STEFFENSEN TYPE INEQUALITIES INVOLVING CONVEX...

Condition (4.3) (resp. (4.12)) in Corollary 4.3 and Theorem 4.4 (resp. Corollary 4.4
and Theorem 4.5) can be replaced by weaker conditions given in Remark 4.1 (resp. Re-
mark 4.2).

Similar as in Corollaries 4.3 and 4.4 we have that Theorems 4.4 and 4.5 still hold if
f/h is a convex function.

4.1.1 Further generalizations of weighted Steffensen type
inequalities

Making substitutions g → g/h and f → f h in Theorems 4.2 and 4.3 we obtain the following
weighted Steffensen type inequalities for convex functions at a point related to corrected
version of Mercer’s result given in Theorem 1.9.

Theorem 4.6 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ h. Let
1,2 ∈ R+ be such that

∫
[a,a+1] h(t)d(t) =

∫
[a,c] g(t)d(t) and

∫
(b−2,b] h(t)d(t) =∫

[c,b] g(t)d(t). If f ∈ M c
1 [a,b] and

∫
[a,b]

tg(t)d(t) =
∫

[a,a+1]
th(t)d(t)+

∫
(b−2,b]

th(t)d(t), (4.18)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+1]
f (t)h(t)d(t)+

∫
(b−2,b]

f (t)h(t)d(t). (4.19)

If f ∈ M c
2 [a,b] and (4.18) holds, the inequality in (4.19) is reversed.

Theorem 4.7 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ h. Let
1,2 ∈ R+ be such that

∫
(c−1,c] h(t)d(t) =

∫
[a,c] g(t)d(t) and

∫
[c,c+2] h(t)d(t) =∫

[c,b] g(t)d(t). If f ∈ M c
1 [a,b] and

∫
[a,b]

tg(t)d(t) =
∫

(c−1,c+2]
th(t)d(t), (4.20)

then ∫
[a,b]

f (t)g(t)d(t) ≥
∫

(c−1,c+2]
f (t)h(t)d(t). (4.21)

If f ∈ M c
2 [a,b] and (4.20) holds, the inequality in (4.21) is reversed.

Using substitutions h → kh, g → g/k and f → f k in Theorems 4.2 and 4.3 we obtain
related Steffensen type inequalities given in the following theorems.
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Theorem 4.8 Let  be a positive finite measure on B([a,b]) and let c∈ (a,b). Let f ,g,h
and k be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ k. Let 1,2 ∈
R+ be such that

∫
[a,a+1] k(t)h(t)d(t) =

∫
[a,c] h(t)g(t)d(t) and

∫
(b−2,b] k(t)h(t)d(t) =∫

[c,b] h(t)g(t)d(t). If f/h ∈ M c
1 [a,b] and∫

[a,b]
th(t)g(t)d(t) =

∫
[a,a+1]

tk(t)h(t)d(t)+
∫
(b−2,b]

tk(t)h(t)d(t), (4.22)

then ∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+1]
f (t)k(t)d(t)+

∫
(b−2,b]

f (t)k(t)d(t). (4.23)

If f/h ∈ M c
2 [a,b] and (4.22) holds, the inequality in (4.23) is reversed.

Theorem 4.9 Let  be a positive finite measure on B([a,b]) and let c∈ (a,b). Let f ,g,h
and k be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ k. Let 1,2 ∈
R+ be such that

∫
(c−1,c] k(t)h(t)d(t) =

∫
[a,c] h(t)g(t)d(t) and

∫
[c,c+2] k(t)h(t)d(t) =∫

[c,b] h(t)g(t)d(t). If f/h ∈ M c
1 [a,b] and∫

[a,b]
th(t)g(t)d(t) =

∫
(c−1,c+2]

tk(t)h(t)d(t), (4.24)

then ∫
[a,b]

f (t)g(t)d(t) ≥
∫

(c−1,c+2]
f (t)k(t)d(t). (4.25)

If f/h ∈ M c
2 [a,b] and (4.24) holds, the inequality in (4.25) is reversed.

The following theorems give refined versions of results given in Theorems 4.2 and 4.3.

Theorem 4.10 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ 1. Let
1,2 ∈ R+ be such that (4.1) and (4.2) hold. If f/h ∈ M c

1 [a,b] and∫
[a,b]

th(t)g(t)d(t) =
∫

[a,a+1]
(th(t)− [t−a−1]h(t)[1−g(t)])d(t)

+
∫

(b−2,b]
(th(t)− [t−b+2]h(t)[1−g(t)])d(t),

(4.26)

then∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+1]

(
f (t)−

[
f (t)
h(t)

− f (a+1)
h(a+1)

]
h(t)[1−g(t)]

)
d(t)

+
∫
(b−2,b]

(
f (t)−

[
f (t)
h(t)

− f (b−2)
h(b−2)

]
h(t)[1−g(t)]

)
d(t).

(4.27)

If f/h ∈ M c
2 [a,b] and (4.26) holds, the inequality in (4.27) is reversed.

Proof. Similar to the proof of Theorem 4.2 applying Theorem 3.11(a) for F/h : [a,c]→ R

nonincreasing and Theorem 3.11(b) for F/h : [c,b] → R nondecreasing. �
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Theorem 4.11 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g and h be measurable functions on [a,b] such that h is positive and 0 ≤ g ≤ 1. Let
1,2 ∈ R+ be such that (4.10) and (4.11) hold. If f/h ∈ M c

1 [a,b] and∫
[a,b]

th(t)g(t)d(t) =
∫

(c−1,c]
(th(t)− [t− c+1]h(t)[1−g(t)])d(t)

+
∫
[c,c+2]

(th(t)− [t− c−2]h(t)[1−g(t)])d(t),
(4.28)

then∫
[a,b]

f (t)g(t)d(t) ≥
∫

(c−1,c]

(
f (t)−

[
f (t)
h(t)

− f (c−1)
h(c−1)

]
h(t)[1−g(t)]

)
d(t)

+
∫

[c,c+2]

(
f (t)−

[
f (t)
h(t)

− f (c+2)
h(c+2)

]
h(t)[1−g(t)]

)
d(t).

(4.29)

If f/h ∈ M c
2 [a,b] and (4.28) holds, the inequality in (4.29) is reversed.

Proof. Similar to the proof of Theorem 4.3 applying Theorem 3.11(b) for F/h : [a,c]→ R

nonincreasing and Theorem 3.11(a) for F/h : [c,b] → R nondecreasing. �

Motivated by sharpened and generalized version of Theorem 3.1 obtained by Jakšetić,
Pečarić and Smoljak in [35] we obtain the following results.

Theorem 4.12 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g,h and  be measurable functions on [a,b] such that h is positive and 0 ≤  ≤ g ≤
1− . Let 1,2 ∈ R+ be such that (4.1) and (4.2) hold. If f/h ∈ M c

1 [a,b] and∫
[a,b]

th(t)g(t)d(t) =
∫

[a,a+1]
th(t)d(t)−

∫
[a,c]

|t−a−1|h(t)(t)d(t)

+
∫
(b−2,b]

th(t)d(t)+
∫
[c,b]

|t−b+2|h(t)(t)d(t),
(4.30)

then∫
[a,b]

f (t)g(t)d(t) ≤
∫

[a,a+1]
f (t)d(t)−

∫
[a,c]

∣∣∣∣ f (t)h(t)
− f (a+1)

h(a+1)

∣∣∣∣h(t)(t)d(t)

+
∫
(b−2,b]

f (t)d(t)+
∫
[c,b]

∣∣∣∣ f (t)h(t)
− f (b−2)

h(b−2)

∣∣∣∣h(t)(t)d(t).

(4.31)

If f/h ∈ M c
2 [a,b] and (4.30) holds, the inequality in (4.31) is reversed.

Proof. We use the following inequalities, which hold for f/h nonincreasing, proved in
[35] (see also Theorem 3.13):∫

[a,b]
f (t)g(t)d(t) ≤

∫
[a,a+ ]

f (t)d(t)−
∫

[a,b]

∣∣∣∣ f (t)h(t)
− f (a+ )

h(a+ )

∣∣∣∣h(t)(t)d(t) (4.32)

and∫
(b− ,b]

f (t)d(t)+
∫

[a,b]

∣∣∣∣ f (t)h(t)
− f (b− )

h(b− )

∣∣∣∣h(t)(t)d(t)≤
∫

[a,b]
f (t)g(t)d(t). (4.33)
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For f/h nondecreasing inequalities in (4.32) and (4.33) are reversed.
The proof is similar to that of Theorem 4.2 applying (4.32) for F/h : [a,c]→R nonincreas-
ing and (4.33) for F/h : [c,b] → R nondecreasing, where F(x) = f (x)−Axh(x). �

Theorem 4.13 Let  be a positive finite measure on B([a,b]) and let c ∈ (a,b). Let
f ,g,h and  be measurable functions on [a,b] such that h is positive and 0 ≤  ≤ g ≤
1− . Let 1,2 ∈ R+ be such that (4.10) and (4.11) hold. If f/h ∈ M c

1 [a,b] and∫
[a,b]

th(t)g(t)d(t) =
∫

(c−1,c+2]
th(t)d(t)−

∫
[a,c]

|t− c+1|h(t)(t)d(t)

+
∫
[c,b]

|t − c−2|h(t)(t)d(t),
(4.34)

then∫
[a,b]

f (t)g(t)d(t) ≥
∫

(c−1,c+2]
f (t)d(t)+

∫
[a,c]

∣∣∣∣ f (t)h(t)
− f (c−1)

h(c−1)

∣∣∣∣h(t)(t)d(t)

−
∫
[c,b]

∣∣∣∣ f (t)h(t)
− f (c+2)

h(c+2)

∣∣∣∣h(t)(t)d(t).

(4.35)

If f/h ∈ M c
2 [a,b] and (4.34) holds, the inequality in (4.35) is reversed.

Proof. Similar to the proof of Theorem 4.12. �

Steffensen type inequalities obtained in this subsection also hold if the function f/h is
convex (resp. concave).

4.2 Generalized Steffensen type inequalities

In this section we give results obtained in [76]. Applying generalizations of Steffensen’s
inequality given in Section 1.1 to functions that are convex at point c we obtain the follow-
ing results.

Theorem 4.14 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let 1 be the solution of the equation∫ a+1

a
h(t)dt =

∫ c

a
h(t)g(t)dt (4.36)

and 2 be the solution of the equation∫ b

b−2

h(t)dt =
∫ b

c
h(t)g(t)dt. (4.37)
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If f/h ∈ M c
1 [a,b] and∫ b

a
th(t)g(t)dt =

∫ a+1

a
th(t)dt +

∫ b

b−2

th(t)dt, (4.38)

then ∫ b

a
f (t)g(t)dt ≤

∫ a+1

a
f (t)dt +

∫ b

b−2

f (t)dt. (4.39)

If f/h ∈ M c
2 [a,b] and (4.38) holds, the inequality in (4.39) is reversed.

Proof. Similar to the proof of Theorem 4.2 taking d(t) = dt. �

Remark 4.3 From the proof we deduce that condition (4.38) can be weakened. So, for
f/h ∈ M c

1 [a,b] inequality (4.39) still holds if (4.38) is replaced by the weaker condition

A

(∫ a+1

a
th(t)dt +

∫ b

b−2

th(t)dt−
∫ b

a
th(t)g(t)dt

)
≥ 0, (4.40)

where A is the constant from Definition 4.1. For f/h ∈ M c
2 [a,b] the reverse inequality in

(4.39) holds if (4.38) is replaced by (4.40) with the reverse inequality.
Moreover, condition (4.40) can be further weakened if the function f/h is monotonic.

Hence, if the function f/h∈M c
1 [a,b] is nondecreasing or f/h∈M c

2 [a,b] is nonincreasing,
from (4.40) we obtain that (4.38) can be weakened to∫ b

a
th(t)g(t)dt ≤

∫ a+1

a
th(t)dt +

∫ b

b−2

th(t)dt. (4.41)

Further, if f/h∈M c
1 [a,b] is nonincreasing or f/h∈M c

2 [a,b] is nondecreasing, (4.38) can
be weakened to (4.41) with the reverse inequality.

Theorem 4.15 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let 1 be the solution of the equation∫ c

c−1

h(t)dt =
∫ c

a
h(t)g(t)dt (4.42)

and 2 be the solution of the equation∫ c+2

c
h(t)dt =

∫ b

c
h(t)g(t)dt. (4.43)

If f/h ∈ M c
1 [a,b] and ∫ b

a
th(t)g(t)dt =

∫ c+2

c−1

th(t)dt, (4.44)

then ∫ b

a
f (t)g(t)dt ≥

∫ c+2

c−1

f (t)dt. (4.45)

If f/h ∈ M c
2 [a,b] and (4.44) holds, the inequality in (4.45) is reversed.

Proof. Similar to the proof of Theorem 4.3 taking d(t) = dt. �
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Remark 4.4 For f/h ∈ M c
1 [a,b] inequality (4.45) still holds if condition (4.44) is re-

placed by the weaker condition

A

(∫ b

a
th(t)g(t)dt−

∫ c+2

c−1

th(t)dt

)
≥ 0, (4.46)

where A is the constant from Definition 4.1. Also, for f/h∈M c
2 [a,b] the reverse inequality

in (4.45) holds if (4.44) is replaced by (4.46) with the reverse inequality.
Additionally, condition (4.46) can be further weakened if the function f/h is mono-

tonic. Similar as in Remark 4.3, if the function f/h ∈ M c
1 [a,b] is nondecreasing or

f/h ∈ M c
2 [a,b] is nonincreasing, from (4.46) we obtain that (4.44) can be weakened to∫ b

a
th(t)g(t)dt ≥

∫ c+2

c−1

th(t)dt. (4.47)

Further, if f/h∈M c
1 [a,b] is nonincreasing or f/h∈M c

2 [a,b] is nondecreasing, (4.44) can
be weakened to (4.47) with the reverse inequality.

As a consequence of Theorems 4.14 and 4.15 we obtain generalized Steffensen type
inequalities that involve convex functions.

Corollary 4.3 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b] → R be an integrable function such
that 0 ≤ g ≤ 1. Let 1 be the solution of the equation (4.36) and 2 be the solution of the
equation (4.37). If f/h : [a,b] → R is convex and (4.38) holds, then the inequality (4.39)
holds.
If f/h : [a,b] → R is concave, the inequality in (4.39) is reversed.

Proof. Since f/h is convex, from Theorem 4.1, we have that f/h ∈ M c
1 [a,b] for every

c ∈ (a,b). Hence, we can apply Theorem 4.14. �

Corollary 4.4 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b] → R be an integrable function such
that 0 ≤ g ≤ 1. Let 1 be the solution of the equation (4.42) and 2 be the solution of the
equation (4.43). If f/h : [a,b] → R is convex and (4.44) holds, then the inequality (4.45)
holds.
If f/h : [a,b] → R is concave, the inequality in (4.45) is reversed.

Proof. Similar to the proof of Corollary 4.3 applying Theorem 4.15. �

Similar as in Remarks 4.3 and 4.4 we obtain that conditions (4.38) and (4.44) in Corol-
laries 4.3 and 4.4 can be weakened if, additionally, the function f/h is monotonic.

For h ≡ 1 in Theorems 4.14 and 4.15 and Corollaries 4.3 and 4.4 we obtain the results
given in [75].

In Theorem 1.9 Pečarić, Perušić and Smoljak gave a corrected version of Mercer’s
result which follows from Theorems 1.6 and 1.7. In the following theorems we obtain
generalizations of these results for functions from the class M c

1 [a,b].
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Theorem 4.16 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ h. Let 1 be the solution of the equation

∫ a+1
a h(t)dt =

∫ c
a g(t)dt and 2 be the

solution of the equation
∫ b
b−2

h(t)dt =
∫ b
c g(t)dt. If f ∈ M c

1 [a,b] and

∫ b

a
tg(t)dt =

∫ a+1

a
th(t)dt +

∫ b

b−2

th(t)dt, (4.48)

then ∫ b

a
f (t)g(t)dt ≤

∫ a+1

a
f (t)h(t)dt +

∫ b

b−2

f (t)h(t)dt. (4.49)

If f ∈ M c
2 [a,b] and (4.48) holds, the inequality in (4.49) is reversed.

Proof. Take g → g/h and f → f h in Theorem 4.14. �

Theorem 4.17 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ h. Let 1 be the solution of the equation

∫ c
c−1

h(t)dt =
∫ c
a g(t)dt and 2 be the

solution of the equation
∫ c+2
c h(t)dt =

∫ b
c g(t)dt. If f ∈ M c

1 [a,b] and∫ b

a
tg(t)dt =

∫ c+2

c−1

th(t)dt, (4.50)

then ∫ b

a
f (t)g(t)dt ≥

∫ c+2

c−1

f (t)h(t)dt. (4.51)

If f ∈ M c
2 [a,b] and (4.50) holds, the inequality in (4.51) is reversed.

Proof. Take g → g/h and f → f h in Theorem 4.15. �

In [61, Theorem 2.6] Pečarić, Perušić and Smoljak showed that Mercer’s generalization
[46, Theorem 3] is equivalent to Theorem 1.6. Further, in [61, Theorem 2.7] they obtained
analogue theorem equivalent to Theorem 1.7. Motivated by mentioned generalizations in
the following theorems we obtain generalizations for functions from class M c

1 [a,b].

Theorem 4.18 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g,k : [a,b]→ R be integrable functions such that
0 ≤ g ≤ k. Let 1 be the solution of the equation∫ a+1

a
k(t)h(t)dt =

∫ c

a
h(t)g(t)dt

and 2 be the solution of the equation∫ b

b−2

k(t)h(t)dt =
∫ b

c
h(t)g(t)dt.
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If f/h ∈ M c
1 [a,b] and∫ b

a
th(t)g(t)dt =

∫ a+1

a
tk(t)h(t)dt +

∫ b

b−2

tk(t)h(t)dt, (4.52)

then ∫ b

a
f (t)g(t)dt ≤

∫ a+1

a
f (t)k(t)dt +

∫ b

b−2

f (t)k(t)dt. (4.53)

If f/h ∈ M c
2 [a,b] and (4.52) holds, the inequality in (4.53) is reversed.

Proof. Take h → kh, g → g/k and f → f k in Theorem 4.14. �

Theorem 4.19 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g,k : [a,b]→ R be integrable functions such that
0 ≤ g ≤ k. Let 1 be the solution of the equation∫ c

c−1

k(t)h(t)dt =
∫ c

a
h(t)g(t)dt

and 2 be the solution of the equation∫ c+2

c
k(t)h(t)dt =

∫ b

c
h(t)g(t)dt.

If f/h ∈ M c
1 [a,b] and ∫ b

a
th(t)g(t)dt =

∫ c+2

c−1

tk(t)h(t)dt, (4.54)

then ∫ b

a
f (t)g(t)dt ≥

∫ c+2

c−1

f (t)k(t)dt. (4.55)

If f/h ∈ M c
2 [a,b] and (4.54) holds, the inequality in (4.55) is reversed.

Proof. Take h → kh, g → g/k and f → f k in Theorem 4.15. �

Remark 4.5 Taking k≡ 1 in Theorems 4.18 and 4.19 we obtain Theorems 4.14 and 4.15,
respectively.

In the following theorems we obtain refined version of results given in Theorems 4.14
and 4.15.

Theorem 4.20 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b] → R be an integrable function such
that 0 ≤ g ≤ 1. Let 1 be the solution of the equation (4.36) and 2 be the solution of the
equation (4.37). If f/h ∈ M c

1 [a,b] and∫ b

a
th(t)g(t)dt =

∫ a+1

a
(th(t)− [t−a−1]h(t)[1−g(t)])dt

+
∫ b

b−2

(th(t)− [t−b+2]h(t)[1−g(t)])dt,
(4.56)
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then ∫ b

a
f (t)g(t)dt ≤

∫ a+1

a

(
f (t)−

[
f (t)
h(t)

− f (a+1)
h(a+1)

]
h(t)[1−g(t)]

)
dt

+
∫ b

b−2

(
f (t)−

[
f (t)
h(t)

− f (b−2)
h(b−2)

]
h(t)[1−g(t)]

)
dt.

(4.57)

If f/h ∈ M c
2 [a,b] and (4.56) holds, the inequality in (4.57) is reversed.

Proof. Similar to the proof of Theorem 4.14 applying Corollary 1.1 for F/h : [a,c] → R

nonincreasing and Corollary 1.2 for F/h : [c,b] → R nondecreasing. �

Theorem 4.21 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c ∈ (a,b). Let g : [a,b] → R be an integrable function such
that 0 ≤ g ≤ 1. Let 1 be the solution of the equation (4.42) and 2 be the solution of the
equation (4.43). If f/h ∈ M c

1 [a,b] and∫ b

a
th(t)g(t)dt =

∫ c

c−1

(th(t)− [t− c+1]h(t)[1−g(t)])dt

+
∫ c+2

c
(th(t)− [t− c−2]h(t)[1−g(t)])dt,

(4.58)

then ∫ b

a
f (t)g(t)dt ≥

∫ c

c−1

(
f (t)−

[
f (t)
h(t)

− f (c−1)
h(c−1)

]
h(t)[1−g(t)]

)
dt

+
∫ c+2

c

(
f (t)−

[
f (t)
h(t)

− f (c+2)
h(c+2)

]
h(t)[1−g(t)]

)
dt.

(4.59)

If f/h ∈ M c
2 [a,b] and (4.58) holds, the inequality in (4.59) is reversed.

Proof. Similar to the proof of Theorem 4.15 applying Corollary 1.2 for F/h : [a,c] → R

nonincreasing and Corollary 1.1 for F/h : [c,b] → R nondecreasing. �

Motivated by sharpened and generalized versions of Theorems 1.6 and 1.7 obtained
by Pečarić, Perušić and Smoljak in [61, Corollaries 2.4 and 2.5] we obtain the following
results.

Theorem 4.22 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c∈ (a,b). Let g, : [a,b]→R be integrable functions such that
0 ≤  ≤ g ≤ 1− . Let 1 be the solution of the equation (4.36) and 2 be the solution of
the equation (4.37). If f/h ∈ M c

1 [a,b] and∫ b

a
th(t)g(t)dt =

∫ a+1

a
th(t)dt−

∫ c

a
|t−a−1|h(t)(t)dt

+
∫ b

b−2

th(t)dt +
∫ b

c
|t−b+2|h(t)(t)dt,

(4.60)
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then ∫ b

a
f (t)g(t)dt ≤

∫ a+1

a
f (t)dt −

∫ c

a

∣∣∣∣ f (t)h(t)
− f (a+1)

h(a+1)

∣∣∣∣h(t)(t)dt

+
∫ b

b−2

f (t)dt +
∫ b

c

∣∣∣∣ f (t)h(t)
− f (b−2)

h(b−2)

∣∣∣∣h(t)(t)dt.

(4.61)

If f/h ∈ M c
2 [a,b] and (4.60) holds, the inequality in (4.61) is reversed.

Proof. Similar to the proof of Theorem 4.14 applying [61, Corollary 2.3] for F/h : [a,c]
→ R nonincreasing and [61, Corollary 2.4] for F/h : [c,b] → R nondecreasing. �

Theorem 4.23 Let h : [a,b] → R be a positive integrable function, f : [a,b] → R be an
integrable function and let c∈ (a,b). Let g, : [a,b]→ R be integrable functions such that
0 ≤  ≤ g ≤ 1− . Let 1 be the solution of the equation (4.42) and 2 be the solution of
the equation (4.43). If f/h ∈ M c

1 [a,b] and∫ b

a
th(t)g(t)dt =

∫ c+2

c−1

th(t)dt−
∫ c

a
|t− c+1|h(t)(t)dt

+
∫ b

c
|t − c−2|h(t)(t)dt,

(4.62)

then ∫ b

a
f (t)g(t)dt ≥

∫ c+2

c−1

f (t)dt +
∫ c

a

∣∣∣∣ f (t)h(t)
− f (c−1)

h(c−1)

∣∣∣∣h(t)(t)dt

−
∫ b

c

∣∣∣∣ f (t)h(t)
− f (c+2)

h(c+2)

∣∣∣∣h(t)(t)dt.

(4.63)

If f/h ∈ M c
2 [a,b] and (4.62) holds, the inequality in (4.63) is reversed.

Proof. Similar to the proof of Theorem 4.15 applying [61, Corollary 2.4] for F/h : [a,c]
→ R nonincreasing and [61, Corollary 2.3] for F/h : [c,b] → R nondecreasing. �

Remark 4.6 Generalized Steffensen type inequalities obtained in Theorems 4.18-4.23
also hold if the function f/h is convex (concave). This follows from Theorem 4.1, i.e. if
f/h is a convex function then f/h ∈ M c

1 [a,b] for every c ∈ (a,b).

Similar as in Remarks 4.3 and 4.4 we obtain that conditions (4.48), (4.50), (4.52),
(4.54), (4.56), (4.58), (4.60), (4.62) can be weakened, but here we omit the details.
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4.3 New Steffensen type inequalities

Motivated by weaker conditions given in Theorem 1.3 in the following theorem we obtain
weaker conditions on the function g for Steffensen type inequalities obtained by Masjed-
Jamei, Qi and Srivastava given in Theorem 1.2. Results presented in this section were
obtained by Pečarić and Smoljak Kalamir in [77].

Theorem 4.24 Let g be an integrable function on [a,b] with  = q
∫ b
a g(t)dt ∈ [0,b−a],

where q �= 0.

a) The second inequality in (1.6) holds for every nonincreasing function f on [a,b] if
and only if∫ x

a
g(t)dt ≤ (x−a)

[
1− 

b−a

(
1− 1

q

)]
and

∫ b

x
g(t)dt ≥−(b− x)

b−a

(
1− 1

q

)
,

for every x ∈ [a,b].

b) The first inequality in (1.6) holds for every nonincreasing function f on [a,b] if and
only if∫ b

x
g(t)dt ≤ (b− x)

[
1− 

b−a

(
1− 1

q

)]
and

∫ x

a
g(t)dt ≥−(x−a)

b−a

(
1− 1

q

)
,

for every x ∈ [a,b].

Proof. We apply Theorem 1.3 to the function

G(x) = g(x)+
q−1
b−a

∫ b

a
g(t)dt, x ∈ [a,b]

with
∫ b
a G(x)dx =  . �

Note that for q = 1 Theorem 4.24 reduces to Theorem 1.3.
In the following theorems we obtain new Steffensen type inequalities for class of func-

tions that are convex at point c.

Theorem 4.25 Let g : [a,b] → R be an integrable function. For given c ∈ (a,b) and
q �= 0, denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume

− 1

c−a

(
1− 1

q

)
≤ g(x) ≤ 1− 1

c−a

(
1− 1

q

)
, for x ∈ (a,c), (4.64)

− 2

b− c

(
1− 1

q

)
≤ g(x) ≤ 1− 2

b− c

(
1− 1

q

)
, for x ∈ (c,b), (4.65)

and ∫ b

a
tg(t)dt = a1 +b2 +

2
1 −2

2

2
−
(

1− 1
q

)
1(a+ c)+2(c+b)

2
. (4.66)
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If f ∈ M c
1 [a,b] then∫ b

a
f (t)g(t)dt ≤

∫ a+1

a
f (t)dt − 1

c−a

(
1− 1

q

)∫ c

a
f (t)dt

+
∫ b

b−2

f (t)dt − 2

b− c

(
1− 1

q

)∫ b

c
f (t)dt.

(4.67)

If f ∈ M c
2 [a,b] then the inequality in (4.67) is reversed.

Proof. We give the proof for f ∈ M c
1 [a,b], the proof for f ∈ M c

2 [a,b] is similar so we
omit the details. Let A be the constant from Definition 1.12 and let us consider the function
F : [a,b] → R, F(x) = f (x)−Ax. Since F is nonincreasing on [a,c] we can apply the
second inequality in (1.6) to functions F and g. So we have∫ c

a
F(t)g(t)dt ≤

∫ a+1

a
F(t)dt− 1

c−a

(
1− 1

q

)∫ c

a
F(t)dt.

Hence, we obtain

0 ≤
∫ a+1

a
F(t)dt− 1

c−a

(
1− 1

q

)∫ c

a
F(t)dt−

∫ c

a
F(t)g(t)dt

=
∫ a+1

a
f (t)dt − 1

c−a

(
1− 1

q

)∫ c

a
f (t)dt −

∫ c

a
f (t)g(t)dt

−A

(
a1 +

2
1

2
− 1(a+ c)

2

(
1− 1

q

)
−
∫ c

a
tg(t)dt

)
.

(4.68)

Further, since F is nondecreasing on [c,b] the first inequality in (1.6) applied to the func-
tions F and g is reversed. So we have∫ b

c
F(t)g(t)dt ≤

∫ b

b−2

F(t)dt− 2

b− c

(
1− 1

q

)∫ b

c
F(t)dt.

Hence, we obtain

0 ≤
∫ b

b−2

f (t)dt − 2

b− c

(
1− 1

q

)∫ b

c
f (t)dt −

∫ b

c
f (t)g(t)dt

−A

(
b2− 2

2

2
− 2(c+b)

2

(
1− 1

q

)
−
∫ b

c
tg(t)dt

)
.

(4.69)

Now combining (4.68) and (4.69) we obtain∫ a+1

a
f (t)dt− 1

c−a

(
1− 1

q

)∫ c

a
f (t)dt +

∫ b

b−2

f (t)dt

− 2

b− c

(
1− 1

q

)∫ b

c
f (t)dt −

∫ b

a
f (t)g(t)dt

≥ A

(
a1 +b2 +

2
1 −2

2

2
−
(

1− 1
q

)
1(a+ c)+2(c+b)

2
−
∫ b

a
tg(t)dt

)
.

Now, from (4.66), we conclude that (4.67) holds. �
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Remark 4.7 From the proof we see that the condition (4.66) in Theorem 4.25 can be
replaced by the weaker condition

A

(
a1 +b2 +

2
1 −2

2

2
−
(

1− 1
q

)
1(a+ c)+2(c+b)

2
−
∫ b

a
tg(t)dt

)
≥ 0 (4.70)

for f ∈ M c
1 [a,b], where A is the constant from Definition 1.12. Further, for f ∈ M c

2 [a,b]
the condition (4.66) can be replaced by (4.70) with the reverse inequality.

Additionaly, the condition (4.66) can be further weakened if the function f is mono-
tonic. For example, if f ∈ M c

1 [a,b] is nondecreasing, then clearly A ≥ 0. So, from from
(4.70) we obtain that (4.66) can be weakened to∫ b

a
tg(t)dt ≤ a1 +b2 +

2
1 −2

2

2
−
(

1− 1
q

)
1(a+ c)+2(c+b)

2
. (4.71)

Further, if f ∈ M c
1 [a,b] is nonincreasing or f ∈ M c

2 [a,b] is nondecreasing, (4.66) can be
weakened to (4.71) with the reverse inequality.

Theorem 4.26 Let g : [a,b] → R be an integrable function. For given c ∈ (a,b) and
q �= 0, denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64) and (4.65) hold and∫ b

a
tg(t)dt = c(1 +2)+

2
2 −2

1

2
− 2(c+b)+1(a+ c)

2

(
1− 1

q

)
. (4.72)

If f ∈ M c
1 [a,b] then∫ b

a
f (t)g(t)dt ≥

∫ c+2

c−1

f (t)dt −
(

1

c−a

∫ c

a
f (t)dt +

2

b− c

∫ b

c
f (t)dt

)(
1− 1

q

)
. (4.73)

If f ∈ M c
2 [a,b] then the inequality in (4.73) is reversed.

Proof. We give the proof for f ∈M c
1 [a,b]. Let A be the constant from Definition 1.12 and

let us consider the function F : [a,b] → R, F(x) = f (x)−Ax. Since F is nonincreasing on
[a,c] we can apply the first inequality in (1.6) to the functions F and g. So we have

0 ≤
∫ c

a
f (t)g(t)dt−

∫ c

c−1

f (t)dt +
1

c−a

(
1− 1

q

)∫ c

a
f (t)dt

−A

(∫ c

a
tg(t)dt− c1 +

2
1

2
+
1(a+ c)

2

(
1− 1

q

))
.

(4.74)

Further, since F is nondecreasing on [c,b] the second inequality in (1.6) applied to the
functions F and g is reversed. So we have

0 ≤
∫ b

c
f (t)g(t)dt−

∫ c+2

c
f (t)dt +

2

b− c

(
1− 1

q

)∫ b

c
f (t)dt

−A

(∫ b

c
tg(t)dt− c2− 2

2

2
+
2(c+b)

2

(
1− 1

q

))
.

(4.75)
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Now from (4.74) and (4.75) we obtain∫ b

a
f (t)g(t)dt −

∫ c+2

c−1

f (t)dt +
(

1

c−a

∫ c

a
f (t)dt +

2

b− c

∫ b

c
f (t)dt

)(
1− 1

q

)
≥ A

(∫ b

a
tg(t)dt− c(1 +2)+

2
1 −2

2

2
+
1(a+ c)+2(c+b)

2

(
1− 1

q

))
.

Now, from (4.72), we conclude that (4.73) holds.
Proof for f ∈ M c

2 [a,b] is similar so we omit the details. �

Remark 4.8 Similarly as in Remark 4.7, the condition (4.72) in Theorem 4.26 can be
replaced by the weaker condition

A

(∫ b

a
tg(t)dt− c(1 +2)+

2
1 −2

2

2
+
1(a+ c)+2(c+b)

2

(
1− 1

q

))
≥ 0 (4.76)

for f ∈ M c
1 [a,b] and by (4.76) with the reverse inequality for f ∈ M c

2 [a,b].
Additionaly, it can be further weakened if the function f is monotonic. For a nonde-

creasing function f ∈ M c
1 [a,b] or nonincreasing function f ∈ M c

2 [a,b], from (4.76) we
obtain that (4.72) can be weakened to∫ b

a
tg(t)dt ≥ c(1 +2)+

2
2 −2

1

2
− 2(c+b)+1(a+ c)

2

(
1− 1

q

)
. (4.77)

Further, if f ∈ M c
1 [a,b] is nonincreasing or f ∈ M c

2 [a,b] is nondecreasing, (4.72) can be
weakened to (4.77) with the reverse inequality.

As a consequence of Theorems 4.25 and 4.26 we obtain the following new Steffensen
type inequalities that involve convex functions.

Corollary 4.5 Let g : [a,b]→ R be an integrable function. For given c ∈ (a,b) and q �= 0
denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64), (4.65) and (4.66) hold. If

f : [a,b]→ R is convex function, then (4.67) holds.
If f : [a,b] → R is concave function, the inequality in (4.67) is reversed.

Proof. Since f is convex from Lemma 1.1 we have that f ∈ M c
1 [a,b], for every c ∈ (a,b).

Hence we can apply Theorem 4.25. �

Corollary 4.6 Let g : [a,b]→ R be an integrable function. For given c ∈ (a,b) and q �= 0
denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64), (4.65) and (4.72) hold. If

f : [a,b]→ R is convex function, then (4.73) holds.
If f : [a,b] → R is concave function, the inequality in (4.73) is reversed.

Proof. Similar to the proof of Corollary 4.5. �

Motivated by weaker conditions obtained in Theorem 4.24 in the following theorems
we give weaker conditions for previously obtained Steffensen type inequalities involving
the class M c

1 [a,b].
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Theorem 4.27 Let g : [a,b]→R be an integrable function. Consider c∈ (a,b) and q �= 0.
Assume 1 = q

∫ c
a g(t)dt ∈ [0,c−a] and 2 = q

∫ b
c g(t)dt ∈ [0,b−c], such that (4.66) holds.

Then (4.67) holds for all f ∈ M c
1 [a,b] if and only if∫ x

a
g(t)dt ≤ (x−a)

[
1− 1

c−a

(
1− 1

q

)]
and

∫ c

x
g(t)dt ≥−1(c− x)

c−a

(
1− 1

q

)
,

(4.78)
for every x ∈ [a,c] and∫ b

x
g(t)dt ≤ (b− x)

[
1− 2

b− c

(
1− 1

q

)]
and

∫ x

c
g(t)dt ≥−2(x− c)

b− c

(
1− 1

q

)
,

(4.79)
for every x ∈ [c,b].
Further, the reverse inequality in (4.67) holds for all f ∈M c

2 [a,b] if and only if (4.78) and
(4.79) hold.

Proof. Similar to the proof of Theorem 4.25 using weaker conditions obtained in Theo-
rem 4.24. �

Theorem 4.28 Let g : [a,b]→R be an integrable function. Consider c∈ (a,b) and q �= 0.
Assume 1 = q

∫ c
a g(t)dt ∈ [0,c−a] and 2 = q

∫ b
c g(t)dt ∈ [0,b−c], such that (4.72) holds.

Then (4.73) holds for all f ∈ M c
1 [a,b] if and only if∫ c

x
g(t)dt ≤ (c− x)

[
1− 1

c−a

(
1− 1

q

)]
and

∫ x

a
g(t)dt ≥−1(x−a)

c−a

(
1− 1

q

)
,

(4.80)
for every x ∈ [a,c] and∫ x

c
g(t)dt ≤ (x− c)

[
1− 2

b− c

(
1− 1

q

)]
and

∫ b

x
g(t)dt ≥−2(b− x)

b− c

(
1− 1

q

)
,

(4.81)
for every x ∈ [c,b].
Further, the reverse inequality in (4.73) holds for all f ∈M c

2 [a,b] if and only if (4.80) and
(4.81) hold.

Proof. Similar to the proof of Theorem 4.27. �

Further, as a consequence of Theorems 4.27 and 4.28 we obtain the following Stef-
fensen type inequalities that involve convex functions.

Corollary 4.7 Let g : [a,b]→ R be an integrable function. Consider c ∈ (a,b) and q �= 0.
Assume 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt, such that (4.66) holds. Then (4.67) holds for

all convex functions f : [a,b]→R if and only if (4.78) and (4.79) hold. Further, the reverse
inequality in (4.67) holds for all concave functions f : [a,b] → R if and only if (4.78) and
(4.79) hold.

Proof. Similar to the proof of Corollary 4.5. �
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Corollary 4.8 Let g : [a,b]→R be an integrable function. Consider c ∈ (a,b) and q �= 0.
Assume 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt, such that (4.72) holds. Then (4.73) holds for

all convex functions f : [a,b]→R if and only if (4.80) and (4.81) hold. Further, the reverse
inequality in (4.73) holds for all concave functions f : [a,b] → R if and only if (4.80) and
(4.81) hold.

Proof. Similar to the proof of Corollary 4.5. �

4.4 Gauss-Steffensen type inequalities

In this section we present some new Gauss-Steffensen type inequalities which involve
convex functions which were motivated by Gauss-Steffensen’s inequality given in The-
orem 1.17. These results were obtained in [78].

In the following theorem we obtain Gauss-Steffensen type inequality for class of func-
tions that are “convex at point c”.

Theorem 4.29 Let G : [a,b] → R be an increasing function such that G(x) ≥ x and let
c ∈ (a,b). If f ∈ M c

1 (I) and∫ c

a
G(t)dt−

∫ b

c
G(t)dt = 2cG(c)−aG(a)−bG(b)+

G2(b)+G2(a)−2G2(c)
2

, (4.82)

then ∫ c

a
f (t)G′(t)dt−

∫ b

c
f (t)G′(t)dt ≥

∫ G(c)

G(a)
f (t)dt −

∫ G(b)

G(c)
f (t)dt (4.83)

holds.
If f ∈ M c

2 (I) and (4.82) holds, the inequality in (4.83) is reversed.

Proof. Let A be the constant from Definition 1.12 and let f ∈ M c
1 (I). We have c ∈ (a,b)

⊆ I◦. Let us consider the function F : I → R, F(x) = f (x)−Ax. Since F is nonincreasing
on I∩ (−,c] we can apply inequality (1.21) to the function F , so∫ G(c)

G(a)
F(t)dt ≤

∫ c

a
F(t)G′(t)dt.

Hence, we obtain

0 ≤
∫ c

a
F(t)G′(t)dt−

∫ G(c)

G(a)
F(t)dt

=
∫ c

a
f (t)G′(t)dt−

∫ G(c)

G(a)
f (t)dt −A

(
cG(c)−aG(a)−

∫ c

a
G(t)dt− G2(c)−G2(a)

2

)
.

(4.84)

Further, the function F is nondecreasing on I∩ [c,) so we can apply the reverse inequality
(1.21), so we have ∫ b

c
F(t)G′(t)dt ≤

∫ G(b)

G(c)
F(t)dt.
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Hence, we obtain

0 ≤
∫ G(b)

G(c)
F(t)dt−

∫ b

c
F(t)G′(t)dt

=
∫ G(b)

G(c)
f (t)dt−

∫ b

c
f (t)G′(t)dt−A

(
G2(b)−G2(c)

2
−bG(b)+ cG(c)+

∫ b

c
G(t)dt

)
.

(4.85)

Now combining (4.84) and (4.85) we obtain∫ c

a
f (t)G′(t)dt−

∫ G(c)

G(a)
f (t)dt −

∫ b

c
f (t)G′(t)dt +

∫ G(b)

G(c)
f (t)dt

≥ A

(
2cG(c)−aG(a)−bG(b)−

∫ c

a
G(t)dt +

∫ b

c
G(t)dt +

G2(a)+G2(b)−2G2(c)
2

)
.

Now, from (4.82), we conclude that (4.83) holds.
Proof for f ∈ M c

2 (I) is similar so we omit the details. �

As a consequence of previous theorem we obtain the following Gauss-Steffensen type
inequality for class of convex functions.

Corollary 4.9 Let G : [a,b] → R be an increasing function such that G(x) ≥ x and let
c ∈ (a,b). If f : I →R is convex and (4.82) holds then (4.83) holds. If f : I → R is concave
and (4.82) holds, the inequality in (4.83) is reversed.

Proof. Since the function f is convex, from Lemma 1.1, we have that f ∈M c
1 (I) for every

c ∈ (a,b) ⊆ I◦. Hence, we can apply Theorem 4.29. �

If the function G in Theorem 4.29 and Corollary 4.9 is such that G(x) ≤ x, then the
reverse inequality in (4.83) holds.

Remark 4.9 Condition (4.82) can be weakened. From the proof of Theorem 4.29 we
have that for f ∈ M c

1 (I) condition (4.82) can be replaced by the weaker condition

A

(
2cG(c)−aG(a)−bG(b)−

∫ c

a
G(t)dt +

∫ b

c
G(t)dt +

G2(a)+G2(b)−2G2(c)
2

)
≥ 0,

(4.86)
where A is the constant from Definition 1.12. Also, for f ∈ M c

2 (I) condition (4.82) can be
replaced by condition (4.86) with the reverse inequality.

Furthermore, condition (4.82) can be further weakened if the function f is monotonic.
Since (1.37) holds, if f ∈ M c

1 (I) is nondecreasing or f ∈ M c
2 (I) is nonincreasing, from

(4.86) we obtain that (4.82) can be weakened to∫ c

a
G(t)dt−

∫ b

c
G(t)dt ≤ 2cG(c)−aG(a)−bG(b)+

G2(a)+G2(b)−2G2(c)
2

. (4.87)

Also, if f ∈ M c
1 (I) is nonincreasing or f ∈ M c

2 (I) is nondecreasing, (4.82) can be weak-
ened to (4.87) with the reverse inequality.
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4.5 Gauss-type inequalities

Motivated by Alzer’s lower bound for Gauss’ inequality given in Theorem 1.18 this section
is devoted to Gauss-type inequalities for convex functions obtained by Pečarić and Smoljak
Kalamir in [80].

In the following theorems we obtain Gauss type inequalities for the class of functions
that are convex at point c.

Theorem 4.30 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume

s1(x) =
g(b)−g(c)

b− c
(x− c)+g(c), (4.88)

t1(x) = g′(x0)(x− x0)+g(x0), x0 ∈ [a,c] (4.89)

and ∫ c

a
t1(x)g′(x)dx+

∫ b

c
s1(x)g′(x)dx =

g2(b)−g2(a)
2

. (4.90)

If f ∈ M c
1 (I), then∫ c

a
f (t1(x))g′(x)dx+

∫ b

c
f (s1(x))g′(x)dx ≥

∫ g(b)

g(a)
f (x)dx. (4.91)

If f ∈ M c
2 (I), then the inequality in (4.91) is reversed.

(I is an interval containing a,b,g(a),g(b),t1(a) and t1(c).)

Proof. From g(c) = c and other conditions of theorem it follows that g(a),t1(a),t1(c) ≤ c
and g(b)≥ c, where g(a)≤ c, t1(a)≤ c and g(b)≥ c follow from the fact that the function
g is increasing, and t1(c) ≤ c follows from the convexity of the function g. Since interval
I contains a,b,g(a),g(b),t1(a) and t1(c), these conditions imply g(a),g(c),t1(a),t1(c) ∈
I∩ (−,c] and g(c),g(b) ∈ I∩ [c,).

Let f ∈ M c
1 (I). Let A be the constant from Definition 1.12 and let us consider the

function F : I → R, F(x) = f (x) − Ax. Since F is nonincreasing on I ∩ (−,c] and
g(a),g(c), t1(a),t1(c) ∈ I∩ (−,c], we can apply the right-hand side of inequality (1.22)
to the function F , so ∫ g(c)

g(a)
F(x)dx ≤

∫ c

a
F(t1(x))g′(x)dx.

Hence, we obtain

0 ≤
∫ c

a
F(t1(x))g′(x)dx−

∫ g(c)

g(a)
F(x)dx =

=
∫ c

a
f (t1(x))g′(x)dx−

∫ g(c)

g(a)
f (x)dx−A

(∫ c

a
t1(x)g′(x)dx− g2(c)−g2(a)

2

)
.

(4.92)
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Further, since F is nondecreasing on I∩ [c,) and g(c),g(b)∈ I∩ [c,), the left-hand side
of inequality (1.22) applied to the function F is reversed. So we have∫ b

c
F(s1(x))g′(x)dx ≥

∫ g(b)

g(c)
F(x)dx.

Hence, we obtain

0 ≤
∫ b

c
F(s1(x))g′(x)dx−

∫ g(b)

g(c)
F(x)dx =

=
∫ b

c
f (s1(x))g′(x)dx−

∫ g(b)

g(c)
f (x)dx−A

(∫ b

c
s1(x)g′(x)dx− g2(b)−g2(c)

2

)
.

(4.93)

Now combining (4.92) and (4.93) we obtain∫ c

a
f (t1(x))g′(x)dx+

∫ b

c
f (s1(x))g′(x)dx−

∫ g(b)

g(a)
f (x)dx

≥ A

(∫ c

a
t1(x)g′(x)dx+

∫ b

c
s1(x)g′(x)dx− g2(b)−g2(a)

2

)
.

Hence, from (4.90) we conclude that (4.91) holds.
Proof for f ∈ M c

2 (I) is similar, so we omit the details. �

An example of a function g : [a,b] → R satisfying conditions of Theorem 4.30 is the
function

g(x) =
x2

c
,

where 0 ≤ a < c < b.

Theorem 4.31 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume

s2(x) =
g(c)−g(a)

c−a
(x−a)+g(a), (4.94)

t2(x) = g′(x0)(x− x0)+g(x0), x0 ∈ [c,b], (4.95)

and ∫ c

a
s2(x)g′(x)dx+

∫ b

c
t2(x)g′(x)dx =

g2(b)−g2(a)
2

. (4.96)

If f ∈ M c
1 (I), then∫ c

a
f (s2(x))g′(x)dx+

∫ b

c
f (t2(x))g′(x)dx ≤

∫ g(b)

g(a)
f (x)dx. (4.97)

If f ∈ M c
2 (I), then the inequality in (4.97) is reversed.

(I is an interval containing a,b,g(a),g(b),t2(c) and t2(b).)
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Proof. Similar to the proof of Theorem 4.30, it follows that g(a) ≤ c and g(b),t2(c),
t2(b) ≥ c. Since interval I contains a,b,g(a),g(b),t2(c) and t2(b), these conditions imply
g(a),g(c) ∈ I∩ (−,c] and g(c),g(b),t2(c),t2(b) ∈ I∩ [c,).

Let f ∈ M c
1 (I). Let A be the constant from Definition 1.12 and let us consider the

function F : I → R, F(x) = f (x) − Ax. Since F is nonincreasing on I ∩ (−,c] and
g(a),g(c)∈ I∩(−,c], we can apply the left-hand side of inequality (1.22) to the function
F . So we obtain

0 ≤
∫ g(c)

g(a)
f (x)dx−

∫ c

a
f (s2(x))g′(x)dx−A

(
g2(c)−g2(a)

2
−
∫ c

a
s2(x)g′(x)dx

)
. (4.98)

Further, since F is nondecreasing on I ∩ [c,) and g(c),g(b), t2(c), t2(b) ∈ I ∩ [c,), the
right-hand side of inequality (1.22) applied to the function F is reversed. So we have

0 ≤
∫ g(b)

g(c)
f (x)dx−

∫ b

c
f (t2(x))g′(x)dx−A

(
g2(b)−g2(c)

2
−
∫ b

c
t2(x)g′(x)dx

)
. (4.99)

Now combining (4.98) and (4.99) we obtain

∫ g(b)

g(a)
f (x)dx−

∫ c

a
f (s2(x))g′(x)dx−

∫ b

c
f (t2(x))g′(x)dx ≥

≥ A

(
g2(b)−g2(a)

2
−
∫ c

a
s2(x)g′(x)dx−

∫ b

c
t2(x)g′(x)dx

)
.

Hence, from (4.96) we conclude that (4.97) holds.
Proof for f ∈ M c

2 (I) is similar, so we omit the details. �

As a consequence of Theorems 4.30 and 4.31, we obtain Gauss type inequalities that
involve convex functions.

Corollary 4.10 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume (4.88), (4.89) and (4.90) hold and I is an interval as in
Theorem 4.30. If f : I → R is convex, then (4.91) holds. If f : I → R is concave, then the
inequality in (4.91) is reversed.

Proof. Since the function f is convex, from Lemma 1.1 we have f ∈ M c
1 (I) for every

c ∈ (a,b) ⊆ I◦. Hence, we can apply Theorem 4.30. �

Corollary 4.11 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume (4.94), (4.95) and (4.96) hold and I is an interval as in
Theorem 4.31. If f : I → R is convex, then (4.97) holds. If f : I → R is concave, then the
inequality in (4.97) is reversed.

Proof. Similar to the proof of Corollary 4.10. �
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Remark 4.10 Conditions (4.90) and (4.96) can be relaxed. For f ∈ M c
1 (I) condition

(4.90) can be replaced by the weaker condition

A

(∫ c

a
t1(x)g′(x)dx+

∫ b

c
s1(x)g′(x)dx− g2(b)−g2(a)

2

)
≥ 0, (4.100)

and condition (4.96) can be replaced by the weaker condition

A

(
g2(b)−g2(a)

2
−
∫ c

a
s2(x)g′(x)dx−

∫ b

c
t2(x)g′(x)dx

)
≥ 0, (4.101)

where A is the constant from Definition 1.12. Also, for f ∈ M c
2 (I) condition (4.90) (resp.

(4.96)) can be replaced by condition (4.100) (resp. (4.101)) with the reverse inequality.
Additionaly, conditions (4.90) and (4.96) can be further weakened if the function f is

monotonic. Since (1.37) holds, if f ∈ M c
1 (I) is nondecreasing or f ∈ M c

2 (I) is nonin-
creasing, from (4.100) we obtain that (4.90) can be weakened to∫ c

a
t1(x)g′(x)dx+

∫ b

c
s1(x)g′(x)dx ≥ g2(b)−g2(a)

2
, (4.102)

and that (4.96) can be weakened to

g2(b)−g2(a)
2

≥
∫ c

a
s2(x)g′(x)dx+

∫ b

c
t2(x)g′(x)dx. (4.103)

Also, if f ∈ M c
1 (I) is nonincreasing or f ∈ M c

2 (I) is nondecreasing, (4.90) (resp. (4.96))
can be weakened to (4.102) (resp. (4.103)) with the reverse inequality.

4.6 Steffensen’s inequality for 3-convex functions

According Definition 1.4, a function f : I → R is 3-convex if for pairwise distinct points
x0, x1, x2, x3 ∈ I :

[x0, x1, x2, x3; f ] ≥ 0.

A 3rd order divided difference of f at points x0, x1, x2, x3 ∈ I can be expressed in the
following forms
(1) If x0, x1, x2, x3 ∈ I such that xi �= x j, i �= j, i, j = 0,1,2,3 then

[x0, x1, x2, x3; f ] =
3


i=0

f (xi)
q′(xi)

; q(x) =
3


i=0

(x− xi)

(2) If f is differentiable on I and x, x0, x1 ∈ I such that x �= x0 �= x1 �= x then

[x, x, x0, x1; f ] = f ′(x)
(x−x0)(x−x1)

+ f (x)(x0+x1−2x)
(x−x0)2(x−x1)2

+ f (x0)
(x−x0)2(x0−x1)

+ f (x1)
(x−x1)2(x1−x0)
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(3) If f is differentiable on I and x, x0 ∈ I such that x �= x0 then

[x, x, x0, x0; f ] =
(x0 − x)( f ′(x0)+ f ′(x))+2( f (x)− f (x0))

(x− x0)3

(4) If f is twice differentiable on I and x, x0 ∈ I such that x �= x0 then

[x, x, x, x0; f ] =
1

(x0− x)3

[
f (x0)−

2


i=0

f (i)(x)
i!

(x0 − x)i

]
.

(5) If f is three times differentiable on I and x ∈ I then

[x, x, x, x; f ] =
f ′′′(x)

3!
.

We can extend the definition of 3-convex function by including the cases in which some
or all of the points coincide. This is given in the following theorem which can be easily
proven by using the mean value theorem for divided differences (see for example [28]).

Theorem 4.32 Let f be defined on interval I in R. The following equivalences hold.

(i) If f ∈C(I) then f is 3-convex if and only if [x, x, x0, x1; f ] ≥ 0 for every x �= x0 �=
x1 �= x in I.

(ii) If f ∈C1(I) then f is 3-convex if and only if [x, x, x0, x0; f ]≥0 for every x �=x0 in I.

(iii) If f ∈C2(I) then f is 3-convex if and only if [x, x, x, x0; f ] ≥ 0 for every x �= x0 in I.

(iv) If f ∈C3(I) then f is 3-convex if and only if [x, x, x, x; f ] ≥ 0 for every x ∈ I.

The following families of functions will be useful in constructing exponentially convex
functions.

Lemma 4.1 For p ∈ R let p : (0,) → R be defined with

p(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
xp

p(p−1)(p−2), p �= 0,1,2;
1
2 logx, p = 0;

−x logx, p = 1;
1
2x2 logx, p = 2.

(4.104)

Then p is 3-convex on R for each p ∈ R.

Proof. Follows from d3

dx3 (p(x)) = xp−3 > 0 on (0,), for each p ∈ R. �

Lemma 4.2 For p ∈ R let p : R → [0,) be defined with

p(x) =

{
epx

p3 , p �= 0;
x3

6 , p = 0.
(4.105)

Then p is 3-convex on R for each p ∈ R.

Proof. Follows from d3

dx3 (p(x)) = epx on R, for each p ∈ R. �
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Remark 4.11 It is convenient here to note here that, for fixed x, p → p(x) and p →p(x)
are exponentially convex on (2,) and (0,) respectively. For details see [30].

Theorem 4.33 Let f : [a,b] → R be a 3-convex function and let g : [a,b] → R be an

integrable function, such that  =
b∫
a

g(t)dt, and such that (1.7) is valid.

Then ⎛⎝ b∫
a

xg(x)dx−a − 
2

2
⎞⎠ f ′

⎛⎝ b∫
a

x2g(x)dx−a2− 2a− 
3

3

2
b∫
a

xg(x)dx−2a− 2

⎞⎠
≤
∫ b

a
f (t)g(t)dt−

∫ a+

a
f (t)dt ≤

≤ f ′(b)− f ′(a)
2(b−a)

b∫
a

x2g(x)dx+ b f ′(a)−a f ′(b)
b−a

b∫
a

xg(x)dx

+ f ′(b)− f ′(a)
b−a

(
a2
2

− 
6

3
)

+ f ′(a)
b−a

(
ab+(b−a)


2

)
(4.106)

Proof. We use the following identity (proof of identity can be found in [71] p. 183.), as a
basic tool in our proof.
Assume F : [a,b] → R is integrable function. Then∫ b

a
F(t)g(t)dt−

∫ a+

a
F(t)dt =

∫ b

a
G1(x)F ′(x)dx, (4.107)

where

G1(x) =

{∫ x
a (1−g(t))dt, x ∈ [a,a+ ],∫ b
x g(t)dt, x ∈ [a+ ,b];

(4.108)

We observe here that assumption (1.7) ensures us that G1(x)≥ 0, for x∈ [a,b], in fact these
two conditions are equivalent (see for instance [71], p. 184).
Now, since f is 3-convex, f ′ is convex, using integral Jensen’s inequality we have∫ b

a
G1(x) f ′(x)dx ≥

∫ b

a
G1(x)dx f ′

(∫ b
a xG1(x)dx∫ b
a G1(x)dx

)
. (4.109)

Applying identity (4.107) for functions F(x) = x and F(x) = x
2

2 we get∫ b

a
G1(x)dx =

b∫
a

xg(x)dx−
a+∫
a

xdx

and ∫ b

a
xG1(x)dx =

b∫
a

x2

2
g(x)dx−

a+∫
a

x
2

2
dx

respectively. Applying (4.107) once again, for choice F(x) = f (x), we get left hand side
of (4.106).
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We now prove second inequality in (4.106) using discrete version of Jensen’s inequal-
ity. Namely, ∫ b

a
G1(x) f ′(x)dx =

∫ b

a
G1(x) f ′

(
b− x
b−a

·a+
x−a
b−a

·b
)

dx

≤ f ′(a)
b−a

∫ b

a
G1(x)(b− x)dx+

f ′(b)
b−a

∫ b

a
G1(x)(x−a)dx.

For two summands in the last inequality we apply identity (4.107) for functions

F(x) = − (b−x)
2

2
and F(x) = (x−a)

2

2
, respectively, concluding

∫ b

a
G1(x) f ′(x)dx ≤ f ′(a)

b−a

⎛⎝ b∫
a

− (b− x)
2

2

g(x)dx+
a+∫
a

(b− x)
2

2

dx

⎞⎠
+

f ′(b)
b−a

⎛⎝ b∫
a

(x−a)
2

2

g(x)dx−
a+∫
a

(x−a)
2

2

dx

⎞⎠ .

After rearrangement and grouping expressions we get right hand side of (4.106). �

Remark 4.12 From the proof of Theorem 4.33 we see that assumptions on the function g
can be relaxed for the first inequality in (4.106). It is enough to have

0 ≤
∫ x

a
G1(t)dt ≤

∫ b

a
G1(t)dt, x ∈ [a,b] (4.110)

and then use integral version of Jensen-Steffensen inequality to conclude (4.109). Here∫ x

a
G1(t)dt =

{
(x−a)

2

2
+
∫ x
a (t− x)g(t)dt, x ∈ [a,a+ ],

 (x−a)− 
2

2
+
∫ x
a (t− x)g(t)dt, x ∈ [a+ ,b].

(4.111)

Theorem 4.34 Let f : [a,b] → R be a 3-convex function and let g : [a,b] → R be an

integrable function, such that  =
b∫
a

g(t)dt, and such that (1.8) is valid.

Then ⎛⎝ b∫
a

xg(x)dx+b − 
2

2
⎞⎠ f ′

⎛⎝ b∫
a

x2g(x)dx−b2+ 2b− 
3

3

2
b∫
a

xg(x)dx+2b− 2

⎞⎠
≤
∫ b

b−
f (t)dt −

∫ b

a
f (t)g(t)dt ≤

f ′(b)− f ′(a)
2(b−a)

b∫
a

x2g(x)dx+ b f ′(a)−a f ′(b)
b−a

b∫
a

xg(x)dx+

f ′(b)− f ′(a)
b−a

(
a2
2

− 
6

3
)

+ f ′(a)
b−a

(
ab+(b−a)


2

)
.

(4.112)
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Proof. Similar to proof of Theorem 4.33: instead of identity (4.107) we use∫ b

b−
F(t)dt −

∫ b

a
F(t)g(t)dt =

∫ b

a
G2(x)F ′(x)dx, (4.113)

where
G2(x) =

{∫ x
a g(t)dt, x ∈ [a,b− ],∫ b
x (1−g(t))dt, x ∈ [b− ,b];

(4.114)

Now assumption (1.8) ensures us that G2(x) ≥ 0, for x ∈ [a,b], in fact these two conditions
are equivalent (see for instance [71], p. 184). The rest of the proof is similar to the proof
of Theorem 4.33, so is omitted. �

Remark 4.13 Similar to Remark 4.12 we see that assumptions on the function g can be
relaxed for the first inequality in (4.112). It is enough to have

0 ≤
∫ x

a
G2(t)dt ≤

∫ b

a
G2(t)dt, x ∈ [a,b] (4.115)

where ∫ x

a
G2(t)dt =

{∫ x
a (x− t)g(t)dt, x ∈ [a,b− ],∫ x
a (x− t)g(t)dt− (x−b+ )

2

2
, x ∈ [b− ,b].

(4.116)

In the next two theorems we get similar results to Alomari (see [8]).

Theorem 4.35 Let f ,g : [a,b] ⊂ R+ → R be integrable such that (1.7) is valid and that
| f ′| is s−convex on [a,b]. Then∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ a+

a
f (t)dt

∣∣∣∣≤ | f ′(a)|
(b−a)s+1

⎛⎝ b∫
a

− (b−x)
s+1

s+1

g(x)dx+
(b−a− )s+2

(s+1)(s+2)
− (b−a)s+2

(s+1)(s+2)

⎞⎠
+

| f ′(b)|
(b−a)s+1

⎛⎝ b∫
a

(x−a)
s+1

s+1

g(x)dx−  s+2

(s+1)(s+2)

⎞⎠ .

(4.117)

Proof. Using triangle inequality and the same logic as in proof of the second part of
Theorem 4.33. �

Theorem 4.36 Let f ,g : [a,b] ⊂ R+ → R be integrable such that (1.7) is valid and that
| f ′| is s−convex on [a,b]. Then∣∣∣∣∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt

∣∣∣∣≤ | f ′(a)|
(b−a)s+1

⎛⎝ b∫
a

(b− x)
s+1

s+1

g(x)dx−  s+2

(s+1)(s+2)

⎞⎠
+

| f ′(b)|
(b−a)s+1

⎛⎝ (b−a)s+2

(s+1)(s+2)
− (b−a− )s+2

(s+1)(s+2)
−

b∫
a

(x−a)
s+1

s+1

g(x)dx

⎞⎠ .

(4.118)

Proof. Using triangle inequality and the proof of the second part of Theorem 4.34. �
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Identities (4.107) and (4.113) enables us to extend previous two theorems to h−convex
functions introduced in Definition 1.9.

Theorem 4.37 Let f ,g : [a,b] → R be integrable such that (1.7) is valid and that | f ′| is
h−convex on [a,b], where h : J → R for some open interval J ⊇ (0,1). Then∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ a+

a
f (t)dt

∣∣∣∣≤ | f ′(a)|
⎛⎝ b∫

a

H

(
b− x
b−a

)
g(x)dx−

∫ a+

a
H

(
b− x
b−a

)
dx

⎞⎠
+ | f ′(b)|

⎛⎝ b∫
a

H

(
x−a
b−a

)
g(x)dx−

∫ a+

a
H

(
b− x
b−a

)
dx

⎞⎠ ,

(4.119)

where the function H is antiderivative of h i.e. H ′ = h.

Theorem 4.38 Let f ,g : [a,b] → R be integrable such that (1.7) is valid and that | f ′| is
h−convex on [a,b], where h : J → R for some open interval J ⊇ (0,1). Then∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt

∣∣∣∣≤ | f ′(a)|
⎛⎝∫ b

b−
H

(
b− x
b−a

)
dx−

b∫
a

H

(
b− x
b−a

)
g(x)dx

⎞⎠
+ | f ′(b)|

(∫ b

b−
H

(
x−a
b−a

)
dx−

∫ b

a
H

(
x−a
b−a

)
g(x)dx

)
,

(4.120)

where the function H is antiderivative of h i.e. H ′ = h.

Now we define linear functionals that will generate exponential convexity. First, using
Theorem 4.33, we get two functionals

L1( f ) =
∫ b

a
f (t)g(t)dt −

∫ a+

a
f (t)dt (4.121)

−
⎛⎝ b∫

a

xg(x)dx−a − 
2

2
⎞⎠ f ′

⎛⎝ b∫
a

x2g(x)dx−a2− 2a− 
3

3

2
b∫
a

xg(x)dx−2a− 2

⎞⎠
and

L2( f ) = f ′(b)− f ′(a)
2(b−a)

b∫
a

x2g(x)dx+ b f ′(a)−a f ′(b)
b−a

b∫
a

xg(x)dx

+ f ′(b)− f ′(a)
b−a

(
a2
2

− 
6

3
)

+ f ′(a)
b−a

(
ab+(b−a)


2

)
+
∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt.

(4.122)
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Also, from Theorem 4.34 we get, additionally, two more linear functionals:

L3( f ) =
∫ b

b−
f (t)dt−

∫ b

a
f (t)g(t)dt (4.123)

−
⎛⎝ b∫

a

xg(x)dx+b − 
2

2
⎞⎠ f ′

⎛⎝ b∫
a

x2g(x)dx−b2+ 2b− 
3

3

2
b∫
a

xg(x)dx+2b− 2

⎞⎠
and

L4( f ) = f ′(b)− f ′(a)
2(b−a)

b∫
a

x2g(x)dx+ b f ′(a)−a f ′(b)
b−a

b∫
a

xg(x)dx

+ f ′(b)− f ′(a)
b−a

(
a2
2

− 
6

3
)

+ f ′(a)
b−a

(
ab+(b−a)


2

)
−
∫ b

b−
f (t)dt +

∫ b

a
f (t)g(t)dt.

(4.124)

Functionals (4.121)-(4.124) are defined on the real vector space of integrable functions
on [a,b]. From Theorems 4.33 and 4.34 we see that these functionals are nonnegative on
the convex cone of 3-convex functions.

Theorem 4.39 Let f → Li( f ), i = 1,2,3,4 be linear functionals defined with (4.121)-
(4.124) and let Fi : R → R, i = 1,2,3,4 be defined with

Fi(p) = Li(p) (4.125)

where p is defined in Lemma 2.1. Then the following hold for every i = 1,2,3,4.

(i) The function Fi is continuous on R.

(ii) If n ∈ N and p1, . . . , pn ∈ R are arbitrary, then the matrix[
Fi

(
p j + pk

2

)]n
j,k=1

is positive semidefinite. Particularly,

det

[
Fi

(
p j + pk

2

)]n

j,k=1
≥ 0.

(iii) The function Fi is exponentially convex on R.

(iv) The function Fi is log-convex on R.

(v) If p,q,r ∈ R such that p < q < r, then

Fi(q)r−p ≤ Fi(p)r−qFi(r)q−p. (4.126)
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Proof. (i) Continuity of the function p → Fi(p) is obvious for p ∈ R \ {0,1,2}. For
p = 0,1,2 it is directly checked using Heine characterization.
(ii) Let n∈N, pi ∈R (i = 1, . . . ,n) be arbitrary and define auxiliary function : (0,)→R

by

(x) =
n


j,k=1

 jk p j+pk
2

(x). (4.127)

Now

 ′′′(x) =

(
n


j=1

 jx
p j−3

2

)2

≥ 0

implies that  is 3-convex function on (0,) and then

Li() ≥ 0, i = 1,2,3,4. (4.128)

This means that the matrix [
Fi

(
pi + p j

2

)]n

j,k=1

is positive semi-definite.
(iii), (iv), (v) are simple consequences of (i), (ii). �

With similar arguments we deduce the next theorem.

Theorem 4.40 Theorem 4.39 is still valid for p given in Lemma 4.2.

We now use mean value theorems to produce Cauchy means.

Theorem 4.41 Let f → Li( f ), i = 1,2,3,4 be linear functionals defined with (4.121)-
(4.124) and  ∈C3[a,b]. Then there exists i ∈ [a,b], i = 1,2,3,4, such that

Li() =
 ′′′(i)

6
Li(0), (4.129)

where 0(x) = x3.

Proof. Since psi ∈ C3[a,b] there exist m = minx∈[a,b] ′′′(x) and M = maxx∈[a,b] ′′′(x).
Denote h1(x) = Mx3

6 −(x) and h2(x) = (x)− mx3

6 . Then

h′′′1 (x) = M− ′′′(x) ≥ 0

h′′′1 (x) =  ′′′(x)−m≥ 0

which means that Li(h1), Li(h2) ≥ 0, i = 1,2,3,4, i.e.

m
6

Li(0) ≤ Li() ≤ M
6

Li(0). (4.130)

If Li(0) = 0, the proof is complete. If Li(0) > 0, then

m ≤ 6Li()
Li(0)

≤ M

and the existence of i ∈ [a,b] follows. �
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Using, standard, Cauchy type mean value theorem we get the next corollary.

Corollary 4.12 Let f → Li( f ), i = 1,2,3,4 be linear functionals defined with (4.121)-
(4.124) and 1, 2 ∈C3[a,b] such that  ′′′

2 (x) does not vanish for any value of x ∈ [a,b],
then there exists  ∈ [a,b] such that

 ′′′
1 (i)

 ′′′
2 (i)

=
Li(1)
Li(2)

, (4.131)

provided that denominator on right side is non-zero.

Remark 4.14 If the inverse of
 ′′′

1
 ′′′

2
exists then various kinds of means can be defined by

(4.131). That is

i =
(
 ′′′

1

 ′′′
2

)−1(Li(1)
Li(2)

)
, i = 1,2,3,4. (4.132)

Particularly, if we substitute 1(x) = p(x), 2(x) = q(x) in (4.132) and use continuous
extension, the following expressions are obtained (i = 1,2,3,4).

Mi(p,q) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
Li(p)
Li(q)

) 1
p−q

, p �= q;

exp
(
− 3p2−6p+2

p(p−1)(p−2) + 2Li(p0)
Li(p)

)
, p = q �= 0,1,2;

exp( 3
2 + Li(2

0 )
Li(0)

), p = q = 0;

exp(Li(01)
Li(1)

), p = q = 1;

exp(− 3
2 − Li(02)

Li(2)
), p = q = 2.

(4.133)

By Theorem 2.5, if p,q,u,v ∈ R such that p ≤ u, q ≤ v then,

Mi(p,q) ≤ Mi(u,v). (4.134)

Remark 4.15 Similarly, if we substitute 1(x) = p(x), 2(x) = q(x) in (4.132) and
use continuous extension, the following expressions are obtained (i = 1,2,3,4).

Mi(p,q) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(p)
Li(q)

) 1
p−q

, p �= q;

exp
(
− 3

p + Li(id·p)
Li(p)

)
, p = q �= 0;

exp(Li(id·0)
4Li(0)

), p = q = 0.

(4.135)

Again, using Theorem 2.5, if p,q,u,v ∈ R such that p ≤ u, q ≤ v then,

Mi(p,q) ≤ Mi(u,v). (4.136)
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Obtained results we can now further refine by dropping some of analytical properties
of families of functions from Lemmas 4.1 and 4.105. Using Theorem 4.32 we therefore
define the following classes

• C1 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C([a,b]) such that
p → [x0, x1, x2, x3;p] is log-convex in the Jensen sense on J for every choice of
four distinct points x0,x1,x2,x3 ∈ [a,b].

• C2 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C1([a,b]) such that
p → [x0, x0, x1, x2;p] is log-convex in the Jensen sense on J for every choice of
three distinct points x0,x1,x2 ∈ [a,b].

• C3 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C1([a,b]) such that
p → [x0, x0, x1, x1;p] is log-convex in the Jensen sense on J for every choice of
two distinct points x0,x1 ∈ [a,b].

• C4 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C2([a,b]) such that
p → [x0, x0, x0, x1;p] is log-convex in the Jensen sense on J for every choice of
two distinct points x0,x1 ∈ [a,b].

• C5 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C3([a,b]) such that
p → [x0, x0, x0, x0;p] is log-convex in the Jensen sense on J for every choice
x0 ∈ [a,b].

Theorem 4.42 Let f → Li( f ), i = 1,2,3,4 be linear functionals defined with (4.121)-
(4.124) and let Fi, j : J → R, be defined with

Fi, j(p) = Li(p) (4.137)

where p ∈Cj, j = 1,2,3,4,5. Then the following hold, for every for every i = 1,2,3,4,
j = 1,2,3,4,5.

(i) Fi, j is log-convex in the Jensen sense on J.

(ii) If Fi, j is continuous on J, then it is log-convex on J and for p,q,r ∈ J such that
p < q < r, we have

Fi, j(q)r−p ≤ Fi, j(p)r−qFi, j(r)q−p. (4.138)

(iii) If Fi, j is positive and differentiable on J, then for every p,q,r ∈ J such that
p ≤ u, q ≤ v, we have

Mi, j(p,q) ≤ Mi(u,v) (4.139)

where Mi, j(p,q) is defined with

Mi, j(p,q) =

⎧⎪⎨⎪⎩
(

Fi, j(p)
Fi, j(q)

) 1
p−q

, p �= q;

exp

(
d
dp(Fi, j(p))

Fi, j(p)

)
, p = q.

(4.140)
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Proof. (i) We prove our claim for the case i = 1, j = 1, other cases are treated similarly.
Choose any four distinct points x0,x1,x2,x3 ∈ [a,b], any 1, 2 ∈ R and any p, q ∈ J.
Define auxiliary function  : [a,b]→ R by

(x) =  2
1p(x)+212 p+q

2
(x)+  2

2q(x), (4.141)

where p, p+q
2

and q are from class C1. Then

[x0, x1, x2, x3; ] = 2
1 [x0, x1, x2, x3;p]+212[x0, x1, x2, x3; p+q

2
]

+  2
2 [x0, x1, x2, x3;q] ≥ 0

by definition of C1 and characterization of log-convexity. This implies that h is 3-convex
function on [a,b]. Hence L1() ≥ 0 which is equivalent to

 2
1 F1,1(p)+212F1,1

(
p+q

2

)
+  2

2 F1,1(q) ≥ 0.

This proves that F1,1 is log-convex in the Jensen sense on J.
(ii) Since F1,1 is continuous on J, then it is log-convex.
(iii) This is a simple consequence of Theorem 2.5. �

Let us introduce the following families of functions which will be used in the next
theorem.

• D1 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C([a,b]) such that
p → [x0, x1, x2, x3;p] is exponentially convex on J for every choice of four distinct
points x0,x1,x2,x3 ∈ [a,b].

• D2 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C1([a,b]) such
that p → [x0, x0, x1, x2;p] is exponentially convex on J for every choice of three
distinct points x0,x1,x2 ∈ [a,b].

• D3 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C1([a,b]) such that
p → [x0, x0, x1, x1;p] is exponentially convex on J for every choice of two distinct
points x0,x1 ∈ [a,b].

• D4 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C2([a,b]) such that
p → [x0, x0, x0, x1;p] is exponentially convex on J for every choice of two distinct
points x0,x1 ∈ [a,b].

• D5 = {p : p : [a,b] → R, p ∈ J}, a family of functions from C3([a,b]) such that
p → [x0, x0, x0, x0;p] is exponentially convex on J for every choice x0 ∈ [a,b].

Theorem 4.43 Let f → Li( f ), i = 1,2,3,4 be linear functionals defined with (4.121)–
(4.124) and let Fi, j : J → R, be defined with

Fi, j(p) = Li(p) (4.142)

where p ∈ Dj, j = 1,2,3,4,5. Then the following hold for every for every i = 1,2,3,4,
j = 1,2,3,4,5.
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(i) If n ∈ N and p1, . . . , pn ∈ J are arbitrary, then the matrix[
Fi, j

(
pk + pm

2

)]n

k,m=1

is positive semidefinite. Particularly,

det

[
Fi, j

(
pk + pm

2

)]n
k,m=1

≥ 0.

(ii) If the function Fi, j is continuous on J, then Fi, j is exponentially convex on J.

(iii) If Fi, j is positive and differentiable on J, then for every p,q,r ∈ J such that p ≤
u, q ≤ v, we have

Mi, j(p,q) ≤ Mi(u,v) (4.143)

where Mi, j(p,q) is defined with

Mi, j(p,q) =

⎧⎪⎪⎨⎪⎪⎩
(

Fi, j(p)
Fi, j(q)

) 1
p−q

, p �= q;

exp

(
d
dp(Fi, j(p))

Fi, j(p)

)
, p = q.

(4.144)

Proof. (i) We prove our claim for the case i = 1, j = 1, other cases are treated similarly.
Let n ∈ N, p1, . . . pn ∈ J be arbitrary and define auxiliary function  : [a,b] → R by

(x) =
n


k,m=1

km pk+pm
2

(x). (4.145)

Then
[x0, x1, x2, x3; ] =

n


k,m=1

km[x0, x1, x2, x3; pk+pm
2

] ≥ 0

by definition of D1 and exponential convexity. This implies that h is 3-convex function on
[a,b] and then L1() ≥ 0 which is equivalent to

n


k,m=1

i jF1,1

(
pk + pm

2

)
≥ 0.

(ii) Follows from (i).
(iii) This is a simple consequence of Theorem 2.5. �

Families of exponentially convex functions similar to families Lemmas 2.1 and 2.1 can
be easily constructed because of application of Theorem 1.21 :

Example 4.1 Consider a family of functions hp : (0,) → (0,), p > 0, defined with

hp(x) =

{
− p−x

log3 p
, p �= 1;

x3

6 , p = 1.
(4.146)

Since p → d3

dx3 (hp(x)) = p−x > 0is the Laplace transform of a non-negative function (see
[84] p. 210), it is exponentially convex according Theorem 1.21. Obviously hp are 3-convex
functions for every p > 0. It is easy to prove that the function p → [x0,x1,x2,x3;hp] is also
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exponentially convex for arbitrary positive x0,x1,x2,x3 (see also [30]). Using Theorem
4.43 it follows that for linear functionals f → Li( f ), i = 1,2,3,4 defined with (4.121)-
(4.124) we have that p → Li(hp) is exponentially convex (it is easy to verify that it is
continuous), for i = 1,2,3,4.
Using further Theorem 4.43 we conclude that

Ri(p,q) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(hp)
Li(hq)

) 1
p−q

, p �= q;

exp
(
− 3

p log p −
Li(id·hp)
pLi(hp)

)
, p = q �= 1;

exp(−Li(id·h1)
4Li(h1)

), p = q = 1;

(4.147)

satisfies
Ri(p,q) ≤ Ri(u,v). (4.148)

for p,q,u,v ∈ R such that p ≤ u, q ≤ v.

Remark 4.16 From Example 4.1 and Theorem 4.40 it clear that we presented a new
way how to generate exponentially convex functions, aside from Laplace transform and
Theorem 1.21.

Remark 4.17 Notion of exponential convexity can be even further refined. For details see
[60].

4.7 Applications to Stolarsky type means

In this section we generate n−exponentially and exponentially convex functions from func-
tionals associated with Steffensen, Gauss and Gauss-Steffensen type inequalities involving
convex functions given in Sections 4.2 - 4.5. We use generated exponentially convex func-
tions to construct new Stolarsky type means. This results were obtained in [76], [77], [78]
and [80].

Results related to convex function f/h

By using generalizations of Steffensen type inequalities given by (4.39), (4.45), (4.53),
(4.55), (4.57) and (4.59) we can define the following linear functionals:

L1( f ) =
∫ a+1

a
f (t)dt +

∫ b

b−2

f (t)dt−
∫ b

a
f (t)g(t)dt, (4.149)

L2( f ) =
∫ b

a
f (t)g(t)dt −

∫ c+2

c−1

f (t)dt, (4.150)

L3( f ) =
∫ a+1

a
f (t)k(t)dt +

∫ b

b−2

f (t)k(t)dt −
∫ b

a
f (t)g(t)dt, (4.151)
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L4( f ) =
∫ b

a
f (t)g(t)dt −

∫ c+2

c−1

f (t)k(t)dt, (4.152)

L5( f ) =
∫ a+1

a

(
f (t)−

[
f (t)
h(t)

− f (a+1)
h(a+1)

]
h(t)[1−g(t)]

)
dt

+
∫ b

b−2

(
f (t)−

[
f (t)
h(t)

− f (b−2)
h(b−2)

]
h(t)[1−g(t)]

)
dt−

∫ b

a
f (t)g(t)dt,

(4.153)

and

L6( f ) =
∫ b

a
f (t)g(t)dt−

∫ c

c−1

(
f (t)−

[
f (t)
h(t)

− f (c−1)
h(c−1)

]
h(t)[1−g(t)]

)
dt

−
∫ c+2

c

(
f (t)−

[
f (t)
h(t)

− f (c+2)
h(c+2)

]
h(t)[1−g(t)]

)
dt.

(4.154)

Under the assumptions of Theorems 4.14, 4.15, 4.18, 4.19, 4.20 and 4.21 we have that
Li( f ) ≥ 0, i = 1, . . . ,6 for f/h ∈ M c

1 [a,b]. Further, Corollaries 4.3, 4.4 and Remark 4.6
assure that Li( f ) ≥ 0, i = 1, . . . ,6 for any convex function f/h.

Let us begin by giving a Lagrange type mean value theorem for the functional L1.

Theorem 4.44 Let h : [a,b] → R be a positive integrable function and let c ∈ (a,b). Let
g : [a,b]→R be an integrable function such that 0≤ g≤ 1. Let 1 be the solution of (4.36)
and 2 be the solution of (4.37). Let f : [a,b] → R be such that f/h ∈ C2[a,b]. If (4.38)
holds, then there exists  ∈ [a,b] such that

L1( f ) =
1
2

(
f ( )
h( )

)′′ [∫ b

a
t2h(t)g(t)dt−

∫ a+1

a
t2h(t)dt−

∫ b

b−2

t2h(t)dt

]
. (4.155)

where L1 is defined by (4.149).

Proof. Since f/h ∈C2[a,b] there exist

m = min
x∈[a,b]

(
f (x)
h(x)

)′′
and M = max

x∈[a,b]

(
f (x)
h(x)

)′′
.

Let

1(x) = f (x)− m
2

x2h(x) and 2(x) =
M
2

x2h(x)− f (x).

Functions1/h and 2/h are convex since i/h≥ 0, i = 1,2. Hence, L1(i)≥ 0, i = 1,2
and we obtain

m
2

L1( f̃ ) ≤ L1( f ) ≤ M
2

L1( f̃ ) (4.156)

where f̃ (x) = x2h(x). Since f̃ /h is convex we have L1( f̃ ) ≥ 0.
If L1( f̃ ) = 0, then (4.156) implies L1( f ) = 0 and (4.155) holds for every  ∈ [a,b].

Otherwise, multiplying (4.156) by 2/L1( f̃ ) we obtain

m ≤ 2L1( f )
L1( f̃ )

≤ M,

so continuinity of ( f/h)′′ ensures the existence of  ∈ [a,b] satisfying (4.155). �
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We continue with a Cauchy type mean value theorem for the functional L1.

Theorem 4.45 Let h : [a,b] → R be a positive integrable function and let c ∈ (a,b). Let
g : [a,b]→R be an integrable function such that 0≤ g≤ 1. Let 1 be the solution of (4.36)
and 2 be the solution of (4.37). Let the functions f and F be such that f/h,F/h∈C2[a,b].
If (4.38) holds and L1(F) �= 0, then there exists  ∈ [a,b] such that

L1( f )
L1(F)

=
( f/h)′′( )
(F/h)′′( )

where L1 is defined by (4.149).

Proof. Define (x) = L1(F) f (x)−L1( f )F(x). Due to linearity of L1 we have L1() = 0.
Now by Theorem 4.44 there exist  ,1 ∈ [a,b] such that

0 = L1() = 1
2

(
( )
h( )

)′′
L1( f̃ )

0 �= L1(F) = 1
2

(
F(1)
h(1)

)′′
L1( f̃ )

where f̃ (x) = x2h(x). Therefore, L1( f̃ ) �= 0 and

0 =
(
( )
h( )

)′′
= L1(F)

(
f ( )
h( )

)′′
−L1( f )

(
F( )
h( )

)′′
,

which gives the claim of the theorem. �

As in Theorems 4.44 and 4.45 we can obtain the Lagrange and the Cauchy type mean
value theorems for the functionals Li, i = 2, . . . ,6. Hence, we obtain that there exist
i ∈ [a,b], i = 1, . . . ,6 such that

Li( f )
Li(F)

=
( f/h)′′(i)
(F/h)′′(i)

, i = 1, . . .6.

We continue with results related to exponential convexity.

Theorem 4.46 Let= { fp/h : I →R | p∈ J} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ I the mapping p → [x0,x1,x2; fp/h] is n−exponentially
convex in the Jensen sense on J. Let Li, i = 1, . . . ,6 be linear functionals defined by (4.149)-
(4.154). Then the mapping p → Li( fp) is n−exponentially convex in the Jensen sense on
J.
If the mapping p → Li( fp) is continuous on J, then it is n−exponentially convex on J.

Proof. For  j ∈ R and p j ∈ J, j = 1, . . . ,n, we define the function

(x) =
n


j,k=1

 jk f p j+pk
2

(x).

Since the mapping p → [x0,x1,x2; fp/h] is n-exponentially convex in the Jensen sense we
have [

x0,x1,x2;

h

]
=

n


j,k=1

 jk

[
x0,x1,x2;

f p j+pk
2

h

]
≥ 0.
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So /h is a convex function and

0 ≤ Li() =
n


j,k=1

 jkLi

(
f p j+pk

2

)
, i = 1, . . . ,6.

Therefore, the mapping p → Li( fp) is n-exponentially convex on J in the Jensen sense.
If the mapping p → Li( fp) is also continuous on J, then p → Li( fp) is n-exponentially

convex by definition. �

If the assumptions of Theorem 4.46 hold for all n ∈ N, then we have the following
corollary.

Corollary 4.13 Let= { fp/h : I →R | p∈ J} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ I the mapping p → [x0,x1,x2; fp/h] is exponentially
convex in the Jensen sense on J. Let Li, i = 1, . . . ,6 be linear functionals defined by (4.149)-
(4.154). Then the mapping p → Li( fp) is exponentially convex in the Jensen sense on J.
If the mapping p → Li( fp) is continuous on J, then it is exponentially convex on J.

The following corollary enables us to obtain applications to Stolarsky type means.

Corollary 4.14 Let= { fp/h : I →R | p∈ J} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ I the mapping p → [x0,x1,x2; fp/h] is 2-exponentially
convex in the Jensen sense on J. Let Li, i = 1, . . . ,6 be linear functionals defined by (4.149)-
(4.154). Then the following statements hold:

(i) If the mapping p → Li( fp) is continuous on J, then for r,s, t ∈ J, such that r < s < t,
we have

[Li( fs)]t−r ≤ [Li( fr)]
t−s [Li( ft)]

s−r , i = 1, . . . ,6. (4.157)

(ii) If the mapping p → Li( fp) is positive and differentiable on J, then for every p,q,
u,v ∈ J such that p ≤ u and q ≤ v we have

p,q(Li,) ≤ u,v(Li,), (4.158)

where

p,q(Li,) =

⎧⎪⎨⎪⎩
(

Li( fp)
Li( fq)

) 1
p−q

, p �= q,

exp

(
d
dp Li( fp)
Li( fp)

)
, p = q.

(4.159)

Proof.

(i) By Theorem 4.46 the mapping p → Li( fp) is 2-exponentially convex. Hence, by
Remark 1.7, this mapping is either identically equal to zero, in which case inequality
(4.157) holds trivially with zeros on both sides, or it is strictly positive and log-
convex. Therefore, for r,s,t ∈ J such that r < s < t Remark 1.2(c) gives

(t− s) logLi( fr)+ (r− t) logLi( fs)+ (s− r) logLi( ft ) ≥ 0,

which is equivalent to inequality (4.157).
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(ii) By (i) we have that the mapping p → Li( fp) is log-convex on J, that is, the func-
tion p → logLi( fp) is convex on J. Applying Proposition 1.1 with p ≤ u, q ≤ v,
p �= q, u �= v, we obtain

logLi( fp)− logLi( fq)
p−q

≤ logLi( fu)− logLi( fv)
u− v

,

that is
p,q(Li,) ≤ u,v(Li,).

The limit cases p = q and u = v are obtained by taking the limits p → q and u → v.

�

Results stated in Theorem 4.46 and Corollaries 4.13 and 4.14 still hold when some or
all of the points x0,x1,x2 ∈ I coincide. The proofs are obtained by recalling Remark 1.3
and a suitable characterization of convexity.

In [86] Stolarsky obtained a two variable homogenous mean. For positive numbers a,b
and real numbers r,s Stolarsky means are defined by

Er,s(a,b) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(
s(br−ar)
r(bs−as)

) 1
r−s

, rs(r− s) �= 0;

exp
(
− 1

r + ar loga−br logb
ar−br

) 1
ar−br

, s = r �= 0;(
br−ar

r(logb−loga)

) 1
r
, s = 0,r �= 0;√

ab, r = s = 0

for a �= b and Er,s(a,a) = a. Stolarsky means have been the subject of intensive research by
many mathematicians. Since they play an important role in the application of inequalities
in various branches of mathematics we apply our results to obtain new Stolarsky type
means.

Here we give a family of functions for which we use Corollaries 4.15 and 4.16 to
construct exponentially convex functions and new Stolarsky type means.

Let h be a positive integrable function and

 = { fp/h : R → (0,) | p ∈ R}

be a family of functions where fp is defined by

fp(x) =

{
1
p2 epxh(x), p �= 0,
1
2x2h(x), p = 0.

We have d2

dx2
fp(x)
h(x) = epx > 0, so fp/h is convex on R for every p∈R and p → d2

dx2
fp(x)
h(x) is ex-

ponentially convex by definition. Using analogous arguing as in the proof of Theorem 4.46
we have that p → [t0,t1,t2; fp/h] is exponentially convex (and so exponentially convex in
the Jensen sense). We see that the family  satisfies the assumptions of Corollary 4.13, so
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mappings p → Li( fp) are exponentially convex in the Jensen sense. It is easy to verify that
this mappings are continuous, so they are exponentially convex.

For this family of functions p,q(Li,), i = 1, . . . ,6 from (4.159) becomes

p,q(Li,) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li( fp)
Li( fq)

) 1
p−q

, p �= q,

exp
(

Li(id · fp)
Li( fp)

− 2
p

)
, p = q �= 0,

exp
(

Li(id · f0)
3Li( f0)

)
, p = q = 0.

Explicitly for p,q(L1,) we have:

∗ for p �= q

p,q(L1,) =

(
q2

p2

∫ b
a epth(t)g(t)dt− ∫ a+1

a epth(t)dt− ∫ b
b−2

epth(t)dt∫ b
a eqth(t)g(t)dt− ∫ a+1

a eqth(t)dt− ∫ b
b−2

eqth(t)dt

) 1
p−q

∗ for p = q �= 0

p,p(L1,) = exp

(∫ b
a tepth(t)g(t)dt− ∫ a+1

a tepth(t)dt− ∫ b
b−2

tepth(t)dt∫ b
a epth(t)g(t)dt− ∫ a+1

a epth(t)dt− ∫ b
b−2

epth(t)dt
− 2

p

)

∗ for p = q = 0

0,0(L1,) = exp

(
1
3

∫ b
a t3h(t)g(t)dt− ∫ a+1

a t3h(t)dt− ∫ b
b−2

t3h(t)dt∫ b
a t2h(t)g(t)dt− ∫ a+1

a t2h(t)dt− ∫ b
a−2

t2h(t)dt

)
.

Theorem 4.45 applied on functions fp/h, fq/h ∈  implies that

Mp,q(L1,) = logp,q(L1,)

satisfies a ≤ Mp,q(L1,) ≤ b. Hence Mp,q is a monotonic mean by (4.158).

Results related to convex function f

Let us define the following linear functionals

L1( f ) =
∫ a+1

a
f (t)dt − 1

c−a

(
1− 1

q

)∫ c

a
f (t)dt +

∫ b

b−2

f (t)dt

− 2

b− c

(
1− 1

q

)∫ b

c
f (t)dt−

∫ b

a
f (t)g(t)dt

(4.160)

and

L2( f ) =
∫ b

a
f (t)g(t)dt−

∫ c+2

c−1

f (t)dt

+
(

1

c−a

∫ c

a
f (t)dt +

2

b− c

∫ b

c
f (t)dt

)(
1− 1

q

)
.

(4.161)
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Under the assumptions of Theorems 4.25 - 4.28 we have that Li( f ) ≥ 0, i = 1,2 for
f ∈ M c

1 [a,b]. Further, under the assumptions of Corollaries 4.5 - 4.8 we have that
Li( f ) ≥ 0, i = 1,2 for any convex function f . In the following theorems we give Lagrange
type mean value theorems.

Theorem 4.47 Let g : [a,b] → R be an integrable function. For given c ∈ (a,b) and
q �= 0, denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64), (4.65) and (4.66) hold.

Then for any f ∈C2[a,b] there exists  ∈ [a,b] such that

L1( f ) =
f ′′( )

2

[
a21 +a2

1 +b22−b2
2 +

3
1 +3

2

3

−
(
1

a2 +ac+ c2

3
+2

b2 + cb+ c2

3

)(
1− 1

q

)
−
∫ b

a
t2g(t)dt

]
,

(4.162)

where L1 is defined by (4.160).

Proof. Since f ∈C2[a,b] there exist

m = min
x∈[a,b]

f ′′(x) and M = max
x∈[a,b]

f ′′(x).

The functions

1(x) = f (x)− m
2

x2 and 2(x) =
M
2

x2 − f (x)

are convex since′′
i (x)≥ 0, i = 1,2. Using Corollary 4.5 we have that L1(i)≥ 0, i = 1,2,

so
m
2

L1(x2) ≤ L1( f ) ≤ M
2

L1(x2), (4.163)

where

L1(x2) = a21 +a2
1 +b22−b2

2 +
3

1 +3
2

3

−
(
1

a2 +ac+ c2

3
+2

b2 + cb+ c2

3

)(
1− 1

q

)
−
∫ b

a
t2g(t)dt.

Since x2 is convex, by Corollary 4.5 we have that L1(x2) ≥ 0.
If L1(x2) = 0, then (4.163) implies L1( f ) = 0 and (4.162) holds for every  ∈ [a,b].

Otherwise, dividing (4.163) by L1(x2)/2 > 0 we get

m ≤ 2L1( f )
L1(x2)

≤ M,

so continuinity of f ′′ ensures existence of  ∈ [a,b] satisfying (4.162). �
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Theorem 4.48 Let g : [a,b] → R be an integrable function. For given c ∈ (a,b) and
q �= 0, denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64), (4.65) and (4.72) hold.

Then for any f ∈C2[a,b] there exists  ∈ [a,b] such that

L2( f ) =
f ′′( )

2

[∫ b

a
t2g(t)dt− c2(1 +2)− c(2

2 −2
1 )− 3

1 +3
2

3

+
(
1

c2 +ac+a2

3
+2

b2 +bc+ c2

3

)(
1− 1

q

)]
,

where L2 is defined by (4.161).

Proof. Similar to the proof of Theorem 4.47. �

We continue with the Cauchy type mean value theorems related to functionals Li,
i = 1,2.

Theorem 4.49 Let g : [a,b] → R be an integrable function. For given c ∈ (a,b) and
q �= 0, denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64), (4.65) and (4.66) hold.

Then for any f ,h ∈C2[a,b] such that h′′(x) �= 0, for every x ∈ [a,b], there exists  ∈ [a,b]
such that

L1( f )
L1(h)

=
f ′′( )
h′′( )

holds, where L1 is defined by (4.160).

Proof. We define  ∈C2[a,b] by (x) = L1(h) f (x)−L1( f )h(x). Due to linearity of L1

we have L1() = 0. By Theorem 4.47 there exist  , ∈ [a,b] such that

0 = L1() = ′′( )
2 L1(x2)

0 �= L1(h) = h′′()
2 L1(x2).

Therefore, L1(x2) �= 0 and 0 = ′′( ) = L1(h) f ′′( )−L1( f )h′′( ), which proves the the-
orem. �

Theorem 4.50 Let g : [a,b] → R be an integrable function. For given c ∈ (a,b) and
q �= 0, denote 1 = q

∫ c
a g(t)dt and 2 = q

∫ b
c g(t)dt. Assume (4.64), (4.65) and (4.72) hold.

Then for any f ,h ∈C2[a,b] such that h′′(x) �= 0, for every x ∈ [a,b], there exists  ∈ [a,b]
such that

L2( f )
L2(h)

=
f ′′( )
h′′( )

holds, where L2 is defined by (4.161).

Proof. Similar to the proof of Theorem 4.49. �

Conditions (4.64), (4.65), (4.66) and (4.72) in Theorems 4.47 – 4.50 can be replaced
by weaker conditions obtained in Section 4.3.

Similar as in Theorem 4.46 we have the following result.
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Theorem 4.51 Let  = { fp : I → R | p ∈ J} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ I the mapping p → [x0,x1,x2; fp] is n−exponentially
convex in the Jensen sense on J. Let Li, i = 1,2 be linear functionals defined by (4.160)
and (4.161). Then the mapping p → Li( fp) is n−exponentially convex in the Jensen sense
on J.
If the mapping p → Li( fp) is continuous on J, then it is n−exponentially convex on J.

If the assumptions of Theorem 4.51 hold for all n ∈ N, the following corollary is valid.

Corollary 4.15 Let  = { fp : I → R | p ∈ J} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ I the mapping p → [x0,x1,x2; fp] is exponentially con-
vex in the Jensen sense on J. Let Li, i = 1,2 be linear functionals defined by (4.160) and
(4.161). Then the mapping p → Li( fp) is exponentially convex in the Jensen sense on J.
If the mapping p → Li( fp) is continuous on J, then it is exponentially convex on J.

We continue with the result needed for the application to Stolarsky type means.

Corollary 4.16 Let  = { fp : I → R | p ∈ J} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ I the mapping p → [x0,x1,x2; fp] is 2-exponentially
convex in the Jensen sense on J. Let Li, i = 1,2 be linear functionals defined by (4.160)
and (4.161). Then the following statements hold:

(i) If the mapping p → Li( fp) is continuous on J, then for r,s,t ∈ J, such that r < s < t,
we have

[Li( fs)]t−r ≤ [Li( fr)]t−s [Li( ft)]s−r , i = 1,2.

(ii) If the mapping p → Li( fp) is strictly positive and differentiable on J, then for every
p,s,u,v ∈ J such that p ≤ u and s ≤ v we have

p,s(Li,) ≤ u,v(Li,), (4.164)

where

p,s(Li,) =

⎧⎪⎨⎪⎩
(

Li( fp)
Li( fs)

) 1
p−s

, p �= s;

exp

(
d
dp Li( fp)
Li( fp)

)
, p = s.

(4.165)

Proof. Similar to the proof of Corollary 4.14. �

In the following examples we give some families of functions for which we use Corol-
laries 4.15 and 4.16 to construct new Stolarsky type means.

Example 4.2 Let
1 = { fp : I ⊂ (0,) → R | p ∈ R}

be a family of functions defined by

fp(x) =

⎧⎨⎩
xp

p(p−1) , p �= 0,1;

− logx, p = 0;
x logx, p = 1.

(4.166)
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We have that fp is a convex function on R
+ since d2

dx2 fp(x) = xp−2 > 0 for x > 0. Fur-

thermore, p → d2

dx2 fp(x) is exponentially convex by definition. Similar as in proof of Theo-
rem 4.46 we conclude that p → [x0,x1,x2; fp] is exponentially convex (and so exponentially
convex in the Jensen sense). Using Corollary 4.15 we obtain that p → Li( fp), i = 1,2 is
exponentially convex in the Jensen sense. It is easy to verify that this mapping is continu-
ous, so it is exponentially convex. Hence, for this family of functions, from Corollary 4.16
we have that p,s(Li,1), i = 1,2 is given by

p,s(Li,1) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(
Li( fp)
Li( fs)

) 1
p−s

, p �= s;

exp
(−Li( fp f0)

Li( fp)
− 2p−1

p(p−1)

)
, p = s �= 0,1;

exp
(−Li( f 2

0 )
2Li( f0)

+1
)

, p = s = 0;

exp
(−Li( f0 f1)

2Li( f1)
−1
)

, p = s = 1.

Explicitly, for p �= s we have

p,s(L1,1) =⎛⎝ s(s−1)
p(p−1)

·
(a+1)p+1−ap+1

p+1 − 1
c−a

(
1− 1

q

)
cp+1−ap+1

p+1 + bp+1−(b−2)p+1

p+1 − ∫ b
a t pg(t)dt

(a+1)s+1−as+1

s+1 − 1
c−a

(
1− 1

q

)
cs+1−as+1

s+1 + bs+1−(b−2)s+1

s+1 − ∫ b
a tsg(t)dt

⎞⎠
1

p−s

.

The limiting cases are:

∗ for p = s �= 0,1

p,p(L1,1) = exp

(
1−

∫ b
a t p logtg(t)dt

2 −
∫ b
a tsg(t)dt

− 2p−1
p(p−1)

)

where

1 =
(a+1)p+1 log(a+1)−ap+1 loga

p+1
− (a+1)p+1−ap+1

(p+1)2

− 1

c−a

(
1− 1

q

)(
cp+1 logc−ap+1 loga

p+1
− cp+1−ap+1

(p+1)2

)
+

bp+1 logb− (b−2)p+1 log(b−2)
p+1

− bp+1− (b−2)p+1

(p+1)2

− 2

b− c

(
1− 1

q

)(
bp+1 logb− cp+1 logc

p+1
− bp+1− cp+1

(p+1)2

)
,

2 =
(a+1)s+1 −as+1

s+1
− 1

c−a

(
1− 1

q

)
cs+1−as+1

s+1
+

bs+1− (b−2)s+1

s+1
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∗ for p = s = 0

0,0(L1,1) = exp

(
1
2
· 1−

∫ b
a log2 tg(t)dt

2−
∫ b
a logtg(t)dt

+1

)
where

1 = (a+1) log2(a+1)−a log2 a−2(a+1) log(a+1)+2a loga+21

− 1

c−a

(
1− 1

q

)(
c log2 c−a log2 a−2c logc+2a loga+2c−2a

)
+b log2 b− (b−2) log2(b−2)−2b logb+2(b−2) log(b−2)+22

− 2

b− c

(
1− 1

q

)(
b log2 b− c log2 c−2b logb+2c logc+2b−2c

)
and

2 = (a+1) log(a+1)−a loga−1− 1

c−a

(
1− 1

q

)
(c logc−a loga− c+a)

+b logb− (b−2) log(b−2)−2− 2

b− c

(
1− 1

q

)
(b logb− c logc−b+ c)

∗ for p = s = 1

1,1(L1,1) = exp

(
1
2
· 1 −

∫ b
a t log2 tg(t)dt

2−
∫ b
a t logtg(t)dt

−1

)
where

1 =
(a+1)2

2
(log2(a+1)− log(a+1))− a2

2
(log2 a− loga)+

b2

2
(log2 b− logb)

− (b−2)2

2
(log2(b−2)− log(b−2))+

a1 +b2

2
+
2

1 −2
2

4

− 1

c−a

(
1− 1

q

)(
c2

2
(log2 c− logc)− a2

2
(log2 a− loga)+

c2 −a2

4

)
− 2

b− c

(
1− 1

q

)(
b2

2
(log2 b− logb)− c2

2
(log2 c− logc)+

b2− c2

4

)
and

2 =
(a+1)2

2
log(a+1)− a2

2
loga+

b2

2
logb− (b−2)2

2
log(b−2)

− a1 +b2

2
− 1−2

2

4
− 1

c−a

(
1− 1

q

)(
c2

2
logc− a2

2
loga− c2 −a2

4

)
− 2

b− c

(
1− 1

q

)(
b2

2
logb− c2

2
logc− b2− c2

4

)
.
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Applying Theorems 4.49 and 4.50 on functions fp, fs ∈ 1 and functionals Li, i = 1,2 we
conclude that there exist i ∈ [a,b] such that

 p−s
i =

Li( fp)
Li( fs)

, i = 1,2.

Since the function  →  p−s is invertible for p �= s we have

a ≤
(

Li( fp)
Li( fs)

) 1
p−s

≤ b

which together with the fact that p,s(Li,1) is continuous, symetric and monotonic shows
that p,s(Li,1), i = 1,2 are means.

Example 4.3 Let
2 = {kp : R → (0,) | p ∈ R}

be a family of functions defined by

kp(x) =

{
epx

p2 , p �= 0;
x2

2 , p = 0.

Similar as in Example 4.2 we conclude that p → Li(kp), i = 1,2 are exponentially convex.
For this family of functions, from Corollary 4.16 we have

p,s(Li,2) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(kp)
Li(ks)

) 1
p−s

, p �= s;

exp
(

Li(id ·kp)
Li(kp)

− 2
p

)
, p = s �= 0;

exp
(

1
3

Li(id ·k0)
Li(k0)

)
, p = s = 0.

Applying Theorems 4.49 and 4.50 on functions kp,ks ∈ 2 and functionals Li, i = 1,2 it
follows that Mp,s(Li,2) = logp,s(Li,2) satisfy a ≤ Mp,s(Li,2) ≤ b. So Mp,s(Li,2),
i = 1,2 are monotonic means by (4.164).

Example 4.4 Let
3 = {p : (0,) → (0,) | p ∈ (0,)}

be a family of functions defined by

p(x) =

{
p−x

log2 p
, p �= 1;

x2

2 , p = 1.

Similar as in Example 4.2 we conclude that p → Li(p), i = 1,2 are exponentially convex.
For this family of functions, from Corollary 4.16 we have

p,s(Li,3) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(p)
Li(s)

) 1
p−s

, p �= s;

exp
(
− Li(id ·p)

pLi(p)
− 2

p log p

)
, p = s �= 1;

exp
(
− Li(id ·1)

3Li(1)

)
, p = s = 1.
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Applying Theorems 4.49 and 4.50 on functions p,s ∈ 3 and functionals Li, i = 1,2
it follows that Mp,s(Li,3) = −L(p,s) logp,s(Li,3) satisfy a ≤ Mp,s(Li,3) ≤ b, where
L(p,s) is logarithmic mean defined by L(p,s) = p−s

log p−logs . So Mp,s(Li,3), i = 1,2 are
means and by (4.164) they are monotonic.

Example 4.5 Let

4 = {p : (0,) → (0,) | p ∈ (0,)}
be a family of functions defined by

p(x) =
e−x

√
p

p
.

Similar as in Example 4.2 we conclude that p → Li(p), i = 1,2 are exponentially convex.
For this family of functions, from Corollary 4.16 we have

p,s(Li,4) =

⎧⎪⎨⎪⎩
(

Li(p)
Li(s)

) 1
p−s

, p �= s;

exp
(

−1
2
√

p
Li(id ·p)
Li(p)

− 1
p

)
, p = s.

Applying Theorems 4.49 and 4.50 on functions p,s ∈ 4 and functionals L1, L2 it
follows that Mp,s(Li,4) = −(

√
p +

√
s) logp,s(Li,4) satisfy a ≤ Mp,s(Li,4) ≤ b. So

Mp,s(Li,4), i = 1,2 are monotonic means by (4.164).

Using Gauss type and Gauss-Steffensen type inequalities obtained in Sections 4.4 and
4.5 we can define the following linear functionals:

L1( f ) =
∫ c

a
f (t1(x))g′(x)dx+

∫ b

c
f (s1(x))g′(x)dx−

∫ g(b)

g(a)
f (x)dx, (4.167)

L2( f ) =
∫ g(b)

g(a)
f (x)dx−

∫ c

a
f (s2(x))g′(x)dx−

∫ b

c
f (t2(x))g′(x)dx, (4.168)

and

L3( f ) =
∫ c

a
f (t)G′(t)dt−

∫ b

c
f (t)G′(t)dt−

∫ G(c)

G(a)
f (t)dt +

∫ G(b)

G(c)
f (t)dt. (4.169)

Remark 4.18 Under assumptions of Theorems 4.30, 4.31 and 4.29 we have that
Li( f ) ≥ 0, i = 1,2,3 for f ∈ M c

1 (I). Further, under assumptions of Corollaries 4.10, 4.11
and 4.9 we have that Li( f ) ≥ 0, i = 1,2,3 for any convex function f .

We continue with the Lagrange type mean value theorems. Proofs are similar to the
proof of Theorem 4.47 so we omit the details.
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Theorem 4.52 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume (4.88), (4.89) and (4.90) hold and I is an interval as in
Theorem 4.30. Then for any f ∈C2(I) there exists  ∈ I such that

L1( f ) =
f ′′( )

2

[∫ c

a
t21 (x)g′(x)dx+

∫ b

c
s2
1(x)g

′(x)dx− g3(b)−g3(a)
3

]
, (4.170)

where L1 is defined by (4.167).

Theorem 4.53 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume (4.94), (4.95) and (4.96) hold and I is an interval as in
Theorem 4.31, Then for any f ∈C2(I) there exists  ∈ I such that

L2( f ) =
f ′′( )

2

[
g3(b)−g3(a)

3
−
∫ c

a
s2(x)g′(x)dx−

∫ b

c
t2(x)g′(x)dx

]
, (4.171)

where L2 is defined by (4.168).

Theorem 4.54 Let G : [a,b] → R be an increasing function such that G(x) ≥ x and let
c ∈ (a,b). Assume that (4.82) holds. Then for any f ∈C2(I) there exists  ∈ I such that

L3( f ) =
f ′′( )

2

[∫ c

a
x2G′(x)dx−

∫ b

c
x2G′(x)dx+

G3(b)+G3(a)−2G3(c)
3

]
, (4.172)

where L3 is defined by (4.169).

We continue with the Cauchy type mean value theorems related to functionals
Li, i = 1,2,3. Proofs are similar to the proof of Theorem 4.49.

Theorem 4.55 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume (4.88), (4.89) and (4.90) hold and I is an interval as in
Theorem 4.30. Then for any f ,h ∈C2(I) such that h′′(x) �= 0 for every x ∈ I, there exists
 ∈ I such that

L1( f )
L1(h)

=
f ′′( )
h′′( )

(4.173)

holds, where L1 is defined by (4.167).

Theorem 4.56 Let c ∈ (a,b) and let g : [a,b] → R be increasing, convex and differen-
tiable such that g(c) = c. Assume (4.94), (4.95) and (4.96) hold and I is an interval as in
Theorem 4.31. Then for any f ,h ∈C2(I) such that h′′(x) �= 0 for every x ∈ I, there exists
 ∈ I such that

L2( f )
L2(h)

=
f ′′( )
h′′( )

, (4.174)

holds, where L2 is defined by (4.150).
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Theorem 4.57 Let G : [a,b] → R be an increasing function such that G(x) ≥ x and let
c ∈ (a,b). Assume that (4.82) holds. Then for any f ,h ∈ C2(I) such that h′′(x) �= 0 for
every x ∈ I, there exists  ∈ I such that

L3( f )
L3(h)

=
f ′′( )
h′′( )

holds, where L3 is defined by (4.169).

Conditions (4.90) and (4.96) in Theorems 4.52, 4.53, 4.55 and 4.56 can be replaced by
weaker conditions given in Remark 4.10.

In the following theorem we show n−exponential convexity of functionals L1 and L2.
Proof is similar to the proof of Theorem 4.46. In the sequel, J, K denote intervals in R.

Theorem 4.58 Let = { fp : J → R | p ∈ K} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ J the mapping p → [x0,x1,x2; fp] is n−exponentially
convex in the Jensen sense on K. Let Li, i = 1,2,3 be linear functionals defined by (4.167),
(4.168) and (4.169). Then the mapping p → Li( fp) is n−exponentially convex in the Jensen
sense on K.
If the mapping p → Li( fp) is continuous on K, then it is n−exponentially convex on K.

If the assumptions of Theorem 4.58 hold for all n ∈ N, then we have the following
corollary.

Corollary 4.17 Let  = { fp : J → R | p ∈ K} be a family of functions such that for ev-
ery mutually different points x0,x1,x2 ∈ J the mapping p → [x0,x1,x2; fp] is exponentially
convex in the Jensen sense on K. Let Li, i = 1,2,3 be linear functionals defined by (4.167),
(4.168) and (4.169). Then the mapping p → Li( fp) is exponentially convex in the Jensen
sense on K.
If the mapping p → Li( fp) is continuous on K, then it is exponentially convex on K.

We continue with the result which is useful for the application to Stolarsky type means.
Proof is similar to the proof of Corollary 4.14.

Corollary 4.18 Let = { fp : J → R | p ∈ K} be a family of functions such that for every
mutually different points x0,x1,x2 ∈ J the mapping p → [x0,x1,x2; fp] is 2-exponentially
convex in the Jensen sense on K. Let Li, i = 1,2,3 be linear functionals defined by (4.167),
(4.168) and (4.169). Then the following statements hold:

(i) If the mapping p → Li( fp) is continuous on K, then for r,s,t ∈K, such that r < s < t,
we have

[Li( fs)]t−r ≤ [Li( fr)]t−s [Li( ft)]s−r , i = 1,2,3. (4.175)

(ii) If the mapping p → Li( fp) is strictly positive and differentiable on K, then for every
p,q,u,v ∈ K such that p ≤ u and q ≤ v we have

p,q(Li,) ≤ u,v(Li,), (4.176)
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where

p,q(Li,) =

⎧⎪⎨⎪⎩
(

Li( fp)
Li( fq)

) 1
p−q

, p �= q,

exp

(
d
dp Li( fp)
Li( fp)

)
, p = q.

(4.177)

Results from Theorem 4.58, Corollaries 4.17 and 4.18 still hold when two of the points
x0,x1,x2 ∈ J coincide, say x1 = x0, for a family of differentiable functions fp such that the
function p → [x0,x1,x2; fp] is n−exponentially convex in the Jensen sense (exponentially
convex in the Jensen sense, log-convex in the Jensen sense), and furthermore, they still hold
when all three points coincide for a family of twice differentiable functions with the same
property. The proofs are obtained by recalling Remark 1.3 and suitable characterization of
convexity.

We continue with some families of functions  = { fp : J → R | p ∈ R} for which we
use Corollaries 4.17 and 4.18 to construct exponentially convex functions and Stolarsky
type means related to Gauss type and Gauss-Steffensen tpye inequalities.

Example 4.6 Let
1 = { fp : R → [0,)| p ∈ R},

be a family of functions defined by

fp(x) =

{
epx

p2 , p �= 0;
x2

2 , p = 0.

Similar as in Example 4.3 for this family of functions, from Corollary 4.18 we have that
p,q(Li,1), i = 1,2,3 are given by

p,q(Li,1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li( fp)
Li( fq)

) 1
p−q

, p �= q;

exp
(

Li(id · fp)
Li( fp)

− 2
p

)
, p = q �= 0;

exp
(

1
3

Li(id · f0)
Li( f0)

)
, p = q = 0.

Explicitly, for p,q(L1,1) we have the following:

∗ for p �= q, p,q �= 0:

p,q(L1,1) =

⎛⎝ q2

p2

∫ c
a ept1(x)g′(x)dx+

∫ b
c eps1(x)g′(x)dx− epg(b)−epg(a)

p∫ c
a eqt1(x)g′(x)dx+

∫ b
c eqs1(x)g′(x)dx− eqg(b)−eqg(a)

q

⎞⎠ 1
p−q

∗ for p �= q, q = 0 (or p = 0):

p,0(L1,1) =

⎛⎝ 2
p2

∫ c
a ept1(x)g′(x)dx+

∫ b
c eps1(x)g′(x)dx− epg(b)−epg(a)

p∫ c
a t21(x)g′(x)dx+

∫ b
c s2

1(x)g′(x)dx− g3(b)−g3(a)
3

⎞⎠ 1
p

= 0,p(L1,1)
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∗ for p = q �= 0:

p,p(L1,1) = exp

(
A−B

C
− 2

p

)
,

where

A =
∫ c

a
ept1(x)t1(x)g′(x)dx+

∫ b

c
eps1(x)s1(x)g′(x)dx,

B =
1
p

(
g(b)epg(b)−g(a)epg(a)− epg(b)− epg(a)

p

)
,

C =
∫ c

a
ept1(x)g′(x)dx+

∫ b

c
eps1(x)g′(x)dx− epg(b)− epg(a)

p
.

∗ for p = q = 0:

0,0(L1,1) = exp

(
1
3

∫ c
a t31(x)g′(x)dx+

∫ b
c s3

1(x)g
′(x)dx− g4(b)−g4(a)

4∫ c
a t21(x)g′(x)dx+

∫ b
c s2

1(x)g′(x)dx− g3(b)−g3(a)
3

)
.

For p,q(L3,1) we have the following:

∗ for p �= q, p,q �= 0:

p,q(L3,1) =

⎛⎝q2

p2

∫ c
a epxG′(x)dx− ∫ b

c epxG′(x)dx+ epG(b)+epG(a)−2epG(c)

p∫ c
a eqxG′(x)dx− ∫ b

c eqxG′(x)dx+ eqG(b)+eqG(a)−2eqG(c)

q

⎞⎠ 1
p−q

∗ for p �= q, q = 0 (or p = 0):

p,0(L3,1) =

⎛⎝ 2
p2

∫ c
a epxG′(x)dx− ∫ b

c epxG′(x)dx+ epG(b)+epG(a)−2epG(c)

p∫ c
a x2G′(x)dx− ∫ b

c x2G′(x)dx+ G3(a)+G3(b)−2G3(c)
3

⎞⎠ 1
p

= 0,p(L,1)

∗ for p = q �= 0:

p,p(L3,1) = exp

(∫ c
a xepxG′(x)dx− ∫ b

c xepxG′(x)dx+∫ c
a epxG′(x)dx− ∫ b

c epxG′(x)dx+
− 2

p

)
where

 =
epG(b)(pG(b)−1)+ epG(a)(pG(a)−1)−2epG(c)(pG(c)−1)

p2 ,

 =
epG(b) + epG(a)−2epG(c)

p
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∗ for p = q = 0:

0,0(L3,1) = exp

(
1
3

∫ c
a x3G′(x)dx− ∫ b

c x3G′(x)dx+ G4(b)+G4(a)−2G4(c)
4∫ c

a x2G′(x)dx− ∫ b
c x2G′(x)dx+ G3(b)+G3(a)−2G3(c)

3

)
.

Applying Theorems 4.55, 4.56 and 4.57 on functions fp, fq ∈ 1 and functionals Li,
i = 1,2,3, we obtain that for i = 1,2,3

Mp,q(Li,1) = logp,q(Li,1),

satisfy min I ≤ Mp,q(Li,1) ≤ max I. So Mp,q(Li,1), i = 1,2 are monotonic means by
(4.176).

Example 4.7 Let
2 = {hp : (0,) → R | p ∈ R},

be a family of functions defined by

hp(x) =

⎧⎨⎩
xp

p(p−1) , p �= 0,1;

− logx, p = 0;
x logx, p = 1.

(4.178)

Similar as in Example 4.2, for this family of functions, from Corollary 4.18 we have that
p,q(Li,2), i = 1,2,3 are given by

p,q(Li,2) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(
Li(hp)
Li(hq)

) 1
p−q

, p �= q;

exp
(−Li(hph0)

Li(hp)
− 2p−1

p(p−1)

)
, p = q �= 0,1;

exp
(−Li(h2

0)
2Li(h0)

+1
)

, p = q = 0;

exp
(−Li(h0h1)

2Li(h1)
−1
)

, p = q = 1.

Applying Theorems 4.55, 4.56 and 4.57 on functions hp,hq ∈ 2 and functionals
Li, i = 1,2,3, we conclude that there exist i ∈ I such that

 p−q
i =

Li(hp)
Li(hq)

, i = 1,2,3.

Since the function  →  p−q is invertible, for p �= q we have

min I ≤
(

Li(hp)
Li(hq)

) 1
p−q

≤ max I,

which together with the fact that p,q(Li,2), i = 1,2,3 are continuous, symmetric and
monotonic (by (4.176)) shows that p,q(Li,2), i = 1,2,3 are means.
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Example 4.8 Let
3 = {p : (0,) → (0,) | p ∈ (0,)},

be a family of functions defined by

p(x) =

{
p−x

log2 p
, p �= 1;

x2

2 , p = 1.

Similar as in Example 4.4, for this family of functions, from Corollary 4.18 we have

p,q(Li,3) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li(p)
Li(q)

) 1
p−q

, p �= q;

exp
(
− Li(id ·p)

pLi(p)
− 2

p log p

)
, p = q �= 1;

exp
(
− Li(id ·1)

3Li(1)

)
, p = q = 1.

Applying Theorems 4.55, 4.56 and 4.57 on functions p,q ∈ 3 and functionals Li,
i = 1,2,3, we obtain that

Mp,q(Li,3) = −L(p,q) logp,q(Li,3),

satisfy min I ≤ Mp,q(Li,3) ≤ max I, where L(p,q) is logarithmic mean defined by
L(p,q) = p−q

log p−logq . So Mp,q(Li,3), i = 1,2,3 are means and by (4.158) they are mono-
tonic.

Example 4.9 Let
4 = {p : (0,) → (0,) | p ∈ (0,)},

be a family of functions defined by

p(x) =
e−x

√
p

p
.

Similar as in Example 4.5, for this family of functions, from Corollary 4.18 we have

p,q(Li,4) =

⎧⎪⎨⎪⎩
(

Li(p)
Li(q)

) 1
p−q

, p �= q;

exp
(

−1
2
√

p
Li(id ·p)
Li(p)

− 1
p

)
, p = q.

Applying Theorems 4.55, 4.56 and 4.57 on functions p,q ∈ 4 and functionals Li,
i = 1,2,3, we obtain

Mp,q(Li,4) = −(
√

p+
√

q) logp,q(Li,4),

satisfy min I ≤ Mp,q(Li,4) ≤ max I. So Mp,q(Li,4), i = 1,2,3 are monotonic means by
(4.176).



Chapter5

Weighted Steffensen
inequality for n-convex
functions

5.1 Generalizations via Taylor’s formula

In [32], the authors show that Taylor’s formula is natural choice to connect higher order
convexity with Steffensen’s type inequality. In this section, using different approach we
give some new generalizations of Steffensen’s inequality via Taylor’s formula. First, we
start with the proof of some identities related to generalizations of Steffensen’s inequal-
ity. Results given in this section were obtained by Pečarić, Perušić Pribanić and Smoljak
Kalamir in [64].

Theorem 5.1 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n≥ 2 and let g : [a,b]→R be an integrable function such that 0≤ g≤ 1. Let  =

∫ b
a g(t)dt

and let the function G1 be defined by

G1(x) =

{∫ x
a (1−g(t))dt, x ∈ [a,a+ ],∫ b
x g(t)dt, x ∈ [a+ ,b].

(5.1)

155
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Then ∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

= − 1
(n−2)!

∫ b

a

(∫ b

t
G1(x)(x− t)n−2dx

)
f (n)(t)dt

(5.2)

and ∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G1(x)(x−b)idx

=
1

(n−2)!

∫ b

a

(∫ t

a
G1(x)(x− t)n−2dx

)
f (n)(t)dt.

(5.3)

Proof. Applying Taylor’s formula

f (x) =
n−1


i=0

f (i)(a)
i!

(x−a)i +
1

(n−1)!

∫ x

a
f (n)(t)(x− t)n−1dt.

to the function f ′ and replacing n with n−1 (n ≥ 2) we have

f ′(x) =
n−2


i=0

f (i+1)(a)
i!

(x−a)i +
x∫

a

f (n)(t)
(x− t)n−2

(n−2)!
dt. (5.4)

Applying integration by parts to the identity (4.107) and then using the definition of the
function G1, we obtain∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt

= −
∫ a+

a

(∫ x

a
(1−g(t)dt

)
d f (x)−

∫ b

a+

(∫ b

x
g(t)dt

)
d f (x)

= −
∫ b

a
G1(x) f ′(x)dx.

Hence, using (5.4) we obtain

∫ b

a
G1(x) f ′(x)dx =

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

+
1

(n−2)!

∫ b

a
G1(x)

(∫ x

a
(x− t)n−2 f (n)(t)dt

)
dx.

(5.5)

After applying Fubini’s theorem on the last term in (5.5) we obtain (5.2).
Similarly, applying Taylor’s formula at the point b to the function f ′ we obtain (5.3). �
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Theorem 5.2 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n≥ 2 and let g : [a,b]→R be an integrable function such that 0≤ g≤ 1. Let  =

∫ b
a g(t)dt

and let the function G2 be defined by

G2(x) =

{∫ x
a g(t)dt, x ∈ [a,b− ],∫ b
x (1−g(t))dt, x ∈ [b− ,b].

(5.6)

Then ∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G2(x)(x−a)idx

= − 1
(n−2)!

∫ b

a

(∫ b

t
G2(x)(x− t)n−2dx

)
f (n)(t)dt

(5.7)

and ∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G2(x)(x−b)idx

=
1

(n−2)!

∫ b

a

(∫ t

a
G2(x)(x− t)n−2dx

)
f (n)(t)dt.

(5.8)

Proof. Similar to the proof of Theorem 5.1 applying integration by parts to the identity
(1.4) and then using the identity (5.4). �

In the following theorems, generalizations of Steffensen’s inequality for n-convex func-
tions are given.

Theorem 5.3 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n≥ 2 and let g : [a,b]→R be an integrable function such that 0≤ g≤ 1. Let  =

∫ b
a g(t)dt

and let the function G1 be defined by (5.1).

(i) If f is n-convex, then

∫ b

a
f (t)g(t)dt ≥

∫ a+

a
f (t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx. (5.9)

(ii) If f is n-convex and ∫ t

a
G1(x)(x− t)n−2dx ≤ 0, t ∈ [a,b], (5.10)

then ∫ b

a
f (t)g(t)dt ≥

∫ a+

a
f (t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G1(x)(x−b)idx. (5.11)
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Proof. If the function f is n-convex, without loss of generality we can assume that f is
n-times differentiable and f (n) ≥ 0 see [71, p. 16 and p. 293]. Since 0≤ g≤ 1, the function
G1 is nonnegative and for every n ≥ 2 we have∫ b

t
G1(x)(x− t)n−2dx ≥ 0, t ∈ [a,b].

Hence, we can apply Theorem 5.1 to obtain (5.9) and (5.11) respectively. �

Theorem 5.4 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n≥ 2 and let g : [a,b]→R be an integrable function such that 0≤ g≤ 1. Let  =

∫ b
a g(t)dt

and let the function G2 be defined by (5.6).

(i) If f is n-convex, then

∫ b

a
f (t)g(t)dt ≤

∫ b

b−
f (t)dt −

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G2(x)(x−a)idx. (5.12)

(ii) If f is n-convex and ∫ t

a
G2(x)(x− t)n−2dx ≤ 0, t ∈ [a,b], (5.13)

then ∫ b

a
f (t)g(t)dt ≤

∫ b

b−
f (t)dt −

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G2(x)(x−b)idx. (5.14)

Proof. Similar as in the proof of Theorem 5.3, we can apply Theorem 5.2 to obtain (5.12)
and (5.14). Again, since 0 ≤ g ≤ 1, the function G2 is nonnegative and for every n ≥ 2 we
have ∫ b

t
G2(x)(x− t)n−2dx ≥ 0, t ∈ [a,b].

�

Taking n = 2 in Theorems 5.3 and 5.4, in the next corollaries the special cases for
convex functions are given.

Corollary 5.1 Let f : [a,b]→R be such that f ′ is absolutely continuous, let g : [a,b]→R

be an integrable function such that 0 ≤ g ≤ 1 and let  =
∫ b
a g(t)dt.

(i) If f is convex, then

∫ b

a
f (t)g(t)dt ≥

∫ a+

a
f (t)dt + f ′(a)

(∫ b

a
tg(t)dt−a−  2

2

)
.
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(ii) If f is convex and ∫ t

a
(t − x)g(x)dx≥ (t −a)2

2
, t ∈ [a,a+ ],

∫ t

a
(t− x)g(x)dx ≥  2

2
+ (t−a− ), t ∈ [a+ ,b],

then ∫ b

a
f (t)g(t)dt ≥

∫ a+

a
f (t)dt + f ′(b)

(∫ b

a
tg(t)dt−a−  2

2

)
.

Corollary 5.2 Let f : [a,b]→R be such that f ′ is absolutely continuous, let g : [a,b]→R

be an integrable function such that 0 ≤ g ≤ 1 and let  =
∫ b
a g(t)dt.

(i) If f is convex, then∫ b

a
f (t)g(t)dt ≤

∫ b

b−
f (t)dt − f ′(a)

(
b −  2

2
−
∫ b

a
tg(t)dt

)
.

(ii) If f is convex and ∫ t

a
(t− x)g(x)dx ≤ 0, t ∈ [a,b− ],

∫ b

a
(b− x)g(x)dx≤ (b− t)2− 2

2
+ (t−b+ ), t ∈ [b− ,b],

then ∫ b

a
f (t)g(t)dt ≤

∫ b

b−
f (t)dt − f ′(b)

(
b −  2

2
−
∫ b

a
tg(t)dt

)
.

In the sequel we use Theorems 1.23 and 1.24 to obtain some new bounds for integrals
on the left hand side in the perturbed version of the previously obtained identities.

Firstly, let us denote

i(t) =
∫ b

t
Gi(x)(x− t)n−2dx, i = 1,2 (5.15)

and

i(t) =
∫ t

a
Gi(x)(x− t)n−2dx, i = 1,2. (5.16)

We have that Čebyšev functionals T (i,i) and T (i,i), i = 1,2 are given by:

T (1,1) =
1

(n−1)2(b−a)

[∫ b

a
2(t)dt− 2

n

∫ a+

a
(a+ − t)n(t)dt +

 2n+1

(2n+1)n2

]
− 1

(b−a)2(n−1)2n2

(∫ b

a
g(x)(x−a)ndx−  n+1

n+1

)2

,
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T (2,2) =
1

(n−1)2(b−a)

[
(b−a)2n+1− (b−−a)2n+1

(2n+1)n2 +
∫ b

a
2(t)dt

−2
n

(
1
n

∫ b−

a
(b− t)n(b− − t)ndt +

∫ b

a
(b− t)n(t)dt −

∫ b−

a
(b− − t)n(t)dt

)]
− 1

(b−a)2(n−1)2n2

(
(b− −a)n+1− (b−a)n+1

n+1
+
∫ b

a
g(x)(x−a)ndx

)2

,

where (t) =
∫ b
t g(x)(x− t)n−1dx,

T (1,1) =
1

(n−1)2(b−a)

[
(a+ −b)2n+1− (a−b)2n+1

(2n+1)n2 +
∫ b

a
2(t)dt

−2
n

(
1
n

∫ b

a+
(a− t)n(a+ − t)ndt +

∫ b

a
(a− t)n(t)dt −

∫ b

a+
(a+ − t)n(t)dt

)]
− 1

(b−a)2(n−1)2n2

(
(a+ −b)n+1− (a−b)n+1

n+1
+
∫ b

a
g(x)(x−b)ndx

)2

and

T (2,2) =
1

(n−1)2(b−a)

[∫ b

a
2(t)dt− 2

n

∫ b

b−
(b− − t)n(t)dt +

 2n+1

(2n+1)n2

]
− 1

(b−a)2(n−1)2n2

(∫ b

a
g(x)(x−b)ndx+

(− )n+1

n+1

)2

,

where (t) =
∫ t
a g(x)(x− t)n−1dx.

Theorem 5.5 Let f : [a,b] → R be such that f (n) is absolutely continuous function for
some n≥ 2 with (·−a)(b−·)[ f (n+1)]2 ∈ L[a,b] and let g be an integrable function on [a,b]
such that 0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt and let the functions G1, 1 and 1 be defined by

(5.1), (5.15) and (5.16).

(i) Then

∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

+
f (n−1)(b)− f (n−1)(a)

(b−a)(n−2)!

∫ b

a
1(t)dt = H1

n ( f ;a,b)

(5.17)

where the remainder H1
n ( f ;a,b) satisfies the estimation

∣∣H1
n ( f ;a,b)

∣∣≤ √
b−a√

2(n−2)!
[T (1,1)]

1
2

∣∣∣∣∫ b

a
(t −a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

(5.18)



5.1 GENERALIZATIONS VIA TAYLOR’S FORMULA 161

(ii) Then ∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G1(x)(x−b)idx

− f (n−1)(b)− f (n−1)(a)
(b−a)(n−2)!

∫ b

a
1(t)dt = H2

n ( f ;a,b)

(5.19)

where the remainder H2
n ( f ;a,b) satisfies the estimation

∣∣H2
n ( f ;a,b)

∣∣≤ √
b−a√

2(n−2)!
[T (1,1)]

1
2

∣∣∣∣∫ b

a
(t −a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

Proof.

(i) If we apply Theorem 1.23 for f →1 and h → f (n) we obtain∣∣∣∣ 1
b−a

∫ b

a
1(t) f (n)(t)dt− 1

b−a

∫ b

a
1(t)dt · 1

b−a

∫ b

a
f (n)(t)dt

∣∣∣∣
≤ 1√

2
[T (1,1)]

1
2

1√
b−a

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

(5.20)

Therefore we have

1
(b−a)(n−2)!

∫ b

a
1(t)dt · 1

b−a

∫ b

a
f (n)(t)dt

=
f (n−1)(b)− f (n−1)(a)

(b−a)(n−2)!

∫ b

a
1(t)dt.

Now if we add that to the both sides of the identity (5.2) and use inequality (5.20)
we obtain representation (5.17) and bound (5.18).

(ii) Similar to the first part.

�

Theorem 5.6 Let f : [a,b] → R be such that f (n) is absolutely continuous function for
some n≥ 2 with (·−a)(b−·)[ f (n+1)]2 ∈ L[a,b] and let g be an integrable function on [a,b]
such that 0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt and let the functions G2, 2 and 2 be defined by

(5.6), (5.15) and (5.16).

(i) Then ∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G2(x)(x−a)idx

+
f (n−1)(b)− f (n−1)(a)

(b−a)(n−2)!

∫ b

a
2(t)dt = H3

n ( f ;a,b)

(5.21)
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where the remainder H3
n ( f ;a,b) satisfies the estimation

∣∣H3
n ( f ;a,b)

∣∣≤ √
b−a√

2(n−2)!
[T (2,2)]

1
2

∣∣∣∣∫ b

a
(t −a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

(ii) Then ∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G2(x)(x−b)idx

− f (n−1)(b)− f (n−1)(a)
(b−a)(n−2)!

∫ b

a
2(t)dt = H4

n ( f ;a,b)

(5.22)

where the remainder H4
n ( f ;a,b) satisfies the estimation

∣∣H4
n ( f ;a,b)

∣∣≤ √
b−a√

2(n−2)!
[T (2,2)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

Proof. Similar to the proof of Theorem 5.5 �

Taking n = 2 in Theorems 5.5 and 5.6 we obtain the following corollaries.

Corollary 5.3 Let f : [a,b] → R be such that f ′′ is absolutely continuous function with
(·− a)(b− ·)[ f ′′′]2 ∈ L[a,b], let g be an integrable function on [a,b] such that 0 ≤ g ≤ 1
and let  =

∫ b
a g(t)dt.

(i) Then ∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt + f ′(a)

(∫ b

a
tg(t)dt−a−  2

2

)
+

f ′(b)− f ′(a)
2(b−a)

(∫ b

a
g(t)(t−a)2dt−  3

3

)
= H1

2 ( f ;a,b),

where the remainder H1
2 ( f ;a,b) satisfies the estimation

∣∣H1
2 ( f ;a,b)

∣∣≤ √
b−a√

2
[T (1,1)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f ′′′(t)]2dt

∣∣∣∣ 12
and

T (1,1) =
1

b−a

[∫ b

a

(∫ b

t
g(x)(x− t)dx

)2

dt +
 5

20

−
∫ a+

a
(a+ − t)2

(∫ b

t
g(x)(x− t)dx

)
dt

]
− 1

4(b−a)2

(∫ b

a
g(x)(x−a)2dx−  3

3

)2

.
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(ii) Then∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt + f ′(b)

(∫ b

a
tg(t)dt−a−  2

2

)
− f ′(b)− f ′(a)

2(b−a)

(
(b−a)3− (b−a− )3

3
−
∫ b

a
g(t)(b− t)2dt

)
= H2

2 ( f ;a,b),

where the remainder H2
2 ( f ;a,b) satisfies the estimation

∣∣H2
2 ( f ;a,b)

∣∣≤ √
b−a√

2
[T (1,1)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f ′′′(t)]2dt

∣∣∣∣ 12
and

T (1,1) =
1

b−a

[
(a+ −b)5− (a−b)5

20
−
(

1
2

∫ b

a+
(a− t)2(a+ − t)2dt

+
∫ b

a
(a− t)2

(∫ t

a
g(x)(x− t)dx

)
dt

−
∫ b

a+
(a+ − t)2

(∫ t

a
g(x)(x− t)dx

)
dt

)
+
∫ b

a

(∫ t

a
g(x)(x− t)dx

)2

dt

]

− 1
4(b−a)2

(
(a+ −b)3− (a−b)3

3
+
∫ b

a
g(x)(x−b)2dx

)2

.

Corollary 5.4 Let f : [a,b] → R be such that f ′′ is absolutely continuous function with
(·− a)(b− ·)[ f ′′′]2 ∈ L[a,b], let g be an integrable function on [a,b] such that 0 ≤ g ≤ 1
and let  =

∫ b
a g(t)dt.

(i) Then∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt + f ′(a)

(
b −  2

2
−
∫ b

a
tg(t)dt

)
+

f ′(b)− f ′(a)
2(b−a)

(
(b−a)3

3
− (b−a− )3

3
− 1

2

∫ b

a
g(x)(x−a)2

)
= H3

2 ( f ;a,b),

where the remainder H3
2 ( f ;a,b) satisfies the estimation

∣∣H3
2 ( f ;a,b)

∣∣≤ √
b−a√

2
[T (2,2)]

1
2

∣∣∣∣∫ b

a
(t −a)(b− t)[ f ′′′(t)]2dt

∣∣∣∣ 12 .

and
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T (2,2) =
1

b−a

[
(b−a)5− (b−−a)5

20
−
(

1
2

∫ b−

a
(b− t)2(b− − t)2dt

+
∫ b

a
(b− t)2

(∫ b

t
g(x)(x− t)dx

)
dt

−
∫ b−

a
(b− − t)2

(∫ b

t
g(x)(x− t)dx

)
dt

)
+
∫ b

a

(∫ b

t
g(x)(x− t)dx

)2

dt

]

− 1
4(b−a)2

(
(b− −a)3− (b−a)3

3
+
∫ b

a
g(x)(x−a)2dx

)2

.

(ii) Then ∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt + f ′(b)

(
b −  2

2
−
∫ b

a
tg(t)dt

)
− f ′(b)− f ′(a)

2(b−a)

(∫ b

a
g(t)(b− t)2dt−  3

3

)
= H4

2 ( f ;a,b),

where the remainder H4
2 ( f ;a,b) satisfies the estimation∣∣H4

2 ( f ;a,b)
∣∣≤ √

b−a√
2

[T (2,2)]
1
2

∣∣∣∣∫ b

a
(t −a)(b− t)[ f ′′′(t)]2dt

∣∣∣∣ 12 .

and

T (2,2) =
1

b−a

[∫ b

a

(∫ t

a
g(x)(x− t)dx

)2

dt +
 5

20

−
∫ b

b−
(b− − t)2

(∫ t

a
g(x)(x− t)dx

)
dt

]
− 1

4(b−a)2

(∫ b

a
g(x)(x−b)2dx−  3

3

)2

.

Using Theorem 1.24 we obtain the following Grüss type inequalities for the Čebyšev
functional.

Theorem 5.7 Let f : [a,b]→R be such that f (n) (n≥ 2) is absolutely continuous function
and f (n+1) ≥ 0 on [a,b]. Let the functionsi andi, i = 1,2 be defined by (5.15) and (5.16)
.

(i) Then we have the representation (5.17) and the remainder H1
n ( f ;a,b) satisfies the

bound∣∣H1
n ( f ;a,b)

∣∣
≤ 1

(n−2)!
‖′

1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(5.23)
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(ii) Then we have the representation (5.19) and the remainder H2
n ( f ;a,b) satisfies the

bound∣∣H2
n ( f ;a,b)

∣∣≤ 1
(n−2)!

‖′
1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(iii) Then we have the representation (5.21) and the remainder H3
n ( f ;a,b) satisfies the

bound∣∣H3
n ( f ;a,b)

∣∣≤ 1
(n−2)!

‖′
2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(iv) Then we have the representation (5.22) and the remainder H4
n ( f ;a,b) satisfies the

bound∣∣H4
n ( f ;a,b)

∣∣≤ 1
(n−2)!

‖′
2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

Proof.
(i) Applying Theorem 1.24 for f →1 and h → f (n) we obtain∣∣∣∣ 1

b−a

∫ b

a
1(t) f (n)(t)dt− 1

b−a

∫ b

a
1(t)dt · 1

b−a

∫ b

a
f (n)(t)dt

∣∣∣∣
≤ 1

2(b−a)
‖′

1‖
∫ b

a
(t −a)(b− t) f (n+1)(t)dt.

(5.24)

Since ∫ b

a
(t−a)(b− t) f (n+1)(t)dt =

∫ b

a
[2t− (a+b)] f (n)(t)dt

= (b−a)
[
f (n−1)(b)+ f (n−1)(a)

]
−2
(

f (n−2)(b)− f (n−2)(a)
)

,

using the representation (5.2) and the inequality (5.24) we deduce (5.23). Similarly,

we can prove the other parts. �

Taking n = 2 in the previous theorem we obtain the corollary:

Corollary 5.5 Let f : [a,b] → R be such that f ′′ is absolutely continuous function and
f ′′′ ≥ 0 on [a,b]. Let g be an integrable function such that 0 ≤ g ≤ 1,  =

∫ b
a g(t)dt and let

the functions Gi, i = 1,2 be defined by (5.1) and (5.6).

(i) Then we have∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt + f ′(a)

(∫ b

a
tg(t)dt−a−  2

2

)
+

f ′(b)− f ′(a)
b−a

∫ b

a
(x−a)G1(x)dx = H1

2 ( f ;a,b)
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and the remainder H1
2 ( f ;a,b) satisfies the bound

∣∣H1
2 ( f ;a,b)

∣∣≤ ‖′
1‖
{

f ′(b)+ f ′(a)
2

− f (b)− f (a)
b−a

}
where

′
1(t) = −

∫ t

a
(1−g(x))dx.

(ii) Then we have∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt + f ′(b)

(∫ b

a
tg(t)dt−a−  2

2

)
− f ′(b)− f ′(a)

b−a

∫ b

a
(b− x)G1(x)dx = H2

2 ( f ;a,b)

and the remainder H2
2 ( f ;a,b) satisfies the bound

∣∣H2
2 ( f ;a,b)

∣∣≤ ‖′
1‖
{

f ′(b)+ f ′(a)
2

− f (b)− f (a)
b−a

}
where

′
1(t) =

∫ b

t
g(x)dx.

(iii) Then we have∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt + f ′(a)

(
b −  2

2
−
∫ b

a
tg(t)dt

)
+

f ′(b)− f ′(a)
b−a

∫ b

a
(x−a)G2(x)dxdt = H3

2 ( f ;a,b)

and the remainder H3
2 ( f ;a,b) satisfies the bound

∣∣H3
2 ( f ;a,b)

∣∣≤ ‖′
2‖
{

f ′(b)+ f ′(a)
2

− f (b)− f (a)
b−a

}
where

′
2(t) = −

∫ t

a
g(x)dx.

(iv) Then we have∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt + f ′(b)

(
b −  2

2
−
∫ b

a
tg(t)dt

)
− f ′(b)− f ′(a)

b−a

∫ b

a
(b− x)G2(x)dx = H4

2 ( f ;a,b)
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and the remainder H4
2 ( f ;a,b) satisfies the bound∣∣H4

2 ( f ;a,b)
∣∣≤ ‖′

2‖
{

f ′(b)+ f ′(a)
2

− f (b)− f (a)
b−a

}
where

′
2(t) =

∫ b

t
(1−g(x))dx.

Using identities from Theorems 5.1 and 5.2, the Ostrowski type inequalities are ob-
tained.

Theorem 5.8 Suppose that all assumptions of Theorem 5.1 hold. Assume (p,q) is a pair
of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let f (n) ∈ Lp [a,b] for some
n ≥ 2. Then we have:

(i) ∣∣∣∣∣
∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

∣∣∣∣∣
≤ 1

(n−2)!

∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ b

t
G1(x)(x− t)n−2dx

∥∥∥∥
q

(5.25)

The constant on the right-hand side of (5.25) is sharp for 1 < p ≤  and the best
possible for p = 1.

(ii) ∣∣∣∣∣
∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G1(x)(x−b)idx

∣∣∣∣∣
≤ 1

(n−2)!

∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ t

a
G1(x)(x− t)n−2dx

∥∥∥∥
q
.

(5.26)

The constant on the right-hand side of (5.26) is sharp for 1 < p ≤  and the best
possible for p = 1.

Proof.

(i) Let us denote

C(t) =
1

(n−2)!

∫ b

t
G1(x)(x− t)n−2dx.

Since 0 ≤ g ≤ 1, the function G1 is nonnegative and for every n ≥ 2 we have
C(t) ≥ 0, ∀t ∈ [a,b]. Using the identity (5.2) and applying Hölder’s inequality we
obtain ∣∣∣∣∣

∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt +

n−2


i=0

f (i+1)(a)

i!

∫ b

a
G1(x)(x−a)idx

∣∣∣∣∣
=
∣∣∣∣−∫ b

a
C(t) f (n)(t)dt

∣∣∣∣≤ ∥∥∥ f (n)
∥∥∥

p
‖C(t)‖q .
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For the proof of the sharpness we will find a function f for which the equality in
(5.25) is obtained.
For 1 < p <  take f to be such that

f (n)(t) = sgnC(t) |C(t)| 1
p−1 .

For p =  take f (n)(t) = sgnC(t).
For p = 1 we prove that∣∣∣∣∫ b

a
C(t) f (n)(t)dt

∣∣∣∣≤ max
t∈[a,b]

|C(t)|
(∫ b

a

∣∣∣ f (n)(t)
∣∣∣dt

)
(5.27)

is the best possible inequality. Suppose that |C(t)| attains its maximum at t0 ∈ [a,b]
and we have C(t0) > 0. For  small enough we define f (t) by

f (t) =

⎧⎪⎨⎪⎩
0, a ≤ t ≤ t0,
1
 n!(t − t0)n, t0 ≤ t ≤ t0 + ,
1
n!(t − t0)n−1, t0 +  ≤ t ≤ b.

Then for  small enough∣∣∣∣∫ b

a
C(t) f (n)(t)dt

∣∣∣∣= ∣∣∣∣∫ t0+

t0
C(t)

1

dt

∣∣∣∣= 1


∫ t0+

t0
C(t)dt.

Now from the inequality (5.27) we have

1


∫ t0+

t0
C(t)dt ≤C(t0)

∫ t0+

t0

1

dt =C(t0).

Since,

lim
→0

1


∫ t0+

t0
C(t)dt = C(t0)

the statement follows.

(ii) Here, we denote C(t) = 1
(n−2)!

∫ t
a G1(x)(x− t)n−2dx. Thus we have one more case

when |C(t)| attains its maximum at t0 ∈ [a,b] and C(t0) < 0. In the case C(t0) < 0,
we define f (t) by

f(t) =

⎧⎪⎨⎪⎩
1
n!(t− t0− )n−1, , a ≤ t ≤ t0,

− 1
n!(t − t0− )n, t0 ≤ t ≤ t0 + ,

0, t0 +  ≤ t ≤ b.

The rest of the proof is the same as above.

�
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Theorem 5.9 Suppose that all assumptions of Theorem 5.2 hold. Assume (p,q) is a pair
of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let f (n) ∈ Lp [a,b] for some
n ≥ 2. Then we have:

(i) ∣∣∣∣∣
∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt +

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G2(x)(x−a)idx

∣∣∣∣∣
≤ 1

(n−2)!

∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ b

t
G2(x)(x− t)n−2dx

∥∥∥∥
q
.

(5.28)

The constant on the right-hand side of (5.28) is sharp for 1 < p ≤  and the best
possible for p = 1.

(ii) ∣∣∣∣∣
∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt +

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G2(x)(x−b)idx

∣∣∣∣∣
≤ 1

(n−2)!

∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ t

a
G2(x)(x− t)n−2dx

∥∥∥∥
q
.

(5.29)

The constant on the right-hand side of (5.29) is sharp for 1 < p ≤  and the best possible
for p = 1.

Proof. Similar to the proof of Theorem 5.8. �

Taking n = 2 in the previous theorems we obtain the following corollaries.

Corollary 5.6 Let f : [a,b]→R be such that f ′ is absolutely continuous, let g : [a,b]→R

be an integrable function such that 0 ≤ g ≤ 1, and let  =
∫ b
a g(t)dt. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let f ′′ ∈ Lp[a,b]. Then
we have:

(i) ∣∣∣∣∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt + f ′(a)

(∫ b

a
tg(t)dt−a−  2

2

)∣∣∣∣
≤ ∥∥ f ′′

∥∥
p

(∫ a+

a

∣∣∣∣t ∫ t

a
g(x)dx+

∫ b

t
xg(x)dx−a−  2

2
− (t−a)2

2

∣∣∣∣q dt

+
∫ b

a+

∣∣∣∣∫ b

t
xg(x)dx− t

∫ b

t
g(x)dx

∣∣∣∣q dt

) 1
q

.

(5.30)

The constant on the right-hand side of (5.30) is sharp for 1 < p ≤  and the best
possible for p = 1.
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(ii) ∣∣∣∣∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt + f ′(b)

(∫ b

a
tg(t)dt−a−  2

2

)∣∣∣∣
≤ ∥∥ f ′′

∥∥
p

(∫ a+

a

∣∣∣∣ (t−a)2

2
−
∫ t

a
(t− x)g(x)dx

∣∣∣∣q dt

+
∫ b

a+

∣∣∣∣ 2

2
+ (t−a− )−

∫ t

a
(t− x)g(x)dx

∣∣∣∣q dt

) 1
q

.

(5.31)

The constant on the right-hand side of (5.31) is sharp for 1 < p ≤  and the best
possible for p = 1.

Corollary 5.7 Let f : [a,b]→R be such that f ′ is absolutely continuous, let g : [a,b]→R

be an integrable function such that 0 ≤ g ≤ 1, and let  =
∫ b
a g(t)dt. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let f ′′ ∈ Lp[a,b]. Then
we have:

(i) ∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt + f ′(a)

(
b −  2

2
−
∫ b

a
tg(t)dt

)∣∣∣∣
≤ ∥∥ f ′′

∥∥
p

(∫ b−

a

∣∣∣∣b −  2

2
− t
∫ t

a
g(x)dx−

∫ b

t
xg(x)dx

∣∣∣∣q dt

+
∫ b

b−

∣∣∣∣ (b− t)2

2
−
∫ b

t
(x− t)g(x)dx

∣∣∣∣q dt

) 1
q

.

(5.32)

The constant on the right-hand side of (5.32) is sharp for 1 < p ≤  and the best
possible for p = 1.

(ii) ∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt + f ′(b)

(
b −  2

2
−
∫ b

a
tg(t)dt

)∣∣∣∣
≤ ∥∥ f ′′

∥∥
p

(∫ b−

a

∣∣∣∣∫ t

a
(t− x)g(x)dx

∣∣∣∣q dt

+
∫ b

b−

∣∣∣∣∫ b

a
(b− x)g(x)dx− (b− t)2− 2

2
− (t−b+ )

∣∣∣∣q dt

) 1
q

.

(5.33)

The constant on the right-hand side of (5.33) is sharp for 1 < p ≤  and the best
possible for p = 1.
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5.2 Generalizations via Montgomery’s identitiy

In [3], the authors obtain the following extension of Montgomery identity using Taylor’s
formula:

Theorem 5.10 Let f : I → R be suct that f (n−1) is absolutely continuous for some n≥ 2,
I ⊂ R an open interval, a,b ∈ I, a < b. Then the following identity holds

f (x) =
1

b−a

∫ b

a
f (t)dt−

n−2


i=0

f (i+1) (x)
(b− x)i+2 − (a− x)i+2

(i+2)!(b−a)

+
1

(n−1)!

∫ b

a
Tn (x,s) f (n) (s)ds

(5.34)

where

Tn(x,s) =

{ −1
n(b−a) (a− s)n , a ≤ s ≤ x;
−1

n(b−a) (b− s)n , x < s ≤ b.

Remark 5.1 The last identity holds also for n = 1. In this special case, we assume
that n−2

i=0 · · · is an empty sum. Thus (5.34) reduces to well known Montgomery identity
(e.g. [4])

f (x) =
1

b−a

∫ b

a
f (t)dt +

∫ b

a
T1(x,s) f ′(s)ds

where the Peano kernel is

T1(x,s) =
{ s−a

b−a , a ≤ s ≤ x;
s−b
b−a , x < s ≤ b.

We begin this section with some new identities related to Steffensen’s inequality. Us-
ing these new identities, Steffensen’s inequality for n-convex functions is generalized and
further, some new Ostrowski type inequalities are obtained. Some generalizations of Stef-
fensen’s inequality via weighted Montgomery’s identitiy are given in [5]. Results from this
section are published in [6].

Theorem 5.11 Let f : I → R be suct that f (n−1) is absolutely continuous for some n≥ 2,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function G1

be defined by

G1(x) =

{∫ x
a (1−g(t))p(t)dt, x ∈ [a,a+ ],∫ b
x g(t)p(t)dt, x ∈ [a+ ,b].

(5.35)
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Then ∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
∫ b

a
G1(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2 − (a− x)i+2

(i+2)!(b−a)

)
dx

= − 1
(n−2)!

∫ b

a

(∫ b

a
G1(x)Tn−1(x,s)dx

)
f (n)(s)ds.

(5.36)

Proof. Using identity∫
[a,a+ ]

f (t)d(t)−
∫

[a,b]
f (t)g(t)d(t)

=
∫

[a,a+ ]
f (t)(1−g(t))d(t)−

∫
(a+ ,b]

f (t)g(t)d(t)
(5.37)

for d(t) = p(t)dt and integration by parts we have∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

=
∫ a+

a
[ f (t)− f (a+ )][1−g(t)]p(t)dt+

∫ b

a+
[ f (a+ )− f (t)]g(t)p(t)dt

= −
∫ a+

a

[∫ x

a
(1−g(t))p(t)dt

]
d f (x)−

∫ b

a+

[∫ b

x
g(t)p(t)dt

]
d f (x)

= −
∫ b

a
G1(x)d f (x) = −

∫ b

a
G1(x) f ′(x)dx.

Applying identity (5.34) to f ′ and replacing n with n−1 we have

f ′(x) =
f (b)− f (a)

b−a
−

n−3


i=0

f (i+1) (x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

+
1

(n−2)!

∫ b

a
Tn−1(x,s) f (n)(s)ds.

(5.38)

Now we obtain∫ b

a
G1(x) f ′(x)dx =

∫ b

a
G1(x)

(
f (b)− f (a)

b−a

−
n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx

+
1

(n−2)!

∫ b

a
G1(x)

(∫ b

a
Tn−1(x,s) f (n)(s)ds

)
dx.

(5.39)

After applying Fubini’s theorem on the last term in (5.39) we obtain ( 5.36. �
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Theorem 5.12 Let f : I → R be suct that f (n−1) is absolutely continuous for some n≥ 2,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function G2 be

defined by

G2(x) =

{∫ x
a g(t)p(t)dt, x ∈ [a,b− ],∫ b
x (1−g(t))p(t)dt, x ∈ [b− ,b].

(5.40)

Then ∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
∫ b

a
G2(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx

= − 1
(n−2)!

∫ b

a

(∫ b

a
G2(x)Tn−1(x,s)dx

)
f (n)(s)ds.

(5.41)

Proof. Similarly as in the proof of Theorem 5.11, we use the identity∫
[a,b]

f (t)g(t)d(t)−
∫

(b− ,b]
f (t)d(t)

=
∫

[a,b− ]
f (t)g(t)d(t)−

∫
(b− ,b]

f (t)(1−g(t))d(t).
(5.42)

for d(t) = p(t)dt. �

Further, using the above obtained identites we give generalization of Steffensen’s in-
equality for n-convex functions.

Theorem 5.13 Let f : I → R be suct that f (n−1) is absolutely continuous for some n≥ 2,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function G1

be defined by (5.35). If f is n-convex and∫ b

a
G1(x)Tn−1(x,s)dx ≥ 0, s ∈ [a,b], (5.43)

then ∫ b

a
f (t)g(t)p(t)dt ≥

∫ a+

a
f (t)p(t)dt

+
∫ b

a
G1(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx.

(5.44)

Proof. If the function f is n-convex, without loss of generality we can assume that f
is n-times differentiable and f (n) ≥ 0 see [71, p. 16 and p. 293]. Hence we can apply
Theorem 5.11 to obtain (5.44. �
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Theorem 5.14 Let f : I → R be suct that f (n−1) is absolutely continuous for some n ≥ 2,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function G2 be

defined by (5.40). If f is n-convex and

∫ b

a
G2(x)Tn−1(x,s)dx ≥ 0, s ∈ [a,b], (5.45)

then

∫ b

a
f (t)g(t)p(t)dt ≤

∫ b

b−
f (t)p(t)dt

−
∫ b

a
G2(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx.

(5.46)

Proof. Similar to the proof of Theorem 5.13. �

Remark 5.2 If the integrals in (5.43) and (5.45) are nonpositive, then the reverse in-
equalities in (5.44) and (5.46) hold. Note that, in this case for some odd n ≥ 3, functions
Gi, i = 1,2 are nonnegative so integrals in (5.43) and (5.45) are nonpositive. Hence, in-
equalities (5.44) and (5.46) are reversed.

In sequel we give Ostrowski type inequalities for previous results. The proofs are
analogous to the proof of Theorem 5.8.

Theorem 5.15 Suppose that all assumptions of Theorem 5.11 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p + 1/q = 1 and
f (n) ∈ Lp [a,b] for some n ≥ 2. Then we have

∣∣∣∣∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt

+
∫ b

a
G1(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx

∣∣∣∣∣
≤ 1

(n−2)!

∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ b

a
G1(x)Tn−1(x, ·)dx

∥∥∥∥
q
.

(5.47)

The constant on the right-hand side of (5.47) is sharp for 1 < p ≤ and the best possible
for p = 1.



5.2 GENERALIZATIONS VIA MONTGOMERY’S IDENTITIY 175

Theorem 5.16 Suppose that all assumptions of Theorem 5.12 hold. Assume also (p,q)
is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1. Let f (n) ∈ Lp [a,b]
for some n ≥ 2. Then we have∣∣∣∣∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
∫ b

a
G2(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx

∣∣∣∣∣
≤ 1

(n−2)!

∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ b

a
G2(x)Tn−1(x, ·)dx

∥∥∥∥
q
.

(5.48)

The constant on the right-hand side of (5.48) is sharp for 1 < p ≤  and the best possible
for p = 1.

We conclude this section with some new bounds for the identities, using the Čebyšev
and Grüss type inequalities.

By i(s) we will denote

i(s) =
∫ b

a
Gi(x)Tn−1(x,s)dx, i = 1,2. (5.49)

Using Theorems 1.23 and 1.24 we obtain the following results.

Theorem 5.17 Let f : I → R be suct that f (n) is absolutely continuous for some
n ≥ 2, I ⊂ R an open interval, a,b ∈ I, a < b and (· − a)(b− ·)[ f (n+1)]2 ∈ L1[a,b]. Let
g, p : [a,b] → R be integrable functions such that p is positive and 0 ≤ g ≤ 1. Let∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the functions G1 and 1 be defined by (5.35) and

(5.49). Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
∫ b

a
G1(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2− (a− x)i+2

(i+2)!(b−a)

)
dx

+
f (n−1)(b)− f (n−1)(a)

(b−a)(n−2)!

∫ b

a
1(s)ds = S1

n( f ;a,b),

(5.50)

where the remainder S1
n( f ;a,b) satisfies the estimation

∣∣S1
n( f ;a,b)

∣∣≤ √
b−a√

2(n−2)!
[T (1,1)]

1
2

(∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

) 1
2

. (5.51)

Proof. Similar to the proof of Theorem 5.5. �
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Theorem 5.18 Let f : I → R be suct that f (n) is absolutely continuous for some
n ≥ 2, I ⊂ R an open interval, a,b ∈ I, a < b and (· − a)(b− ·)[ f (n+1)]2 ∈ L1[a,b]. Let
g, p : [a,b] → R be integrable functions such that p is positive and 0 ≤ g ≤ 1. Let∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the functions G2 and 2 be defined by (5.40) and

(5.49). Then∫ b

a
f (t)g(t)p(t)dt −

∫ b

b−
f (t)p(t)dt

+
∫ b

a
G2(x)

(
f (b)− f (a)

b−a
−

n−3


i=0

f (i+2)(x)
(b− x)i+2 − (a− x)i+2

(i+2)!(b−a)

)
dx

+
f (n−1)(b)− f (n−1)(a)

(b−a)(n−2)!

∫ b

a
2(s)ds = S2

n( f ;a,b),

(5.52)

where the remainder S2
n( f ;a,b) satisfies the estimation

∣∣S2
n( f ;a,b)

∣∣≤ √
b−a√

2(n−2)!
[T (2,2)]

1
2

(∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

) 1
2

.

Proof. Similar to the proof of Theorem 5.5. �

Theorem 5.19 Let f : I → R be suct that f (n) is absolutely continuous for some n ≥ 2
and f (n+1) ≥ 0 on [a,b]. Let functions i, i = 1,2 be defined by (5.49).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.50) and the re-

mainder S1
n( f ;a,b) satisfies the bound∣∣S1

n( f ;a,b)
∣∣

≤ b−a
(n−2)!

‖′
1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.52) and the remain-

der S2
n( f ;a,b) satisfies the bound∣∣S2

n( f ;a,b)
∣∣

≤ b−a
(n−2)!

‖′
2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

Proof. Similar to the proof of Theorem 5.7. �
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5.3 Generalizations via some Euler-type identities

Let f : [a,b] → R be such that f (n−1) is continuous function of bounded variation on [a,b]
for some n ≥ 1 and for every x ∈ [a,b] . In the paper [18] the following two identities have
been proved:

f (x) =
1

b−a

∫ b

a
f (t)dt +Tn(x)+R1

n(x) (5.53)

and

f (x) =
1

b−a

∫ b

a
f (t)dt +Tn−1(x)+R2

n(x), (5.54)

where T0(x) = 0, and for 1 ≤ m ≤ n

Tm(x) =
m


k=1

(b−a)k−1

k!
Bk

(
x−a
b−a

)[
f (k−1)(b)− f (k−1)(a)

]
,

R1
n(x) = − (b−a)n−1

n!

∫
[a,b]

B∗
n

(
x− t
b−a

)
d f (n−1)(t),

R2
n(x) = − (b−a)n−1

n!

∫
[a,b]

[
B∗

n

(
x− t
b−a

)
−Bn

(
x−a
b−a

)]
d f (n−1)(t).

Here, Bk(x), k ≥ 0 are the Bernoulli polynomials, Bk, k ≥ 0 are the Bernoulli numbers
and B∗

k(x), k ≥ 0 are periodic functions of period one, related to the Bernoulli polynomials
as

B∗
k(x) = Bk(x), 0 ≤ x < 1

and
B∗

k(x+1) = B∗
k(x), x ∈ R.

Let us recall some properties of the Bernoulli polynomials. The first three Bernoulli
polynomials are

B0(x) = 1, B1(x) = x− 1
2
, B2(x) = x2− x+

1
6
,

and
B′

n(x) = nBn−1(x), n ∈ N.

B∗
0(x) is a constant equal to 1, while B∗

1(x) is a discontinuous function with a jump of
−1 at each integer. For k ≥ 2, B∗

k(x) is a continuous function.
For more details on Bernoulli polynomials and Bernoulli numbers we refer the reader

to [1, 40]. The expresions (5.53) and (5.54) are extensions of the Euler integral formula
(see [40]).
After brief introduction we give, generalizations of Steffensen’s inequality for n-convex
functions using the identities (5.53) and (5.54), which are the main results of this section.
The results in this section are given in [63].
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Theorem 5.20 Let f : [a,b] → R be such that f (n−1) is continuous function of bounded
variation on [a,b] for some n ≥ 2 and let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt and let the function G1 be defined by (5.1).

(a) Then

∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

=
(b−a)n−2

(n−1)!

∫ b

a

(∫ b

a
G1(x)B∗

n−1

(
x− t
b−a

)
dx

)
f (n)(t)dt.

(5.55)

(b) Then

∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

=
(b−a)n−2

(n−1)!

∫ b

a

(∫ b

a
G1(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx

)
f (n)(t)dt.

(5.56)

Proof. (a) Similar to the proof of Theorem 5.1 using the identity (5.53) on the function
f ′.
(b) Similar to the proof of Theorem 5.1 using the identity (5.54) on the function f ′. �

We continue with the results related to the identity given by (1.4).

Theorem 5.21 Let f : [a,b] → R be such that f (n−1) is continuous function of bounded
variation on [a,b] for some n ≥ 2 and let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt and let the function G2 be defined by (5.6).

(a) Then

∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

=
(b−a)n−2

(n−1)!

∫ b

a

(∫ b

a
G2(x)B∗

n−1

(
x− t
b−a

)
dx

)
f (n)(t)dt.

(5.57)
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(b) Then∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

=
(b−a)n−2

(n−1)!

∫ b

a

(∫ b

a
G2(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx

)
f (n)(t)dt.

(5.58)

Proof. (a) Similar to the proof of Theorem 5.1 applying integration by parts on the identity
(1.4) and then using the identity (5.53) on the function f ′. The proof of part (b) is similar
to the first part, we use identity (5.54) on the function f ′. �

Now we give the generalizations of Steffensen’s inequality for n-convex functions.

Theorem 5.22 Let f : [a,b] → R be such that f (n−1) is continuous function of bounded
variation on [a,b] for some n ≥ 2 and let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt and let the function G1 be defined by (5.1).

(i) If f is n-convex and∫ b

a
G1(x)B∗

n−1

(
x− t
b−a

)
dx ≥ 0, t ∈ [a,b], (5.59)

then∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)].

(5.60)

(ii) If f is n-convex and∫ b

a
G1(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx ≥ 0, t ∈ [a,b], (5.61)

then∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)].

(5.62)

Proof. If the function f is n-convex, without loss of generality we can assume that f
is n-times differentiable and f (n) ≥ 0 see [71, p. 16 and p. 293]. Hence. we can apply
Theorem 5.20 to obtain (5.60) and (5.62). �
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Theorem 5.23 Let f : [a,b] → R be such that f (n−1) is continuous function of bounded
variation on [a,b] for some n ≥ 2 and let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt and let the function G2 be defined by (5.6).

(i) If f is n-convex and∫ b

a
G2(x)B∗

n−1

(
x− t
b−a

)
dx ≥ 0, t ∈ [a,b], (5.63)

then∫ b

a
f (t)g(t)dt ≥

∫ b

b−
f (t)dt

−
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)].

(5.64)

(ii) If f is n-convex and∫ b

a
G2(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx ≥ 0, t ∈ [a,b], (5.65)

then∫ b

a
f (t)g(t)dt ≥

∫ b

b−
f (t)dt

−
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)].

(5.66)

Proof. Similar to the proof of Theorem 5.22, applying Theorem 5.21. �

We continue with Ostrowski type inequalities related to the results given in Theo-
rems 5.20 and 5.21.

Theorem 5.24 Suppose that all assumptions of Theorem 5.20 hold. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let
∣∣∣ f (n)

∣∣∣p : [a,b] → R

be an R-integrable function for some n ≥ 2.

(a) Then we have∣∣∣∣∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

∣∣∣∣∣
≤ (b−a)n−2

(n−1)!

∥∥∥ f (n)
∥∥∥

p

(∫ b

a

∣∣∣∣∫ b

a
G1(x)B∗

n−1

(
x− t
b−a

)
dx

∣∣∣∣q dt

) 1
q

.

(5.67)

The constant on the right-hand side of (5.67) is sharp for 1 < p ≤  and the best
possible for p = 1.
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(b) Then we have∣∣∣∣∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

∣∣∣∣∣
≤ (b−a)n−2

(n−1)!

∥∥∥ f (n)
∥∥∥

p

(∫ b

a

∣∣∣∣∫ b

a
G1(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx

∣∣∣∣q dt

) 1
q

.

(5.68)

The constant on the right-hand side of (5.68) is sharp for 1 < p ≤  and the best
possible for p = 1.

Proof. Similar to the proof of the Theorem 5.8 using identities obtained in Theorem 5.20.
�

Theorem 5.25 Suppose that all assumptions of Theorem 5.21 hold. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let
∣∣∣ f (n)

∣∣∣p : [a,b] → R

be an R-integrable function for some n ≥ 2.

(a) Then we have∣∣∣∣∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

∣∣∣∣∣
≤ (b−a)n−2

(n−1)!

∥∥∥ f (n)
∥∥∥

p

(∫ b

a

∣∣∣∣∫ b

a
G2(x)B∗

n−1

(
x− t
b−a

)
dx

∣∣∣∣q dt

) 1
q

.

(5.69)

The constant on the right-hand side of (5.69) is sharp for 1 < p ≤  and the best
possible for p = 1.

(b) ∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

∣∣∣∣∣
≤ (b−a)n−2

(n−1)!

∥∥∥ f (n)
∥∥∥

p

(∫ b

a

∣∣∣∣∫ b

a
G2(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx

∣∣∣∣q dt

) 1
q

.

(5.70)

The constant on the right-hand side of (5.70) is sharp for 1 < p ≤  and the best
possible for p = 1.
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At the end of this section we give some new bounds for integrals on the left hand side
in perturbed versions of identities obtained in Theorems 5.20 and 5.21.

Let us denote

H1(t) =
∫ b

a
G1(x)B∗

n−1

(
x− t
b−a

)
dx. (5.71)

and

1(t) =
∫ b

a
G1(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx. (5.72)

Using Theorems 1.23 and 1.24 the following bounds are obtained.

Theorem 5.26 Let f : [a,b] → R be such that f (n) is absolutely continuous function for
some n ≥ 2 with (· − a)(b− ·)[ f (n+1)]2 ∈ L[a,b] and let g be an integrable function on
[a,b]. Let  =

∫ b
a g(t)dt and let the functions G1, H1 and1 be defined by (5.1), (5.71) and

(5.72), respectively.

(a) Then ∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

− (b−a)n−3[ f (n−1)(b)− f (n−1)(a)]
(n−1)!

∫ b

a
H1(t)dt = S1

n( f ;a,b)

(5.73)

where the remainder S1
n( f ;a,b) satisfies the estimation

∣∣S1
n( f ;a,b)

∣∣≤ (b−a)n− 3
2√

2(n−1)!
[T (H1,H1)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 . (5.74)

(b) Then ∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

− (b−a)n−3[ f (n−1)(b)− f (n−1)(a)]
(n−1)!

∫ b

a
1(t)dt = S2

n( f ;a,b)

(5.75)

where the remainder S2
n( f ;a,b) satisfies the estimation

∣∣S2
n( f ;a,b)

∣∣≤ (b−a)n− 3
2√

2(n−1)!
[T (1,1)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .
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Proof. Similar to the proof od Theorem 5.5.
Applying Theorem 1.23 for f → H1 and h → f (n) we obtain∣∣∣∣ 1

b−a

∫ b

a
H1(t) f (n)(t)dt− 1

b−a

∫ b

a
H1(t)dt · 1

b−a

∫ b

a
f (n)(t)dt

∣∣∣∣
≤ 1√

2
[T (H1,H1)]

1
2

1√
b−a

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

(5.76)

Hence, if we subtract

(b−a)n−1

(n−1)!
· 1
b−a

∫ b

a
H1(t)dt · 1

b−a

∫ b

a
f (n)(t)dt

=
(b−a)n−3

(n−1)!
[ f (n−1)(b)− f (n−1)(a)]

∫ b

a
H1(t)dt

from both side of the identity (5.55) and use the inequality (5.76) we obtain the representa-
tion (5.73). The second statement can be proved in a similar manner using identity (5.56).
�

We continue with the results related to the identities (5.57) and (5.58). Let us denote

H2(t) =
∫ b

a
G2(x)B∗

n−1

(
x− t
b−a

)
dx (5.77)

and

2(t) =
∫ b

a
G2(x)

[
B∗

n−1

(
x− t
b−a

)
−Bn−1

(
x−a
b−a

)]
dx. (5.78)

Theorem 5.27 Let f : [a,b] → R be such that f (n) is absolutely continuous function for
some n≥ 2 with (·−a)(b−·)[ f (n+1)]2 ∈ L[a,b] and let g be an integrable function on [a,b].
Let  =

∫ b
a g(t)dt and let the functions G2, H2 and2 be defined by (5.6), (5.77) and (5.78)

respectively. Then

(i) ∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

− (b−a)n−3[ f (n−1)(b)− f (n−1)(a)]
(n−1)!

∫ b

a
H2(t)dt = S3

n( f ;a,b)

(5.79)

where the remainder S3
n( f ;a,b) satisfies the estimation

∣∣S3
n( f ;a,b)

∣∣≤ (b−a)n− 3
2√

2(n−1)!
[T (H2,H2)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .
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(ii) ∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

− (b−a)n−3[ f (n−1)(b)− f (n−1)(a)]
(n−1)!

∫ b

a
2(t)dt = S4

n( f ;a,b)

(5.80)

where the remainder S4
n( f ;a,b) satisfies the estimation

∣∣S4
n( f ;a,b)

∣∣≤ (b−a)n− 3
2√

2(n−1)!
[T (2,2)]

1
2

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

Proof. Similar to the proof of Theorem 5.26. �

The following Grüss type inequalities also hold.

Theorem 5.28 Let f : [a,b]→ R be such that f (n) (n ≥ 2) is absolutely continuous func-
tion and f (n+1) ≥ 0 on [a,b]. Let H1, H2, 1 and 2 be defined by (5.71), (5.77), (5.72)
and (5.78), respectively. Then we have the representations (5.73) (5.75), (5.79) and (5.80)
where the remainders Si

n( f ;a,b), i = 1,2,3,4 satisfy the bounds

∣∣S1
n( f ;a,b)

∣∣≤ (b−a)n−1

(n−1)!
‖H ′

1‖
{

f (n−1)(b)+ f (n−1)(a)
2

−
[
a,b; f (n−2)

]}
.

∣∣S2
n( f ;a,b)

∣∣≤ (b−a)n−1

(n−1)!
‖′

1‖
{

f (n−1)(b)+ f (n−1)(a)
2

−
[
a,b; f (n−2)

]}
,

∣∣S3
n( f ;a,b)

∣∣≤ (b−a)n−1

(n−1)!
‖H ′

2‖
{

f (n−1)(b)+ f (n−1)(a)
2

−
[
a,b; f (n−2)

]}
and

∣∣S4
n( f ;a,b)

∣∣≤ (b−a)n−1

(n−1)!
‖′

2‖
{

f (n−1)(b)+ f (n−1)(a)
2

−
[
a,b; f (n−2)

]}
.

Proof. Similar to the of Theorem 5.7. �
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5.4 Generalizations via Fink’s identitiy

In the paper [20] A. M. Fink obtained the following identity

1
n

(
f (x)+

n−1


k=1

Fk(x)

)
− 1

b−a

∫ b

a
f (t)dt (5.81)

=
1

n!(b−a)

∫ b

a
(x− t)n−1k(t,x) f (n)(t)dt,

where

Fk(x) =
n− k
k!

f (k−1)(a)(x−a)k − f (k−1)(b)(x−b)k

b−a
,

k(t,x) =
{

t −a, a ≤ t ≤ x ≤ b,
t −b, a ≤ x < t ≤ b.

In the authors [68] give some generalizations of Steffensen’s inequality using an ex-
tension of weighted Montgomery identity via Fink’s identity. In this section we use the
identity given by (5.81) to obtain generalization of Steffensen’s inequality for n-convex
functions using different reasoning from the one used in [68]. These results are given in
[69].

First we obtain some new identities related to Steffensen’s inequality.
Here, by Tk(x) we will denote

Tk(x) =
n−1− k

k!
f (k)(a)(x−a)k− f (k)(b)(x−b)k

b−a
.

Theorem 5.29 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n ≥ 2 and let g, p be integrable functions on [a,b] such that p is positive and 0 ≤ g ≤ 1 on
[a,b]. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function G1 be defined by (5.35) Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G1(x)dx

= − 1
(b−a)(n−2)!

∫ b

a

(∫ b

a
G1(x)(x− t)n−2k(t,x)dx

)
f (n)(t)dt.

(5.82)

Proof. Similar to the proof of Theorem 5.11 using identity (5.37) for d(t) = p(t)dt. �

Theorem 5.30 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n ≥ 2 and let g, p be integrable functions on [a,b] such that p is positive and 0 ≤ g ≤ 1 on
[a,b]. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function G2 be defined by (5.40) Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G2(x)dx

= − 1
(b−a)(n−2)!

∫ b

a

(∫ b

a
G2(x)(x− t)n−2k(t,x)dx

)
f (n)(t)dt.

(5.83)
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Proof. Similar to the proof of Theorem 5.11 using identity (5.42) for d(t) = p(t)dt. �

Using above theorems we obtain the following generalizations of Steffensen’s inequal-
ity for n-convex functions.

Theorem 5.31 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n ≥ 2 and let g, p be integrable functions on [a,b] such that p is positive and 0 ≤ g ≤ 1 on
[a,b]. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function G1 be defined by (5.35). If f is

n-convex and ∫ b

a
G1(x)(x− t)n−2k(t,x)dx ≤ 0, t ∈ [a,b], (5.84)

then ∫ b

a
f (t)g(t)p(t)dt ≤

∫ a+

a
f (t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G1(x)dx. (5.85)

Proof. If the function f is n-convex, without loss of generality we can assume that
f is n-times differentiable and f (n) ≥ 0 see [71, p. 16 and p. 293]. Now we can apply
Theorem 5.29 to obtain (5.85). �

Theorem 5.32 Let f : [a,b] → R be such that f (n−1) is absolutely continuous for some
n ≥ 2 and let g, p be integrable functions on [a,b] such that u is positive and 0 ≤ g ≤ 1 on
[a,b]. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function G2 be defined by (5.40).

If f is n-convex and∫ b

a
G2(x)(x− t)n−2k(t,x)dx ≤ 0, t ∈ [a,b], (5.86)

then ∫ b

a
f (t)g(t)p(t)dt ≥

∫ b

b−
f (t)p(t)dt +

n−2


k=0

∫ b

a
Tk(x)G2(x)dx. (5.87)

Proof. Similar to the proof of Theorem 5.31. �

Taking p ≡ 1 and n = 2 in Theorems 5.31 and 5.32 we obtain following corollary.

Corollary 5.8 Let f : [a,b] → R be such that f ′ is absolutely continuous. Let g be an
integrable function on [a,b] with 0 ≤ g ≤ 1 and let  =

∫ b
a g(t)dt.

(i) If f is convex and

t(b−a)
∫ t

a
g(x)dx+(t−b)

∫ t

a
xg(x)dx+(t−a)

∫ b

t
xg(x)dx

≤ (t −a)
(
 2

2
+a

)
+

(b−a)(t−a)2

2
, t ∈ [a,a+ ],

−t(b−a)
∫ b

t
g(x)dx+(t−b)

∫ t

a
xg(x)dx+(t−a)

∫ b

t
xg(x)dx

≤ (t −b)
(
 2

2
+a

)
, t ∈ [a+ ,b],

then∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt − (n−1)

f (a)− f (b)
b−a

(∫ b

a
tg(t)dt−a−  2

2

)
.
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(ii) If f is convex and

−t(b−a)
∫ t

a
g(x)dx+(b− t)

∫ t

a
xg(x)dx+(a− t)

∫ b

t
xg(x)dx

≤ (t−a)
(
 2

2
−b

)
, t ∈ [a,b− ],

t(b−a)
∫ b

t
g(x)dx+(b− t)

∫ t

a
xg(x)dx+(a− t)

∫ b

t
xg(x)dx

≤ (t −b)
(
 2

2
−b

)
− (b−a)(t−b)2

2
, t ∈ [b− ,b],

then∫ b

a
f (t)g(t)dt ≥

∫ b

b−
f (t)dt +(n−1)

f (a)− f (b)
b−a

(
b −  2

2
−
∫ b

a
tg(t)dt

)
.

Now we give the Ostrowski type inequalities for previous results.

Theorem 5.33 Suppose that all assumptions of Theorem 5.29 hold. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let
∣∣∣ f (n)

∣∣∣p : [a,b] → R

be an R-integrable function for some n ≥ 2. Then we have∣∣∣∣∣
∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G1(x)dx

∣∣∣∣∣
≤ 1

(b−a)(n−2)!

∥∥∥ f (n)
∥∥∥

p

(∫ b

a

∣∣∣∣∫ b

a
G1(x)(x− t)n−2k(t,x)dx

∣∣∣∣q dt

) 1
q

.

(5.88)

The constant on the right-hand side of (5.88) is sharp for 1 < p ≤  and the best possible
for p = 1.

Proof. Let’s denote

C(t) =
−1

(b−a)(n−2)!

∫ b

a
G1(x)(x− t)n−2k(t,x)dx.

By taking the modulus on (5.82) and applying Hölder’s inequality we obtain∣∣∣∣∣
∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G1(x)dx

∣∣∣∣∣
=
∣∣∣∣∫ b

a
C(t) f (n)(t)dt

∣∣∣∣≤ ∥∥∥ f (n)
∥∥∥

p

(∫ b

a
|C(t)|q dt

) 1
q

.

The proof of the sharpness of the constant
(∫ b

a |C(t)|q dt
) 1

q
is similar to the proof of the

sharpness in Theorem 5.8. �
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Theorem 5.34 Suppose that all assumptions of Theorem 5.30 hold. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let
∣∣∣ f (n)

∣∣∣p : [a,b] → R

be an R-integrable function for some n ≥ 2. Then we have∣∣∣∣∣
∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G2(x)dx

∣∣∣∣∣
≤ 1

(b−a)(n−2)!

∥∥∥ f (n)
∥∥∥

p

(∫ b

a

∣∣∣∣∫ b

a
G2(x)(x− t)n−2k(t,x)dx

∣∣∣∣q dt

) 1
q

.

(5.89)

The constant on the right-hand side of (5.89) is sharp for 1 < p ≤ and the best possible
for p = 1.

Proof. Similar to the proof of Theorem 5.33. �

In the sequel we provide some new bounds for the integrals on the left hand side in the
perturbed version of identities (5.82) and (5.83).

We use the following notation:

i(t) =
∫ b

a
Gi(x)(x− t)n−2k(t,x)dx, i = 1,2. (5.90)

Theorem 5.35 Let f : [a,b] → R be such that f (n) is absolutely continuous function for
some n≥ 2 with (·−a)(b−·)[ f (n+1)]2 ∈ L[a,b] and let g, p be integrable functions on [a,b]
such that p is positive and 0 ≤ g ≤ 1 on [a,b]. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the

functions G1 and 1 be defined by (5.35) and (5.90). Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt −

n−2


k=0

∫ b

a
Tk(x)G1(x)dx

+
f (n−1)(b)− f (n−1)(a)

(b−a)2(n−2)!

∫ b

a
1(t)dt = S1

p,n( f ;a,b),

(5.91)

where the remainder S1
p,n( f ;a,b) satisfies the estimation

∣∣S1
p,n( f ;a,b)

∣∣≤ 1√
2(n−2)!

[T (1,1)]
1
2

1√
b−a

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

Proof. Similar to the proof of Theorem 5.5. �

Theorem 5.36 Let f : [a,b] → R be such that f (n) is absolutely continuous function for
some n≥ 2 with (·−a)(b−·)[ f (n+1)]2 ∈ L[a,b] and let g, p be integrable functions on [a,b]
such that p is positive and 0 ≤ g ≤ 1 on [a,b]. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the

functions G2 and 2 be defined by (5.40) and (5.90). Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt −

n−2


k=0

∫ b

a
Tk(x)G2(x)dx

+
f (n−1)(b)− f (n−1)(a)

(b−a)2(n−2)!

∫ b

a
2(t)dt = S2

p,n( f ;a,b),

(5.92)
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where the remainder S2
p,n( f ;a,b) satisfies the estimation

∣∣S2
p,n( f ;a,b)

∣∣≤ 1√
2(n−2)!

[T (2,2)]
1
2

1√
b−a

∣∣∣∣∫ b

a
(t−a)(b− t)[ f (n+1)(t)]2dt

∣∣∣∣ 12 .

Proof. Similar to the proof of Theorem 5.5. �

The following Grüss type inequalities hold.

Theorem 5.37 Let f : [a,b]→ R be such that f (n) (n ≥ 2) is absolutely continuous func-
tion and f (n+1) ≥ 0 on [a,b]. Let the functions i, i = 1,2 be defined by (5.90).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt.

Then we have the representation (5.91) and the remainder S1
p,n( f ;a,b) satisfies the

bound∣∣S1
p,n( f ;a,b)

∣∣≤ 1
(n−2)!

‖′
1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt.

Then we have the representation (5.92) and the remainder S2
p,n( f ;a,b) satisfies the

bound∣∣S2
p,n( f ;a,b)

∣∣≤ 1
(n−2)!

‖′
2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

Proof. Similar to the proof of Theorem 5.7. �

Corollary 5.9 Let f : [a,b] → R be such that f ′′ is absolutely continuous function and
f ′′′ ≥ 0 on [a,b]. Let  =

∫ b
a g(t)dt.

(i) Then we have∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt− (n−1)

f (a)− f (b)
b−a

(∫ b

a
xg(x)dx−  2

2
−a

)
+

f ′(b)− f ′(a)
(b−a)2

∫ b

a
1(t)dt = S1

1,2( f ;a,b)

and the remainder S1
1,2( f ;a,b) satisfies the bound∣∣S1

1,2( f ;a,b)
∣∣≤ ‖′

1‖
{

f ′(b)+ f ′(a)
2

− f (b)− f (a)
b−a

}
where

′
1(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∫ b
a xg(x)dx+(b−a)

∫ t
a g(x)dx

−(t−a)(b−a)−  2

2 −a, t ∈ [a,a+ ];

∫ b
a xg(x)dx− (b−a)

∫ b
t g(x)dx−  2

2 −a, t ∈ [a+ ,b].
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(ii) Then we have∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt− (n−1)

f (a)− f (b)
b−a

(
b −  2

2
−
∫ b

a
xg(x)dx

)
+

f ′(b)− f ′(a)
(b−a)2

∫ b

a
2(t)dt = S2

1,2( f ;a,b)

and the remainder S2
1,2( f ;a,b) satisfies the bound

∣∣S2
1,2( f ;a,b)

∣∣≤ ‖′
2‖
{

f ′(b)+ f ′(a)
2

− f (b)− f (a)
b−a

}
where

′
2(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
b −  2

2 − ∫ b
a xg(x)dx− (b−a)

∫ t
a g(x)dx t ∈ [a,b− ];

b −  2

2 − (b−a)(b− t)− ∫b
a xg(x)dx

+(b−a)
∫ b
t g(x)dx, t ∈ [b− ,b].

Proof. Apply Theorem 5.37 with p ≡ 1 and n = 2. �

5.5 Generalizations via Lidstone polynomial

In this section we give new generalizations of Steffensen’s inequality via Lidstone polyno-
mials. Results given in this section were obtained by Pečarić, Perušić Pribanić and Vukelić
in [70]. In [65], using different approach and ideas, the authors introduced and proved
some generalizations of Steffensen’s inequality via Lidstone polynomials.

First we give the proofs of identities related to generalization of Steffensen’s ineguality
using Lidstone’s interpolating polynomial.

Theorem 5.38 Let f : I →R be such that f (2n−1) is absolutely continuous for some n≥ 1,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function G1

be defined by (5.35). Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G1(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

= −(b−a)2n−1
∫ b

a

(∫ b

a
G1(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx

)
f (2n)(s)ds.

(5.93)
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Proof. Using identity (5.37) for d(t) = p(t)dt and integration by parts we have∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt = −

∫ b

a
G1(x) f ′(x)dx.

By Lemma 1.2 every function f ∈C(2n)([a,b]) can be represented as

f (x) =
n−1


k=0

(b−a)2k
[

f (2k)(a)k

(
b− x
b−a

)
+ f (2k)(b)k

(
x−a
b−a

)]
+(b−a)2n−1

∫ b

a
Gn

(
x−a
b−a

,
s−a
b−a

)
f (2n)(s)ds.

(5.94)

Its derivative is

f ′(x) =
n−1


k=0

(b−a)2k−1
[

f (2k) (b)
′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
+(b−a)2n−1

∫ b

a

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
f (2n)(s)ds

(5.95)

where

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−

n−1


k=0

′
k

(
x−a
b−a

)
(b− s)2n−2k−1

(b−a)2n−2k (2n−2k−1)!
, x < s,

n−1


k=0

′
k

(
b− x
b−a

)
(s−a)2n−2k−1

(b−a)2n−2k (2n−2k−1)!
, s ≤ x.

Now we have∫ b

a
G1(x) f ′(x)dx

=
n−1


k=0

(b−a)2k−1
∫ b

a
G1(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

+(b−a)2n−1
∫ b

a
G1(x)

(∫ b

a

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
f (2n)(s)ds

)
dx.

(5.96)

After applying Fubini’s theorem on the last term in (5.96) we obtain (5.93). �

Theorem 5.39 Let f : I →R be such that f (2n−1) is absolutely continuous for some n≥ 1,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function G2 be

defined by (5.40). Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G2(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

= −(b−a)2n−1
∫ b

a

(∫ b

a
G2(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx

)
f (2n)(s)ds

(5.97)



192 5 WEIGHTED STEFFENSEN INEQUALITY FOR n-CONVEX FUNCTIONS

Proof. Similar to the proof of Theorem 5.38 using identity (5.42). �

Theorem 5.40 Let f : I → R be such that f (2n) is absolutely continuous for some n ≥ 1,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function G1

be defined by (5.35). Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G1(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

= −(b−a)2n−1
∫ b

a

(∫ b

a
G1(x)Gn

(
x−a
b−a

,
s−a
b−a

)
dx

)
f (2n+1)(s)ds.

(5.98)

Proof. Similar to the proof of Theorem 5.38 using the identity (5.94) on the function f ′.
�

Theorem 5.41 Let f : I → R be such that f (2n) is absolutely continuous for some n ≥ 1,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function G2 be

defined by (5.40). Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G2(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

= −(b−a)2n−1
∫ b

a

(∫ b

a
G2(x)Gn

(
x−a
b−a

,
s−a
b−a

)
dx

)
f (2n+1)(s)ds.

(5.99)

Proof. Similar to the proof of Theorem 5.39 using (5.94) on the function f ′. �

Now we give generalizations of Steffensen’s inequality for (2n)-convex and
(2n+1)-convex functions.

Theorem 5.42 Let f : I →R be such that f (2n−1) is absolutely continuous for some n≥ 1,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let the functions G1,G2 be defined by (5.35) and (5.40)
respectively.

(i) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. If f is (2n)-convex function and∫ b

a
G1(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx ≥ 0 (5.100)
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then∫ b

a
f (t)g(t)p(t)dt ≥

∫ a+

a
f (t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G1(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx.

(5.101)
(ii) Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. If f is (2n)-convex function and∫ b

a
G2(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx ≥ 0 (5.102)

then∫ b

a
f (t)g(t)p(t)dt ≤

∫ b

b−
f (t)p(t)dt

−
n−1


k=0

(b−a)2k−1
∫ b

a
G2(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx.

(5.103)

The reversed inequalities in (5.100) and (5.102) implies the reversed inequalities in (5.101)
and (5.103) respectively.

Proof. If the function f is (2n)-convex, without loss of generality we can assume that
f is 2n−times differentiable and f (2n) ≥ 0 see [71, p. 16 and p. 293]. Now we can apply
Theorem 5.38 and Theorem 5.39 to obtain (5.101) and (5.103) respectively. �

Theorem 5.43 Let f : I → R be such that f (2n) is absolutely continuous for some n > 1,
I ⊂ R an open interval, a,b ∈ I, a < b. Let g, p : [a,b] → R be integrable functions such
that p is positive and 0 ≤ g ≤ 1. Let the functions G1,G2 be defined by (5.35) and (5.40)
respectively.

(i) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. If n is even, then for (2n+1)-convex function f we

have∫ b

a
f (t)g(t)p(t)dt ≥

∫ a+

a
f (t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G1(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

(5.104)

(ii) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. If n is even, then for (2n + 1)−convex function f

we have∫ b

a
f (t)g(t)p(t)dt ≤

∫ b

b−
f (t)p(t)dt

−
n−1


k=0

(b−a)2k
∫ b

a
G2(x)

[
f (2k+1) (a)k

(
b−x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx.

(5.105)

If n is odd, then the reversed inequalities in (5.104) and (5.105) hold.
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Proof. Since 0 ≤ g ≤ 1 from definition of Gi, i = 1,2 it follows that functions Gi, i = 1,2

are nonnegative. Since n is even from (1.43), it follows that Gn

(
x−a
b−a

,
x−a
b−a

)
≥ 0. Also,

if the function f is (2n+ 1)-convex, without loss of generality we can assume that f is
(2n + 1)−times differentiable and f (2n+1) ≥ 0 see [71, p. 16 and p. 293]. Now we can
apply Theorem 5.40 and Theorem 5.41 to obtain (5.104) and (5.105) respectively. �

As in the previous sections, we give the Ostrowski type inequalities related to general-
izations of Steffensen’s inequality. Using the same approch as in Theorem 5.8 it is easy to
see that the following theorem holds.

Theorem 5.44 Suppose that all assumptions of Theorem 5.38 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p + 1/q = 1 and
f (2n) ∈ Lp [a,b]. Then we have∣∣∣∣∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G1(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

∣∣∣∣∣
≤ (b−a)2n−1

∥∥∥ f (2n)
∥∥∥

p

∥∥∥∥∫ b

a
G1(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx

∥∥∥∥
q
.

(5.106)

The constant on the right-hand side of (5.106) is sharp for 1 < p≤ and the best possible
for p = 1.

Theorem 5.45 Suppose that all assumptions of Theorem 5.39 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p + 1/q = 1 and
f (2n) ∈ Lp [a,b]. Then we have∣∣∣∣∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G2(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

∣∣∣∣∣
≤ (b−a)2n−1

∥∥∥ f (2n)
∥∥∥

p

∥∥∥∥∫ b

a
G2(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx

∥∥∥∥
q
.

(5.107)

The constant on the right-hand side of (5.107) is sharp for 1 < p≤ and the best possible
for p = 1.

Theorem 5.46 Suppose that all assumptions of Theorem 5.40 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p + 1/q = 1 and
f (2n+1) ∈ Lp [a,b]. Then we have
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a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G1(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

∣∣∣∣∣
≤ (b−a)2n−1

∥∥∥ f (2n+1)
∥∥∥

p

∥∥∥∥∫ b

a
G1(x)Gn

(
x−a
b−a

,
s−a
b−a

)
dx

∥∥∥∥
q
.

(5.108)

The constant on the right-hand side of (5.108) is sharp for 1 < p≤ and the best possible
for p = 1.

Theorem 5.47 Suppose that all assumptions of Theorem 5.41 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p + 1/q = 1 and f (2n+1)

∈ Lp [a,b]. Then we have∣∣∣∣∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G2(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

∣∣∣∣∣
≤ (b−a)2n−1

∥∥∥ f (2n+1)
∥∥∥

p

∥∥∥∥∫ b

a
G2(x)Gn

(
x−a
b−a

,
s−a
b−a

)
dx

∥∥∥∥
q
.

(5.109)

The constant on the right-hand side of (5.109) is sharp for 1 < p≤ and the best possible
for p = 1.

In this section by i(s) and i(s) we will denote

i(s) =
∫ b

a
Gi(x)

dGn

dx

(
x−a
b−a

,
s−a
b−a

)
dx, i = 1,2 (5.110)

and

i(s) =
∫ b

a
Gi(x)Gn

(
x−a
b−a

,
s−a
b−a

)
dx, i = 1,2. (5.111)

Similarly as in previous sections, using Theorems 1.23 and 1.24 it is easy to see that
the following theorems hold.

Theorem 5.48 Let f : [a,b]→ R be such that f ∈C2n([a,b]) and (·−a)(b−·)[ f (2n+1)]2

∈ L1[a,b]. Let g, p : [a,b]→R be integrable functions such that p is positive and 0≤ g≤ 1.
Let the functions G1, G2 and i be defined by (5.35),(5.40) and (5.110), respectively.
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(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G1(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

+(b−a)2n−2
(

f (2n−1)(b)− f (2n−1)(a)
)∫ b

a
1(s)ds = S1

n( f ;a,b),

(5.112)

where the remainder S1
n( f ;a,b) satisfies the estimation∣∣S1

n( f ;a,b)
∣∣≤ (b−a)2n

√
2

[T (1,1)]
1
2 × 1√

b−a

(∫ b

a
(s−a)(b−s)[ f (2n+1)(s)]2ds

) 1
2

.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then∫ b

a
f (t)g(t)p(t)dt −

∫ b

b−
f (t)p(t)dt

+
n−1


k=0

(b−a)2k−1
∫ b

a
G2(x)

[
f (2k) (b)

′
k

(
x−a
b−a

)
− f (2k) (a)

′
k

(
b− x
b−a

)]
dx

+(b−a)2n−2
(

f (2n−1)(b)− f (2n−1)(a)
)∫ b

a
2(s)ds = S2

n( f ;a,b),

(5.113)

where the remainder S2
n( f ;a,b) satisfies the estimation∣∣S2

n( f ;a,b)
∣∣≤ (b−a)2n

√
2

[T (2,2)]
1
2 × 1√

b−a

(∫ b

a
(s−a)(b−s)[ f (2n+1)(s)]2ds

) 1
2

.

Theorem 5.49 Let f : [a,b]→R be such that f ∈C2n+1([a,b]) and (·−a)(b−·)[ f (2n+2)]2

∈ L1[a,b]. Let g, p : [a,b]→R be integrable functions such that p is positive and 0≤ g≤ 1.
Let the functions G1, G2 and i be defined by (5.35), (5.40) and (5.111).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G1(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

+(b−a)2n−2
(

f (2n)(b)− f (2n)(a)
)∫ b

a
1(s)ds = S3

n( f ;a,b),

(5.114)

where the remainder S3
n( f ;a,b) satisfies the estimation∣∣S3

n( f ;a,b)
∣∣≤ (b−a)2n

√
2

[T (1,1)]
1
2 × 1√

b−a

(∫ b

a
(s−a)(b−s)[ f (2n+2)(s)]2ds

) 1
2

.
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(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt

+
n−1


k=0

(b−a)2k
∫ b

a
G2(x)

[
f (2k+1) (a)k

(
b− x
b−a

)
+ f (2k+1) (b)k

(
x−a
b−a

)]
dx

+(b−a)2n−2
(

f (2n)(b)− f (2n)(a)
)∫ b

a
2(s)ds = S4

n( f ;a,b),

(5.115)

where the remainder S4
n( f ;a,b) satisfies the estimation

∣∣S4
n( f ;a,b)

∣∣≤ (b−a)2n
√

2
[T (2,2)]

1
2 × 1√

b−a

(∫ b

a
(s−a)(b−s)[ f (2n+2)(s)]2ds

) 1
2

.

Theorem 5.50 Let f : [a,b] → R be such that f ∈ C2n([a,b]) and f (2n+1) ≥ 0 on [a,b].
Let functions i, i = 1,2 be defined by (5.110).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.112) and the re-

mainder S1
n( f ;a,b) satisfies the bound∣∣S1

n( f ;a,b)
∣∣≤ (b−a)2n‖′

1‖
{

f (2n−1)(b)+ f (2n−1)(a)
2

−
[
a,b; f (2n−2)

]}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.113) and the re-

mainder S2
n( f ;a,b) satisfies the bound∣∣S2

n( f ;a,b)
∣∣≤ (b−a)2n‖′

2‖
{

f (2n−1)(b)+ f (2n−1)(a)
2

−
[
a,b; f (2n−2)

]}
.

Theorem 5.51 Let f : [a,b]→ R be such that f ∈C2n+1([a,b]) and f (2n+2) ≥ 0 on [a,b].
Let functions i, i = 1,2 be defined by (5.111).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.114) and the re-

mainder S3
n( f ;a,b) satisfies the bound∣∣S3

n( f ;a,b)
∣∣≤ (b−a)2n‖′

1‖
{

f (2n)(b)+ f (2n)(a)
2

−
[
a,b; f (2n−1)

]}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.115) and the re-

mainder S4
n( f ;a,b) satisfies the bound∣∣S4

n( f ;a,b)
∣∣≤ (b−a)2n‖′

2‖
{

f (2n)(b)+ f (2n)(a)
2

−
[
a,b; f (2n−1)

]}
.
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5.6 Generalizations via Hermite polynomial

We begin this section with representations of Steffensen’s inequality that are obtained by
using Hermite interpolating polynomials. Results given in this section were shown in
[66]. For further reading on some different generalizations of Steffensen’s inequality using
Hermite expansions with integral remainder we refer the reader to [33].

Theorem 5.52 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points and
f ∈Cn [a,b]. Let g, p : [a,b] → R be integrable functions such that p is positive, 0 ≤ g ≤ 1
and

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Let the function G1 be defined by (5.35). Then

∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G1(x)Hi j(x)dx

= −
∫ b

a

(∫ b

a
G1(x)GH,n−1(x,s)dx

)
f (n)(s)ds

(5.116)

where Hi j are defined on [a,b] by (1.46) and GH,n−1 is Green’s function defined by (1.48).

Proof. Similar to the proof of Theorem 5.11 using identity (1.45) on the function f
′
. �

Theorem 5.53 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points and
f ∈Cn [a,b]. Let g, p : [a,b] → R be integrable functions such that p is positive, 0 ≤ g ≤ 1
and

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Let the function G2 be defined by (5.40). Then

∫ b

a
f (t)g(t)p(t)dt −

∫ b

b−
f (t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G2(x)Hi j(x)dx

= −
∫ b

a

(∫ b

a
G2(x)GH,n−1(x,s)dx

)
f (n)(s)ds

(5.117)

where Hi j are defined on [a,b] by (1.46) and GH,n−1 is Green’s function defined by (1.48).

Proof. Similar to the proof of the previous theorem using identity (5.42). �

In the following theorems we give generalizations of Steffensen’s inequality for
n-convex functions.

Theorem 5.54 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points and
f ∈Cn [a,b]. Let g, p : [a,b] → R be integrable functions such that p is positive, 0 ≤ g ≤ 1
and

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Let the function G1 be defined by (5.35). If f is n-convex

and ∫ b

a
G1(x)GH,n−1(x,s)dx ≥ 0, s ∈ [a,b], (5.118)
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then∫ b

a
f (t)g(t)p(t)dt ≥

∫ a+

a
f (t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G1(x)Hi j(x)dx, (5.119)

where Hi j are defined on [a,b] by (1.46) and GH,n−1 is Green’s function defined by (1.48).
If the reverse inequality in (5.118) holds, then the reverse inequality in (5.119) holds.

Proof. If the function f is n-convex, without loss of generality we can assume that f
is n-times differentiable and f (n) ≥ 0 see [71, p. 16 and p. 293]. Hence we can apply
Theorem 5.52 to obtain (5.119). �

Theorem 5.55 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points and
f ∈Cn [a,b]. Let g, p : [a,b] → R be integrable functions such that p is positive, 0 ≤ g ≤ 1
and

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Let the function G2 be defined by (5.40). If f is n-convex

and ∫ b

a
G2(x)GH,n−1(x,s)dx ≥ 0, s ∈ [a,b], (5.120)

then∫ b

a
f (t)g(t)p(t)dt ≤

∫ b

b−
f (t)p(t)dt −

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G2(x)Hi j(x)dx, (5.121)

where Hi j are defined on [a,b] by (1.46) and GH,n−1 is Green’s function defined by (1.48).
If the reverse inequality in (5.120) holds, then the reverse inequality in (5.121) holds.

Proof. Analogous to the proof of Theorem 5.54. �

Remark 5.3 Note that functions Gi, i = 1,2 defined by (5.35) and (5.40) are nonnegative.
If all k1, . . . ,kr are odd then (x) = r

j=1(x− a j)k j+1 ≥ 0 and according to (i)-part of
Lemma 1.4 GH,n (x,s) ≥ 0. Therefore, in Theorems 5.54 and 5.55 it is enough to assume
that the function f is n-convex. For the case when only one k j is even and others are odd
we have (x) =r

j=1(x−a j)k j+1 ≤ 0 and by Lemma 1.4, GH,n (x,s)≤ 0. Hence, integrals
in (5.118) and (5.120) are nonpositive and the reverse inequalities in (5.119) and (5.121)
hold.

By using (m,n−m) type conditions we obtain following representations of Steffensen’s
inequality.

Corollary 5.10 Let−< a < b < be given points and f ∈Cn [a,b]. Let g, p : [a,b]→R

be integrable functions such that p is positive, 0 ≤ g ≤ 1 and
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt.

Let the function G1 be defined by (5.35) and i, i be defined by (1.49) and (1.50), respec-
tively. Then∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G1(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G1(x)i(x)dx = −

∫ b

a

(∫ b

a
G1(x)Gm,n−1(x,s)dx

)
f (n)(s)ds,

where Gm,n−1 is Green’s function defined by (1.51).
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Corollary 5.11 Let−< a < b < be given points and f ∈Cn [a,b]. Let g, p : [a,b]→R

be integrable functions such that p is positive, 0 ≤ g ≤ 1 and
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt.

Let the function G2 be defined by (5.40) and i, i be defined by (1.49) and (1.50), respec-
tively. Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G2(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G2(x)i(x)dx = −

∫ b

a

(∫ b

a
G2(x)Gm,n−1(x,s)dx

)
f (n)(s)ds,

where Gm,n−1 is Green’s function defined by (1.51).

Further, using (m,n−m) type conditions the following generalizations of Steffensen’s
inequality are obtained.

Corollary 5.12 Let−< a < b < be given points and f ∈Cn [a,b]. Let g, p : [a,b]→R

be integrable functions such that p is positive, 0 ≤ g ≤ 1 and
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt.

Let the function G1 be defined by (5.35) and i, i be defined by (1.49) and (1.50), respec-
tively. If f is n-convex and∫ b

a
G1(x)Gm,n−1(x,s)dx ≥ 0, s ∈ [a,b],

then ∫ b

a
f (t)g(t)p(t)dt ≥

∫ a+

a
f (t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G1(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G1(x)i(x)dx,

where Gm,n−1 is Green’s function defined by (1.51).

Corollary 5.13 Let−< a < b < be given points and f ∈Cn [a,b]. Let g, p : [a,b]→R

be integrable functions such that p is positive, 0 ≤ g ≤ 1 and
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt.

Let the function G2 be defined by (5.40) and i, i be defined by (1.49) and (1.50), respec-
tively. If f is n-convex and∫ b

a
G2(x)Gm,n−1(x,s)dx ≥ 0, s ∈ [a,b],

then ∫ b

a
f (t)g(t)p(t)dt ≤

∫ b

b−
f (t)p(t)dt −

m−1


i=0

f (i+1)(a)
∫ b

a
G2(x)i(x)dx

−
n−m−2


i=0

f (i+1)(b)
∫ b

a
G2(x)i(x)dx,

where Gm,n−1 is Green’s function defined by (1.51).
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The Ostrowski-type inequalities related to previously obtained generalizations are given.

Theorem 5.56 Suppose that all assumptions of Theorem 5.52 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1 and f (n) ∈
Lp [a,b] for some n ≥ 2. Then we have∣∣∣∣∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G1(x)Hi j(x)dx

∣∣∣∣∣
≤
∥∥∥ f (n)

∥∥∥
p

∥∥∥∥∫ b

a
G1(x)GH,n−1(x, ·)dx

∥∥∥∥
q
.

(5.122)

The constant on the right-hand side of (5.122) is sharp for 1 < p≤ and the best possible
for p = 1.

Proof. Similar to the proof of the Theorem 5.8. �

Theorem 5.57 Suppose that all assumptions of Theorem 5.53 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1. Let f (n) ∈
Lp [a,b] for some n ≥ 2. Then we have∣∣∣∣∫ b

a
f (t)g(t)p(t)dt −

∫ b

b−
f (t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G2(x)Hi j(x)dx

∣∣∣∣∣
≤
∥∥∥ f (n)

∥∥∥
p

∥∥∥∥∫ b

a
G2(x)GH,n−1(x, ·)dx

∥∥∥∥
q
.

(5.123)

The constant on the right-hand side of (5.123) is sharp for 1 < p≤ and the best possible
for p = 1.

Proof. Similar to the proof of Theorem 5.8. �

By using (m,n−m) type conditions we obtain the following results.

Corollary 5.14 Suppose that all assumptions of Corollary 5.10 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1 and f (n) ∈
Lp [a,b] for some n ≥ 2. Then we have∣∣∣∣∣

∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G1(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G1(x)i(x)dx

∣∣∣∣∣≤ ∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ b

a
G1(x)Gm,n−1(x, ·)dx

∥∥∥∥
q
.

(5.124)

The constant on the right-hand side of (5.124) is sharp for 1 < p ≤  and the best
possible for p = 1.
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Corollary 5.15 Suppose that all assumptions of Corollary 5.11 hold. Assume also that
(p,q) is a pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1 and f (n) ∈
Lp [a,b] for some n ≥ 2. Then we have∣∣∣∣∣

∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G2(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G2(x)i(x)dx

∣∣∣∣∣≤ ∥∥∥ f (n)
∥∥∥

p

∥∥∥∥∫ b

a
G2(x)Gm,n−1(x, ·)dx

∥∥∥∥
q
.

(5.125)

The constant on the right-hand side of (5.125) is sharp for 1 < p ≤  and the best
possible for p = 1.

In the sequel, similarly as in previous sections, we give some new bounds for integrals
on the left hand side in the perturbed versions of representations obtained in Theorems 5.52
and 5.53.

Let us denote

i(s) =
∫ b

a
Gi(x)GH,n−1(x,s)dx, i = 1,2 (5.126)

i(s) =
∫ b

a
Gi(x)Gm,n−1(x,s)dx, i = 1,2, (5.127)

for Gi defined by (5.35) and (5.40) and GH,n−1, Gm,n−1 defined by (1.48) and (1.51),
respectively.

Using Theorem 1.23 we obtain the following results.
Proofs are similar to the proof of Theorem 5.5 so we omit them here.

Theorem 5.58 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points, f ∈
Cn+1 [a,b] and (·−a)(b−·)[ f (n+1)]2 ∈ L1[a,b]. Let g, p : [a,b]→R be integrable functions
such that p is positive, 0≤ g≤ 1 and

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Let G1 and1 be defined

by (5.35) and (5.126), respectively. Then

∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G1(x)Hi j(x)dx

+
f (n−1)(b)− f (n−1)(a)

b−a

∫ b

a
1(s)ds = S1

n( f ;a,b),

(5.128)

where the remainder S1
n( f ;a,b) satisfies the estimation

∣∣S1
n( f ;a,b)

∣∣≤ √
b−a√

2
[T (1,1)]

1
2

(∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

) 1
2

.
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Theorem 5.59 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points, f ∈
Cn+1 [a,b] and (·−a)(b−·)[ f (n+1)]2 ∈ L1[a,b]. Let g, p : [a,b]→R be integrable functions
such that p is positive, 0≤ g≤ 1 and

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Let G2 and2 be defined

by (5.40) and (5.126), respectively.
Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +

r


j=1

k j


i=0

f (i+1)(a j)
∫ b

a
G2(x)Hi j(x)dx

+
f (n−1)(b)− f (n−1)(a)

b−a

∫ b

a
2(s)ds = S2

n( f ;a,b),

(5.129)

where the remainder S2
n( f ;a,b) satisfies the estimation

∣∣S2
n( f ;a,b)

∣∣≤ √
b−a√

2
[T (2,2)]

1
2

(∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

) 1
2

.

Using Theorem 1.24 we obtain the following Grüss type inequalities.

Theorem 5.60 Let − < a ≤ a1 < a2 ... < ar ≤ b < , (r ≥ 2) be given points, f ∈
Cn+1 [a,b] and f (n+1) ≥ 0 on [a,b]. Let functions i, i = 1,2 be defined by (5.126).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then the representation (5.128) holds and the re-

mainder S1
n( f ;a,b) satisfies the bound∣∣S1

n( f ;a,b)
∣∣≤ (b−a)‖′

1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then the representation (5.129) holds and the re-

mainder S2
n( f ;a,b) satisfies the bound∣∣S2

n( f ;a,b)
∣∣≤ (b−a)‖′

2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

Proof. Similar to the proof of Theorem 5.7. �

Similarly, using the (m,n−m) conditions we obtain the following results.

Corollary 5.16 Let −< a < b <  be given points, f ∈Cn+1 [a,b] and
(·−a)(b−·)[ f (n+1)]2 ∈ L1[a,b]. Let g, p : [a,b]→ R be integrable functions such that p is
positive, 0 ≤ g ≤ 1 and

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Let G1, 1, i and i be defined by

(5.35), (5.127),(1.49) and (1.50) respectively. Then∫ a+

a
f (t)p(t)dt−

∫ b

a
f (t)g(t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G1(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G1(x)i(x)dx+

f (n−1)(b)− f (n−1)(a)
b−a

∫ b

a
1(s)ds

= S3
n( f ;a,b),

(5.130)
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where the remainder S3
n( f ;a,b) satisfies the estimation

∣∣S3
n( f ;a,b)

∣∣≤ √
b−a√

2
[T (1,1)]

1
2

(∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

) 1
2

.

Corollary 5.17 Let −< a < b <  be given points, f ∈Cn+1 [a,b] and
(·− a)(b− ·)[ f (n+1)]2 ∈ L1[a,b]. Let g, p : [a,b] → R be integrable functions such that p
is positive, 0 ≤ g ≤ 1 and

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Let G2, 2, i and i be defined by

(5.40), (5.127),(1.49) and (1.50) respectively. Then

∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +

m−1


i=0

f (i+1)(a)
∫ b

a
G2(x)i(x)dx

+
n−m−2


i=0

f (i+1)(b)
∫ b

a
G2(x)i(x)dx+

f (n−1)(b)− f (n−1)(a)
b−a

∫ b

a
2(s)ds

= S4
n( f ;a,b),

(5.131)

where the remainder S4
n( f ;a,b) satisfies the estimation

∣∣S4
n( f ;a,b)

∣∣≤ √
b−a√

2
[T (2,2)]

1
2

(∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

) 1
2

.

Corollary 5.18 Let − < a < b <  be given points, f ∈Cn+1 [a,b] and f (n+1) ≥ 0 on
[a,b]. Let functions i, i = 1,2 be defined by (5.127).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then the representation (5.130) holds and the re-

mainder S3
n( f ;a,b) satisfies the bound∣∣S3

n( f ;a,b)
∣∣

≤ (b−a)‖′
1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then the representation (5.131) holds and the re-

mainder S4
n( f ;a,b) satisfies the bound∣∣S4

n( f ;a,b)
∣∣

≤ (b−a)‖′
2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.
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5.7 Generalizations via two-point Abel-Gontscharoff
polynomial

Some generalizations of Steffensen’s inequality via Abel-Gontscharoff polynomial using
the difference of integrals on two intervals were obtained in [62]. Using different approach
from the one used in [62], the authors obtained following results, given in [67].

First, by using two-point Abel-Gontscharoff polynomial some identities for Steffensen’s
difference were obtained.

Theorem 5.61 Let f ∈Cn[a,b] for n ≥ 3 and let g, p : [a,b] → R be integrable functions
such that p is positive and 0 ≤ g ≤ 1. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function

G1 be defined by (5.35). Then

∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt +




i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

+
n−−3


j=0

f (+ j+2)(a+ )

[
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−a)+1+iG1(x)dx

)]

= −
∫ b

a

(∫ b

a
G1(x)gAG2(x,s)dx

)
f (n)(s)ds.

(5.132)

Proof. Similar to the proof of Theorem 5.11 using identity (1.52) on the function f
′
. �

Theorem 5.62 Let f ∈Cn[a,b] for n ≥ 3 and let g, p : [a,b] → R be integrable functions
such that p is positive and 0 ≤ g ≤ 1. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function

G2 be defined by (5.40). Then

∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +




i=0

f (i+1)(b− )
i!

∫ b

a
G2(x)(x−b+ )idx

+
n−−3


j=0

f (+ j+2)(b)

(
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−b+ )+1+iG2(x)dx

))

= −
∫ b

a

(∫ b

a
G2(x)gAG2(x,s)dx

)
f (n)(s)ds.

(5.133)

Proof. Similar to the proof of Theorem 5.61 using identity (5.42) for d(t) = p(t)dt. �

Now, from these identities the generalizations of Steffensen’s inequality for n-convex
functions are obtained.
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Theorem 5.63 Let f ∈Cn[a,b] for n ≥ 3 and let g, p : [a,b]→ R be integrable functions
such that p is positive and 0 ≤ g ≤ 1. Let

∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let the function

G1 be defined by (5.35). If f is n-convex and∫ b

a
G1(x)gAG2(x,s)dx ≤ 0, s ∈ [a,b], (5.134)

then∫ b

a
f (t)g(t)p(t)dt ≤

∫ a+

a
f (t)p(t)dt +




i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

+
n−−3


j=0

f (+ j+2)(a+ )

[
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−a)+1+iG1(x)dx

)]
.

(5.135)

Proof. If the function f is n-convex, without loss of generality we can assume that
f is n-times differentiable and f (n) ≥ 0 see [71, p. 16 and p. 293]. Now we can apply
Theorem 5.61 to obtain (5.135). �

Theorem 5.64 Let f ∈Cn[a,b] for n ≥ 3 and let g, p : [a,b]→ R be integrable functions
such that p is positive and 0 ≤ g ≤ 1. Let

∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let the function

G2 be defined by (5.40). If f is n-convex and∫ b

a
G2(x)gAG2(x,s)dx ≤ 0, s ∈ [a,b], (5.136)

then∫ b

a
f (t)g(t)p(t)dt ≥

∫ b

b−
f (t)p(t)dt−




i=0

f (i+1)(b− )
i!

∫ b

a
G2(x)(x−b+ )idx

−
n−−3


j=0

f (+ j+2)(b)

(
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−b+ )+1+iG2(x)dx

))
(5.137)

Proof. Similar to the proof of Theorem 5.63. �

Remark 5.4 If the integrals in (5.134) and (5.136) are nonnegative, then the reverse in-
equalities in (5.135) and (5.137) hold.

Taking p ≡ 1 and n = 3 in previous theorems we obtain the following corollary.

Corollary 5.19 Let f ∈C3[a,b] and let g : [a,b]→ R be an integrable function such that
0 ≤ g ≤ 1. Let  =

∫ b
a g(t)dt.
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(i) If f is 3-convex and

−1
3

∫ s

a
x3g(x)dx+s

∫ s

a
x2g(x)dx+s2

∫ b

s
xg(x)dx+(a2−2as)

∫ b

a
xg(x)dx+

s3

3

∫ s

a
g(x)dx

≤ (s−a)4

12
− (s−a)2

2

(
a−  2

2

)
, s ∈ [a,a+ ],

−1
3

∫ s

a
x3g(x)dx+s

∫ s

a
x2g(x)dx+s2

∫ b

s
xg(x)dx+(a2−2as)

∫ b

a
xg(x)dx−s3

3

∫ b

s
g(x)dx

≤
(

2a3

3
− sa2

)
 +

(s−a) 3

3
−  4

12
, s ∈ [a+ ,b],

then ∫ b

a
f (t)g(t)dt ≤

∫ a+

a
f (t)dt + f ′(a)

(∫ b

a
xg(x)dx−a −  2

2

)
+

f ′′(a+ )
2

(∫ b

a
g(x)(x−a)2dx−  3

3

)
.

(ii) If f is 3-convex and

1
3

∫ s

a
x3g(x)dx− s

∫ s

a
x2g(x)dx− ((b− )2−2s(b− ))

∫ b

a
xg(x)dx

− s2
∫ b

s
xg(x)dx− s3

3

∫ s

a
g(x)dx ≤ (b− − s)2

2

(
 2

2
−b

)
, s ∈ [a,b− ],

1
3

∫ s

a
x3g(x)dx− s

∫ s

a
x2g(x)dx− [(b− )2−2s(b− )

]∫ b

a
xg(x)dx

− s2
∫ b

s
xg(x)dx+

s3

3

∫ b

s
g(x)dx ≤− (s−b+ )4

12

− (s−b+ )3
2

[

3

+
2
3
(b− s)

]
− (b− )2

[
2
3
(b− )− s)

]
, s ∈ [b− ,b],

then ∫ b

a
f (t)g(t)dt ≥

∫ b

b−
f (t)dt + f ′(b− )

(
 2

2
−b +

∫ b

a
xg(x)dx

)
− f ′′(b)

2

(
 3

3
−
∫ b

a
g(x)(x−b+ )2dx

)
.

Now we give Ostrowski type inequalities for the identities associated with generalized
inequalities. Using identities (5.132), (5.133) respectively, we obtain the following results.
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Theorem 5.65 Suppose that all assumptions of Theorem 5.61 hold. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let
∣∣∣ f (n)

∣∣∣p : [a,b] → R

be an R-integrable function for some n ≥ 3. Then we have∣∣∣∣∣
∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt +




i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

+
n−−3


j=0

f (+ j+2)(a+ )

[
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−a)+1+iG1(x)dx

)]∣∣∣∣∣
≤
∥∥∥ f (n)

∥∥∥
p

(∫ b

a

∣∣∣∣∫ b

a
G1(x)gAG2(x,s)dx

∣∣∣∣q ds

) 1
q

.

(5.138)

The constant on the right-hand side of (5.138) is sharp for 1 < p≤ and the best possible
for p = 1.

Proof. Proof of theorem can be done using the same approach as given in Theorem 5.8. �

Theorem 5.66 Suppose that all assumptions of Theorem 5.12 hold. Assume (p,q) is a

pair of conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+1/q = 1. Let
∣∣∣ f (n)

∣∣∣p : [a,b] → R

be an R-integrable function for some n ≥ 3. Then we have∣∣∣∣∣
∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +




i=0

f (i+1)(b− )
i!

∫ b

a
G2(x)(x−b+ )idx

+
n−−3


j=0

f (+ j+2)(b)

(
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−b+ )+1+iG2(x)dx

))∣∣∣∣∣
≤
∥∥∥ f (n)

∥∥∥
p

(∫ b

a

∣∣∣∣∫ b

a
G2(x)gAG2(x,s)dx

∣∣∣∣q ds

) 1
q

.

(5.139)

The constant on the right-hand side of (5.139) is sharp for 1 < p≤ and the best possible
for p = 1.

Proof. Similar to the proof of Theorem 5.8. �

Taking p≡ 1 and n = 3 in Theorems 5.65 and 5.66 we obtain the following corollaries.

Corollary 5.20 Let f : [a,b] → R be such that f ∈ C3[a,b], let g : [a,b] → R be an in-
tegrable function such that 0 ≤ g ≤ 1 and let  =

∫ b
a g(t)dt. Assume (p,q) is a pair of

conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1. Let | f ′′′|p : [a,b] → R be an
R-integrable function. Then for 1 < p ≤  we have
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∣∣∣∣∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt + f ′(a)

(∫ b

a
xg(x)dx−a −  2

2

)
+

f ′′(a+ )
2

(∫ b

a
g(x)(x−a)2dx−  3

3

)∣∣∣∣≤ ∥∥ f ′′′
∥∥

p

(∫ a+

a

∣∣∣∣−1
3

∫ s

a
x3g(x)dx

+s
∫ s

a
x2g(x)dx+ s2

∫ b

s
xg(x)dx+(a2−2as)

∫ b

a
xg(x)dx+

s3

3

∫ s

a
g(x)dx

− (s−a)4

12
+

(s−a)2

2

(
a−  2

2

)∣∣∣∣q ds+
∫ b

a+

∣∣∣∣−1
3

∫ s

a
x3g(x)dx

+s
∫ s

a
x2g(x)dx+ s2

∫ b

s
xg(x)dx+(a2−2as)

∫ b

a
xg(x)dx

− s3

3

∫ b

s
g(x)dx−

(
2a3

3
− sa2

)
 − (s−a) 3

3
+
 4

12

∣∣∣∣q ds

) 1
q

.

(5.140)

and the constant on the right-hand side of (5.140) is sharp, while for p = 1 we have∣∣∣∣∫ a+

a
f (t)dt −

∫ b

a
f (t)g(t)dt + f ′(a)

(∫ b

a
xg(x)dx−a −  2

2

)
+

f ′′(a+ )
2

(∫ b

a
g(x)(x−a)2dx−  3

3

)∣∣∣∣≤ ∥∥ f ′′′
∥∥

1 max{M1,M2}
(5.141)

where

M1 = max
s∈[a,a+ ]

{
−1

3

∫ s

a
x3g(x)dx+ s

∫ s

a
x2g(x)dx+ s2

∫ b

s
xg(x)dx

+(a2−2as)
∫ b

a
xg(x)dx+

s3

3

∫ s

a
g(x)dx−(s−a)4

12
+

(s−a)2

2

(
a− 2

2

)}
,

M2 = max
s∈[a+ ,b]

{
−1

3

∫ s

a
x3g(x)dx+ s

∫ s

a
x2g(x)dx+ s2

∫ b

s
xg(x)dx

+(a2−2as)
∫ b

a
xg(x)dx−s3

3

∫ b

s
g(x)dx−

(
2a3

3
−sa2

)
−(s−a) 3

3
+
 4

12

}
.

and the constant on the right-hand side of (5.141) is the best possible.

Corollary 5.21 Let f : [a,b] → R be such that f ∈ C3[a,b], let g : [a,b] → R be an in-
tegrable function such that 0 ≤ g ≤ 1 and let  =

∫ b
a g(t)dt. Assume (p,q) is a pair of

conjugate exponents, that is 1 ≤ p,q ≤ , 1/p+ 1/q = 1. Let | f ′′′|p : [a,b] → R be an
R-integrable function. Then for 1 < p ≤  we have
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∣∣∣∣∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt − f ′(b− )

(
 2

2
−b +

∫ b

a
xg(x)dx

)
+

f ′′(b)
2

(
 3

3
−
∫ b

a
g(x)(x−b+ )2dx

)∣∣∣∣≤ ∥∥ f ′′′
∥∥

p

(∫ b−

a

∣∣∣∣13
∫ s

a
x3g(x)dx

−s
∫ s

a
x2g(x)dx− [(b− )2−2s(b− )

]∫ b

a
xg(x)dx− s2

∫ b

s
xg(x)dx

− s3

3

∫ s

a
g(x)dx− (b− − s)2

2

(
 2

2
−b

)∣∣∣∣q ds+
∫ b

b−

∣∣∣∣13
∫ s

a
x3g(x)dx

−s
∫ s

a
x2g(x)dx− [(b− )2−2s(b− )

]∫ s

a
xg(x)dx− s2

∫ b

s
xg(x)dx

+
s3

3

∫ b

s
g(x)dx+

(s−b+ )4

12
+

(s−b+ )3
2

[

3

+
2
3
(b− s)

]
+

2
3
 (b− )3− s (b− )2

∣∣∣∣q ds

)
.

(5.142)

and the constant on the right-hand side of (5.142) is sharp, while for p = 1 we have

∣∣∣∣∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt− f ′(b− )

(
 2

2
−b +

∫ b

a
xg(x)dx

)
+

f ′′(b)
2

(
 3

3
−
∫ b

a
g(x)(x−b+ )2dx

)∣∣∣∣≤ ∥∥ f ′′′
∥∥

1 max{M1,M2}
(5.143)

where

M1 = max
s∈[a,b− ]

{
1
3

∫ s

a
x3g(x)dx− s

∫ s

a
x2g(x)dx− [(b− )2−2s(b− )

]∫ b

a
xg(x)dx

−s2
∫ b

s
xg(x)dx− s3

3

∫ s

a
g(x)dx− (b− − s)2

2

(
 2

2
−b

)}
,

M2 = max
s∈[b− ,b]

{
1
3

∫ s

a
x3g(x)dx− s

∫ s

a
x2g(x)dx

−[(b− )2−2s(b− )
]∫ s

a
xg(x)dx− s2

∫ b

s
xg(x)dx+

s3

3

∫ b

s
g(x)dx

+
(s−b+ )4

12
+

(s−b+ )3
2

[

3

+
2
3
(b− s)

]
+

2
3
 (b− )3− s (b− )2

}
.

and the constant on the right-hand side of (5.143) is the best possible.
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In this section by i(s) we will denote

i(s) =
∫ b

a
Gi(x)gAG2(x,s)dx, i = 1,2. (5.144)

We continue by giving the bounds for identities related to obtained generalizations of
Steffensen’s inequality using some Čebyšev and Grüss type inequalities.

Theorem 5.67 Let f ∈Cn+1[a,b] for some n ≥ 3 with (·− a)(b− ·)[ f (n+1)]2 ∈ L1[a,b].
Let g, p : [a,b] → R be integrable functions such that p is positive and 0 ≤ g ≤ 1. Let∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt and let functions G1 and 1 be defined by (5.35) and (5.144).

Then

∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt +




i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx

+
n−−3


j=0

f (+ j+2)(a+ )

[
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−a)+1+iG1(x)dx

)]

+
f (n−1)(b)− f (n−1)(a)

b−a

∫ b

a
1(s)ds = S1

n( f ;a,b),

(5.145)

where the remainder S1
n( f ;a,b) satisfies the estimation

∣∣S1
n( f ;a,b)

∣∣≤ √
b−a√

2
[T (1,1)]

1
2

∣∣∣∣∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

∣∣∣∣ 12 . (5.146)

Proof. Analogous to the proof of Theorem 5.5. After applying Theorem 1.23 for f → 1

and h → f (n) we obtain∣∣∣∣ 1
b−a

∫ b

a
1(s) f (n)(s)ds− 1

b−a

∫ b

a
1(s)ds · 1

b−a

∫ b

a
f (n)(s)ds

∣∣∣∣
≤ 1√

2
[T (1,1)]

1
2

1√
b−a

∣∣∣∣∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2dt

∣∣∣∣ 12 .

(5.147)

Now if we add

1
b−a

∫ b

a
1(s)ds

∫ b

a
f (n)(s)ds =

f (n−1)(b)− f (n−1)(a)
b−a

∫ b

a
1(s)ds

to both sides of identity (5.132) and use inequality (5.147) we obtain representation (5.145)
and bound (5.146). �

Similarly, using the identity (5.133) we obtain the following result:
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Theorem 5.68 Let f ∈ Cn+1[a,b] for some n ≥ 3 with (·− a)(b− ·)[ f (n+1)]2 ∈ L1[a,b].
Let g, p : [a,b] → R be integrable functions such that p is positive and 0 ≤ g ≤ 1. Let∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt and let functions G2 and 2 be defined by (5.40) and (5.144).

Then∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt +




i=0

f (i+1)(b− )
i!

∫ b

a
G2(x)(x−b+ )idx

+
n−−3


j=0

f (+ j+2)(b)

(
j


i=0

(− ) j−i

( +1+ i)!( j− i)!

(∫ b

a
(x−b+ )+1+iG2(x)dx

))

+
f (n−1)(b)− f (n−1)(a)

b−a

∫ b

a
2(s)ds = S2

n( f ;a,b),

(5.148)

where the remainder S2
n( f ;a,b) satisfies the estimation

∣∣S2
n( f ;a,b)

∣∣≤ √
b−a√

2
[T (2,2)]

1
2

∣∣∣∣∫ b

a
(s−a)(b− s)[ f (n+1)(s)]2ds

∣∣∣∣ 12 .

Proof. Analogous to the previous theorem. �

Using the representation (5.132) and Theorem 1.24 we obtain the following Grüss-type
inequalities.

Theorem 5.69 Let f ∈Cn+1[a,b] for some n ≥ 3 and f (n+1) ≥ 0 on [a,b]. Let functions
i, i = 1,2 be defined by (5.144).

(a) Let
∫ a+
a p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.145) and the re-

mainder S1
n( f ;a,b) satisfies the bound∣∣S1

n( f ;a,b)
∣∣

≤ (b−a)‖′
1‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.

(b) Let
∫ b
b− p(t)dt =

∫ b
a g(t)p(t)dt. Then we have representation (5.148) and the re-

mainder S2
n( f ;a,b) satisfies the bound∣∣S2

n( f ;a,b)
∣∣

≤ (b−a)‖′
2‖
{

f (n−1)(b)+ f (n−1)(a)
2

− f (n−2)(b)− f (n−2)(a)
b−a

}
.
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5.8 k-exponential convexity of generalizations
of Steffensen’s inequality

In this section we generate k−exponentially and exponentially convex functions from func-
tionals associated with generalizations of Steffensen’s inequality for n-convex functions.
This generalizations are given in Sections 5.1, 5.3 and 5.4.

Motivated by inequalities (5.9), (5.11), (5.12) and (5.14), under the assumptions of
Theorems 5.3 and 5.4 we define the following linear functionals:

L1( f ) =
∫ b

a
f (t)g(t)dt−

∫ a+

a
f (t)dt −

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G1(x)(x−a)idx, (5.149)

L2( f ) =
∫ b

a
f (t)g(t)dt−

∫ a+

a
f (t)dt −

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G1(x)(x−b)idx, (5.150)

L3( f ) =
∫ b

b−
f (t)dt−

∫ b

a
f (t)g(t)dt−

n−2


i=0

f (i+1)(a)
i!

∫ b

a
G2(x)(x−a)idx, (5.151)

L4( f ) =
∫ b

b−
f (t)dt−

∫ b

a
f (t)g(t)dt−

n−2


i=0

f (i+1)(b)
i!

∫ b

a
G2(x)(x−b)idx. (5.152)

Under the assumptions of Theorems 5.3 and 5.4 we have that Li( f ) ≥ 0, i = 1, . . . ,4
for all n-convex functions f .

First we will state and prove mean value theorems related to defined functionals. These
results were obtained by Pečarić, Perušić Pribanić and Smoljak Kalamir in [64].

Theorem 5.70 Let f : [a,b] → R be such that f ∈ Cn[a,b]. If the inequalities in (5.10)
(i = 2) and (5.13) (i = 4) hold, then there exist i ∈ [a,b] such that

Li( f ) = f (n)(i)Li(), i = 1, . . . ,4

where (x) = xn

n! and Li, i = 1, . . . ,4 are defined by (5.149) – (5.152).

Proof. Since f ∈Cn[a,b] there exist m = min
x∈[a,b]

f (n)(x) and M = max
x∈[a,b]

f (n)(x). For a given

function f ∈Cn[a,b] we define the functions F1,F2 : [a,b]→R with F1(x) = M(x)− f (x)
and F2(x) = f (x)−m(x). Then

F (n)
1 (x) = M− f (n)(x) ≥ 0
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F (n)
2 (x) = f (n)(x)−m≥ 0

which means that Li(F1),Li(F2) ≥ 0, i = 1, . . . ,4 i.e.

m ·Li() ≤ Li( f ) ≤ M ·Li().

If Li() = 0, the proof is complete. If Li() > 0, then

m ≤ Li( f )
Li()

≤ M, i = 1, . . . ,4

and existence of i ∈ [a,b], i = 1, . . . ,4 now follows. �

Theorem 5.71 Let f , f̂ : [a,b] → R be such that f , f̂ ∈ Cn[a,b] and f̂ (n) �= 0. If the
inequalities in (5.10) (i = 2) and (5.13) (i = 4) hold, then there exist i ∈ [a,b] such that

Li( f )
Li( f̂ )

=
f (n)(i)
f̂ (n)(i)

, i = 1, . . . ,4 (5.153)

where Li, i = 1, . . . ,4 are defined by (5.149) – (5.152).

Proof. We define functions i(x) = f (x)Li( f̂ )− f̂ (x)Li( f ), i = 1, . . . ,4. According to
Theorem 5.70 there exist i ∈ [a,b] such that

Li(i) =  (n)
i (i)Li(), i = 1, . . . ,4.

Since Li(i) = 0 it follows that f (n)(i)Li( f̂ )− f̂ (n)(i)Li( f ) = 0. �

If the inverse of f (n)/ f̂ (n) exists then the various types of means can be defined by
(5.153). That is

i =

(
f (n)

f̂ (n)

)−1(
Li( f )
Li( f̂ )

)
, i = 1, . . . ,4.

Now, by using the same idea as in [30] and [60] we generate k−exponentially and
exponentially convex functions applying above defined functionals.

Theorem 5.72 Let = { fp : p ∈ J}, where J is an interval in R, be a family of functions
defined on an interval I in R such that the function p → [x0, . . . ,xn; fp] is k−exponentially
convex in the Jensen sense on J for every (n+ 1) mutually different points x0, . . . ,xn ∈ I.
Let Li, i = 1, . . . ,4 be linear functionals defined by (5.149)− (5.152). Then p → Li( fp) is
k−exponentially convex function in the Jensen sense on J.
If the function p → Li( fp) is continuous on J, then it is k−exponentially convex on J.

Proof. For  j ∈ R and p j ∈ J, j = 1, . . . ,k, we define the function

h(x) =
k


j,l=1

 jl f p j+pl
2

(x).
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Using the assumption that the function p → [x0, . . . ,xn; fp] is k-exponentially convex in the
Jensen sense, we have

[x0, . . . ,xn;h] =
k


j,l=1

 jl [x0, . . . ,xn; f p j+pl
2

] ≥ 0,

which in turn implies that h is n-convex function on J, so Li(h) ≥ 0, i = 1, . . . ,4. Hence

k


j,l=1

 jlLi

(
f p j+pl

2

)
≥ 0.

We conclude that the function p → Li( fp) is k-exponentially convex on J in the Jensen
sense.

If the function p → Li( fp) is also continuous on J, then p → Li( fp) is k-exponentially
convex by definition. �

The following corollaries follow directly from above theorem.

Corollary 5.22 Let = { fp : p∈ J}, where J is an interval in R, be a family of functions
defined on an interval I in R, such that the function p → [x0, . . . ,xn; fp] is exponentially
convex in the Jensen sense on J for every (n+ 1) mutually different points x0, . . . ,xn ∈ I.
Let Li, i = 1, . . . ,4, be linear functionals defined by (5.149) - (5.152). Then p → Li( fp) is
an exponentially convex function in the Jensen sense on J. If the function p → Li( fp) is
continuous on J, then it is exponentially convex on J.

Corollary 5.23 Let = { fp : p∈ J}, where J is an interval in R, be a family of functions
defined on an interval I in R, such that the function p → [x0, . . . ,xn; fp] is 2-exponentially
convex in the Jensen sense on J for every (n+ 1) mutually different points x0, . . . ,xn ∈ I.
Let Li, i = 1, . . . ,4 be linear functionals defined by (5.149) - (5.152). Then the following
statements hold:

(i) If the function p → Li( fp) is continuous on J, then it is 2-exponentially convex func-
tion on J. If p → Li( fp) is additionally strictly positive, then it is also log-convex on
J. Furthermore, the following inequality holds true:

[Li( fs)]t−r ≤ [Li( fr)]t−s [Li( ft )]s−r , i = 1, . . . ,4

for every choice r,s,t ∈ J, such that r < s < t.

(ii) If the function p → Li( fp) is strictly positive and differentiable on J, then for every
p,q,u,v ∈ J, such that p ≤ u and q ≤ v, we have

p,q(Li,) ≤ u,v(Li,), (5.154)

where

p,q(Li,) =

⎧⎪⎨⎪⎩
(

Li( fp)
Li( fq)

) 1
p−q

, p �= q,

exp

(
d
dp Li( fp)
Li( fp)

)
, p = q,

(5.155)

for fp, fq ∈ .
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Proof.

(i) This is an immediate consequence of Theorem 5.72 and Remark 1.7.

(ii) Since p → Li( fp) is positive and continuous, by (i) we have that p → Li( fp) is log-
convex on J, that is, the function p → logLi( fp) is convex on J. Hence we get

logLi( fp)− logLi( fq)
p−q

≤ logLi( fu)− logLi( fv)
u− v

, (5.156)

for p ≤ u,q ≤ v, p �= q,u �= v. So, we conclude that

p,q(Li,) ≤ u,v(Li,).

Cases p = q and u = v follow from (5.156) as limit cases.

�

In the sequel we give some families of functions for which we use Corollaries 5.22 and
5.23 to construct exponentially convex functions and Stolarsky type means.

Example 5.1 Let us consider a family of functions

1 = { fp : R → R : p ∈ R}
defined by

fp(x) =

{
epx

pn , p �= 0,
xn

n! , p = 0.

Since dn fp
dxn (x) = epx > 0, the function fp is n-convex on R for every p∈R and p → dn fp

dxn (x)
is exponentially convex by definition. Using analogous arguing as in the proof of The-
orem 5.72 we also have that p → [x0, . . . ,xn; fp] is exponentially convex (and so expo-
nentially convex in the Jensen sense). Now, using Corollary 5.22 we conclude that p →
Li( fp), i = 1, . . . ,4, are exponentially convex in the Jensen sense. It is easy to verify that
this mappings are continuous (although the mapping p → fp is not continuous for p = 0),
so they are exponentially convex. For this family of functions, p,q(Li,1), i = 1, . . . ,4,
from (5.155), becomes

p,q(Li,1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(

Li( fp)
Li( fq)

) 1
p−q

, p �= q,

exp
(

Li(id· fp)
Li( fp)

− n
p

)
, p = q �= 0,

exp
(

1
n+1

Li(id· f0)
Li( f0)

)
, p = q = 0,

where id is the identity function. By Corollary 5.23 p,q(Li,1), i = 1, . . . ,4 are monotonic
functions in parameters p and q.

Since (
dn fp
dxn

dn fq
dxn

) 1
p−q

(logx) = x,
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using Theorem 5.71 it follows that:

Mp,q(Li,1) = logp,q(Li,1), i = 1, . . . ,4

satisfy
a ≤ Mp,q(Li,1) ≤ b, i = 1, . . . ,4.

So, Mp,q(Li,1), i = 1, . . . ,4 are monotonic means.

Example 5.2 Let us consider a family of functions

2 = {gp : (0,) → R : p ∈ R}

defined by

gp(x) =

{ xp

p(p−1)···(p−n+1) , p /∈ {0,1, . . . ,n−1},
x j logx

(−1)n−1− j j!(n−1− j)! , p = j ∈ {0,1, . . . ,n−1}.

Since dngp
dxn (x) = xp−n > 0, the function gp is n-convex for x > 0 and p → dngp

dxn (x) is ex-
ponentially convex by definition. Arguing as in Example 5.1 we get that the mappings
p → Li(gp), i = 1, . . . ,4 are exponentially convex. Hence, for this family of functions
p,q(Li,2), i = 1, . . . ,4, from (5.155), is equal to

p,q(Li,2) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
Li(gp)
Li(gq)

) 1
p−q

, p �= q,

exp

(
(−1)n−1(n−1)! Li(g0gp)

Li(gp)
+

n−1


k=0

1
k−p

)
, p = q /∈ {0,1, . . . ,n−1},

exp

⎛⎝(−1)n−1(n−1)! Li(g0gp)
2Li(gp)

+
n−1


k=0
k �=p

1
k−p

⎞⎠ , p = q ∈ {0,1, . . . ,n−1}.

Again, using Theorem 5.71 we conclude that

a ≤
(

Li(gp)
Li(gq)

) 1
p−q

≤ b, i = 1, . . . ,4.

So, p,q(Li,2), i = 1, . . . ,4 are means and by (5.154) they are monotonic.

Similarly, we can generate k−exponentially and exponentially convex functions from
functionals related to generalized Steffensen’s inequality given in Sections 5.3 and 5.4.
Motivated by inequalities (5.60), (5.62), (5.64) and (5.66) we can define the following
functionals:

A1( f ) =
∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]
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A2( f ) =
∫ a+

a
f (t)dt−

∫ b

a
f (t)g(t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G1(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

A3( f ) =
∫ b

a
f (t)g(t)dt−

∫ b

b−
f (t)dt

+
n


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)]

A4( f ) =
∫ b

a
f (t)g(t)dt −

∫ b

b−
f (t)dt

+
n−1


k=1

(b−a)k−2

(k−1)!

(∫ b

a
G2(x)Bk−1

(
x−a
b−a

)
dx

)
[ f (k−1)(b)− f (k−1)(a)].

Motivated by inequalities (5.85),(5.87) and under the assumptions of Theorems 5.31 and
5.32, respectively, we can define functionals:

L1( f ) =
∫ a+

a
f (t)p(t)dt −

∫ b

a
f (t)g(t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G1(x)dx,

L2( f ) =
∫ b

a
f (t)g(t)p(t)dt−

∫ b

b−
f (t)p(t)dt−

n−2


k=0

∫ b

a
Tk(x)G2(x)dx.

Furthermore, we can generate means from defined functionals. For more details we
refer the reader to [63, 69].
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mite polynomial, Matematički bilten 38(2) (2014), 53–68.
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[38] J. Jakšetić, J. Pečarić, K. Smoljak Kalamir, Bellman-Steffensen type inequalites,
J. Inequal. Appl. 2018:288 (2018), 1–15.
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Math. 38(2) (2012), 135–146.
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Čebyšev functional, 17

Divided difference, 10

Euler identities, 177
exponentially convex function, 12

Fink’s identitiy, 185

Gauss inequality, 121
Gauss-Steffensen inequality, 119

Hermite interpolating polynomials, 19

J-convex function, 10

Lidstone interpolating polynomials, 18

log-convex function, 11

Mercer’s generalization, 63
Montgomerys identitiy, 171

Pachpatte’s generalization, 8
Peano kernel, 171

reversed Steffensen’s inequality, 34

Steffensen’s inequality, 1
Steffensen’s inequality for

3-convex functions, 126
Stolarsky type means, 139

two-point Abel-Gontscharoff
interpolating polynomials, 21

weighted Bellman-Steffensen
inequality, 90

weighted Steffensen’s inequality, 23

225



Zagreb, February 2020



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [600.945 697.323]
>> setpagedevice


