Chapter

Hilbert-type inequalities with
conjugate exponents

One of the most important inequalities in modern mathematics is the well-known Hilbert
inequality. Applications of this inequality in various branches of mathematics have cer-
tainly contributed to itsimportance. David Hilbert was the first mathematician who started
to deal with the Hilbert inequality, by considering its discrete form. He did not even think
that he had opened the space for numerous researches whose results will be far-reaching
and fruitful.

Shortly after discovering the discrete form, the integral form of the Hilbert inequality
was also established, as well as the generalization for the case of conjugate exponents.
During subsequent decades, the Hilbert inequality was also generalized in many different
ways by some famous authors. Nowadays, more than a century after Hilbert's discovery,
this problem areais still of interest and provides some possihilities for further generaliza-
tions.

In this chapter we present some basic generalizations of the Hilbert inequality. After
the short historical overview, we expose a recent important generalization, which provides
aunified treatment to this inequality with conjugate exponents. In particular, in that result
the integrals are taken with o-finite measures, which includes both integral and discrete
case.

The above mentioned main result is then applied to homogeneous functions, which
yields numerous interesting examples. Also, the consideration of such examplesin partic-
ular settings yields numerous results, previously known from the literature. Moreover, all
results presented in two-dimensional case can naturally be extended to a multidimensional
case.
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Finally, numerousinegualitiesin this chapter include the corresponding constant factor
on their right-hand sides. By the classical Hilbert inequality such constant factor was the
best possible in the sense that it cannot be replaced with the smaller constant so that the
resulting inequality still remains valid. We shall also present here some recent results
which include such best possible constant factors.

1.1 Historical overview

We begin this overview with a bilinear form
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associated to sequences of real numbers (am) .y and (bn),,.y, which wasfirst studied by
D. Hilbert at the end of the nineteenth century. Hilbert discovered a natural upper bound of
this double series and laid the foundationsfor the theory that will follow. Thus, we present
here some basic theorems which arose immediately from Hilbert’s considerations.

Theorem 1.1 Let p and q be mutually conjugate exponents, that is, % 5+ 1 =1,p>1,

and let (am),,.py and (bn), .y be any two sequences of non-negative real nurr‘bers such
that 0 < zmlam <eoand0< ¥ b < oo. Then

ambn 1 had é
nglnzlm“‘ S'”’élr;am] L;bﬁ] . (1.2)

Theintegral form of the previoustheorem reads as follows:

Theorem 1.2 Let £+ 3 =1, p>1 andlet f,g: R, — R be any two non-negative
Lebesgue measurable functions such that 0 < [5° fP(X)dx < e and 0 < [;"g%(y)dy < eo.

Then
/: /: %gy(/y)d)(dw # [ /Om fp(x)dx} ’ [ /Omgq(y)dy} ! (1.2)

Remark 1.1 Supposethat p and qare mutually conjugate parameters, i.e. % + é =1, and
let p> 1. Then it followsthat g > 1. On the other hand, if 0 < p < 1, then q < 0, and
analogoudly, if 0 < g < 1, then p < 0.

As we see, in the above theorems the same constant factor appears on the right-hand
sides of both inequalities. It was proved by Hardy and Riesz that this constant factor was
the best possible.

Theorem 1.3 Theconstant z/sin(r/p) appearingin (1.1) and (1.2) isthe best possible.
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The previous three results are taken from the classical monograph [33], in a dightly
atered form. The case of p=qg= 2 in Theorem 1.1 was first proved by Hilbert in his
lecturesabout integral equations. Thelack of that old proof consisted in the fact that Hilbert
didn’t know to determine the optimal constant factor 7. That drawback was removed by
Shur in 1911, who also proved the integral version of the inequality. The extensions to
arbitrary pair of positive mutually conjugate exponents are due to G.H. Hardy and M.
Riesz.

Some other proofs, as well as various generalizations are due to the following mathe-
maticians: L. Fejér, E. Francis, G. H. Hardy, J. Littlewood, H. Mulholland, P. Owen, G.
Polya, F. Riesz, M. Riesz, |. Schur, G. Szegd. Nevertheless, theinequalities (1.1) and (1.2)
remained known asthe discrete and the integral Hilbert inequalities. For more details about
theinitial development of the Hilbert inequality the reader isreferred to [33, Chapter 9]. It
should be noticed here that generalizations of inequalities (1.1) and (1.2) will be referred
to asthe Hilbert-type inequalities.

However, we provide two more results from the 1920s, which will also play an im-
portant role in further investigations. Namely, Hardy, Littlewood and Polya noted that to
every Hilbert-type inequality one can assign its equivalent form, in the sense that one im-
plies another and vice versa. For example, the equivalent form assigned to inequality (1.1)
is contained in the following theorem.

Theorem 1.4 Let p>1andlet (am),.y be the sequence of non-negative real numbers
suchthat 0 < ¥ _; af < . Then

oo oo p - [
§< 1m+n> < (w) 2 o 13

p

Obviously, the integral analogue of inequality (1.3) is analogous, with the sum re-
placed with the integral, and a sequence with a non-negative real function. Such inequal-
ities, derived from the Hilbert-type inequalities will be referred to as the Hardy-Hilbert-
type inequalities. Moreover, the Hilbert-type and the Hardy-Hilbert-type inequalities will
sometimes simply be referred to as the Hilbert-type inequalities.

Already at that time, the sharper version of inequality (1.1) was also known. That
result is presented in the following theorem.

Theorem 1.5 Under the same assumptionsasin Theorem 1.1, we have

[i bﬂ] N (1.9)
n=0
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Inequalities (1.1) and (1.4) are known in the literature as “the Hilbert double series
theorems’.

These theoremswere inspiration to numerous mathematicians. During the 20th century
numerous proofs, generalizations and applications of the Hilbert inequality were discov-
ered and it would be impossible to count them here.
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Nowadays, more than a century after the discovery of the Hilbert inequality, this re-
search area is till interesting to numerous authors. As an illustration, we indicate here
some generalizations obtained in the last ten years. One of the possible extensions arises
from studying various kernels. Namely, in presented results such kernel was the function
K(x,y) = (x+y)~L. In 1998, considering the kernel K(x,y) = (x+Yy)~S, s> 0, B. Yangwas
the first one to have included the well-known Beta function into the study of Hilbert-type
inequalities (see [138]). Recall that the Beta functionis an integral function defined by

1
B(a,b) — / 21—t ldt, ab>o0. (L5)
0

For example, in [152] one can find the following result in the integral form.

Theorem 1.6 Let %+% =1,p>1andlets>2—min{p,q}. If f,g: Ry — R arenon-
negative measurable functionssuch that 0 < ;" x}~SfP(x)dx < e and 0 < [y ~Sgd(y)dy

< oo, then
= = f(x)aly)
/0/0 (X+y)sdxdy

pP+s—2 q+s-2 “ s p :|'1J|: - 1-s~0 ]é
<B< 0 g )[/Ox fP(x)dx _/Oy g'(y)dy (1.6)

and

o 5 0o f(X) p
(s-1)(p-1) / d] q
b [o CERYE
_ Bp(PJFS‘Z,‘HS‘Z) /wafp(x)dx. (L.7)
JO

p q

Moreover, these two inequalities are equivalent and include the best possible constant
factors on their right-hand sides.

The multidimensional extension of inequality (1.6), involving the usual Gamma function,
has al so been derived in the above mentioned paper [152]. Recall that the Gammafunction
isanintegral

I'(a) = / Tt letdt, a0, (1.8)
0

Theorem 1.7 Supposethat p; are mutually conjugate exponents, i.e. zi“:l% =1,p>1,
i=1,2,...,nandlets>n—mim<i<p{pi}. If fi: R+ —R,i=1,2,...,n, arenon-negative

measurable functions satisfying 0 < [3° %"~ 25f, (x )dx; < <o, then
/"".__ =i, fi(x)
o Jo (XLyx)®

R e AN L
<r(s)i11r( D )UO XU () | (1.9)

dxidxo...dx,
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Remark 1.2 The above notation for the Beta and the Gamma function will be used
throughout the book. The basic relationship between the Beta and the Gamma functionsis
given by

I'(a)l'(b)
I'(a+b)’
and this formulawill often be exploited. For more details about the Beta and the Gama
functions, as well as about their meromorphic extensions to the set of complex numbers,
the reader isreferred to [1].

It isinteresting that the n-dimensional inequality (1.9) also possesits equivaent form,
which will be discussed in this chapter.

On the other hand, another possible generalization of the presented results is the in-
vestigation of the inequalities of the same type, but where the integrals are taken over a
bounded interval in R . Guided by that idea, K. Jichang and T. Rassias [42], obtained the
following result.

B(a,b) = a,b>0, (2.20)

Theorem 1.8 Let l+l—1 p>1 andlet K: R, x Ry — R be a non-negative ho-

mogeneous symmetrlc functlon of degree —s, where max{l 11 < s IfK(1,y) isgrictly
decreasinginyand f,g: R, — R are non-negative measurabciefunctmns then

/a /a K(xy) f(x)g(y)dxdy

< | [ (10— otax)e p(x)dx]

Qal-

ﬁ [ / " (10— o(py) )y )y
(1.12)

where
ay1-¢ (1 _1 xysti-1 1 sti-2
qo(r,x)—(;> /OK(l,u)u rdu+(5> /OK(l,u)u T ~“du,
I(r):fg"K(l,u)u*Fldu,re{p,q},and0§a< b < oo,

In the next section, the integralswill be taken over more general sets.

1.2 A unified treatment of Hilbert-type inequalities
with conjugate exponents

In the previous historical overview we have seen the classical Hilbert inequality in both
discrete and integral case. Moreover, throughout years numerous extensions of these in-
equalities were derived. However, all these results were given in either integral form, with
respect to the Lebesgue measure, or in the discrete form.
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The main objective of this section isto present a general result which unifies the inte-
gral and discrete cases. This can be done by observing a more general integral. Namely,
the classical Hilbert inequality is a consequence of the Holder inequality and the Fubini
theorem. In general, the Fubini theorem holds for the integrals with o-finite measures,
therefore, such measures will be considered.

The most important examples of o-finite measures are the L ebesgue measure and the
counting measure. The Lebesgue measure yields the classical integral case, while the
counting measure provides the discrete case.

Further, it is well-known that if one of the mutually conjugate exponentsin the Holder
inequality is negative, then the sign of the inequality is reversed (see [103]). Hence, we
shall also be concerned with the Hilbert-typeinequalities with the reversed sign of inequal -
ity. Such inequalitieswill be referred to as the reverse inequalities.

Now we present the most general form of the Hilbert inequality in the setting described
above. It should be noticed here that we suppose that all integrals converge, and such
types of conditionswill often be omitted. Moreover, integralswill be taken over a general
measure space. Results that follow are provided in two equivalent forms: the Hilbert and
the Hardy-Hilbert forms.

Theorem 1.9 Let £ +1 =1 p> 1, and let Q be a measure space with positive o-finite
measures (i and pp. Let K : Q x Q — R and ¢,y : Q — R be non-negative measurable
functions. If the functions F and G are defined by F(x) = [, K(x,y)yP(y)duz(y) and
G(y) = Jo K(X,y)9~9(x)du1(x), then for all non-negative measurable functions f and g
on Q theinequalities

/ / K(x,y) f(x)9(y)dua (X)duz(y)
JaJa

< [/pr(x)F( (xX)dp (X } U wi(y) )duz(y)]% (112)
and
/Gl Ply [/ K(x,y) f (x)dpa (X )} duz(y)
/ o"( P(x)dp(x) (1.13)

hold and are equivalent.
If 0 < p< 1, thenthereverseinequalitiesin (1.12) and (1.13) arevalid, aswell asthe
inequality

/Fl 9(x)p~9(x [/K (x,Y)g duz(y)} du (%)

< [ vI)CH)gY)dHa(y). (1.14)

Proof. Theleft-hand side of inequality (1.12) can be rewritten in the following form:

[ [ Koy f0amidiaduaty) = [ [ Kix ;g(w%dm)dyz(y),
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Now, applying the Holder inequality to the aboverelation yields
[ L K f00a)dus (0dz(y)

[/ [ Ky P Xidm )duz(y)]%

. [ L[ K(XN)Qq(y)Wdul(x)dﬂz(y)] y

Finally, using the Fubini theorem and definitions of functionsF and G we obtain (1.12).
Now, we are going to show the equivalence of inequalities (1.12) and (1.13). For that
sake, suppose that inequality (1.12) holds. Defining the function g by

p—1
g(y) = G P(y) [/ny (x)dpa (X ] :
taking into account that & + ==1,and using (1.12), we have
/Gl Ply [/K X, y) f(x)dpg (x } duz(y)

-/ / K (x,y) F(x)g(y)dps (X)dlpa(y)

< [/ PP(X)F (x) P (x)dpa (x } U vi(y) (y)dua( y)]%
[/ oP( (x)dpa (x )} : 1
[/Glp [/KXV (x)dpa(x) } d.uz()’)]q,

that is, we get (1.13).
On the other hand, suppose that inequality (1.13) holds. In that case, another use of
the Holder inequality yields

//ny (y)dua (X)dua(y)
_ / [ =" / Kx ) <>du1<x>] w(y)G%w)g(y)duz(y)
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which implies (1.12). Therefore, inequalities (1.12) and (1.13) are equivalent.
The reverse inequalities, as well as their equivalence, are derived in the same way by
virtue of the reverse Holder inequality. O

Remark 1.3 Theequality inthe previoustheoremispossibleif and only if it holdsin the
Holder inequality, that is, if

[f(x)w} p:C [g(y)w]q, aeonQ,

w(y) o(x)
where C is a positive constant. In that case we have
f(x) =Cip~%x) and g(y)=Coy P(y) aeonQ, (1.15)

for some constants C; and C,, which is possibleif and only if

| Fe 0dmi <= and [ G PY)daly) <. (116)
Otherwise, the inequalitiesin Theorem 1.9 are strict.

In some applications of the previous theorem it will be more convenient to bound the
functions F (x) and G(y). Of course, such result followsimmediately from Theorem 1.9.

Theorem 1.10 Suppose that the assumptions as in Theorem 1.9 are fulfilled and let
F1,G1 : Q — R be non-negative measurabl e functions such that F (x) < F1(x) and G(y) <
Gi1(y), a. e. on Q. Then the inequalities

[ [ Kxy) f(9)dus (x)duz(y)
QJQ

< | [ 0P 00R00 P0lia ] [ et )duz(y)]a (1.17)

and

[ 622w ) | [ Koe fooualx >] disay)
< [ 9POOR00 TP (s (x) (118)
Q

hold and are equivalent.
If0< p< 1, F(x) > Fi(x), and G(y) < Gi(y), then the reverse inequalitiesin (1.17)
and (1.18) hold, aswell as the inequality

/Q F129(x)9~9(x [ / K(x,y)g(y)duz(y) dul(x)

< [ VICmF(y)dua(y). (119)
Thereverse inequalities are also equivalent.

Remark 1.4 The general Hilbert-type inequalities presented in this section have been
obtained by M. Krni¢ and J. PeCari¢ in [53].



1.3 APPLICATIONS TO HOMOGENEOUS KERNELS 9

1.3 Applications to homogeneous kernels

Theorem 1.9 from the previous section has unified the classical integral and discrete cases
of the Hilbert inequality. In order to approach to some well-known results from the litera-
ture, we study here some particular choices of kernels and weight functions.

In this section we consider homogeneous kernels of negative degree of homogeneity,
equipped with some additional properties. Recall that afunctionK : Q x Q — R issaid to
be homogeneous of degree —s, s> 0, if K(tx,ty) =t 5K (x,y) forevery x,y € Qandt € R
such that tx, ty € Q. In addition, for such homogeneous function we define k(o) as

K(or) = /0 TK(L,u)u*du, (1.20)

provided that the above integral convergesfor 1 —s< o < 1.

We study here the integral case, that is, the Lebesgue integral. The integrals are taken
over an arbitrary interval of non-negative real numbers, i.e. (a,b) CR;,0<a<b < oo,
and the weight functions are chosen to be power functions.

Theorem 1.11 Let 1 +1 =1, p>1,andlet K : (ab) x (a,b) — R be a non-negative

p
homogeneous function of 3egree —s, s> 0, strictly decreasing in both variables. If A; and

A are real parameters such that Ay € (13°,7), A2 € (152, 3), then for all non-negative
measurable functions f,g: (a,b) — R theinequalities

1

b rb
| Ko feoaty)anay
b

< | [ (kpa) — pa(pe )= o)

b q
X [ /a (k(2—s—0A1) — g2(2—5— qu,y))yls”(AzAl)gq(y)dy] (1.21)
and
b
| (k25— aA) - ga(2— 5 gAvy))* PyP U YA
a
b p
X [/ K(x,y)f (x)dx} dy
a
b
< / (K(PA2) — @1(pAg, X)) X!~ SHP(ALA2) £P(x)dx (1.22)
a

hold and are equivalent, where

a\ 1o 1 O\ Ste-l 1
0 0
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a sto—1 1 y 1-a 1
<P2(Oc>Y)=<§> /K(u,l)us+°‘2du+(5> /K(l,u)u*adu.
Jo Jo

IfO< p<1 b=-e, and K(x,y) is strictly decreasing in x and strictly increasing in
y, then the reverse inequalitiesin (1.21) and (1.22) are valid for every A; € (%, 1=5) and

CR
A € (552, 1), aswell astheinequality
(5] 00 q
/a (K(PA2) — r(phg, X)) xS +alheAr) [ /a K(X,y)g(y)dy} dx

< /a (K(2— s~ GA1) — p2(2 — 5~ AL Y)Y+ SH I A)g(y)ddy.

Moreover, if 0 < p< 1, a=0, and K(x,y) is strictly increasing in x and strictly de-
creasinginy, then thereverseinequalitiesin (1.21) and (1.22) hold for every A € (%, 1=8)

aaq
and A; € (552, 1), aswell astheinequality
b 1-q,(q-1)(s- 1) +algAy) [ [° ‘
/0 (k(pA2) — @1(pA2,X)) ™ "X 2 /0 K(x,y)g(y)dy| dx

b
< / (k(2—5— QA1) — 2(2— 5~ GAy,Y))y* S92 Ag(y) dy.
0
Proof. We only proveinequality (1.21). After substituting the power functions ¢ (x) = x1

and y(y) = y*2in (1.12), the homogeneity of the kernel K and the substitution u = ¥ yield
the following relation:

b /b
/a /a K(xy)f(x)g(y)dxdy

b 2
< [/ xls“’(AlAZ)(/ K(l,u)upAZdu)fp(x)dx]
a 2

1
b i N
y [ /a y1—s+q(A2—A1)( /y K(l,u)qulJrS‘zdu)gq(y)dY} :
b

In addition, considering the function | (y) = y*~1 g'K(l, uju=%du, o < 1, the integration
by partsyields equality

1
p

5 Y 1 ,9K(1u)
|/ — 2/ 1-a " du.
() =y 2 [ut e =y
Since the kernel K is strictly decreasing in both variables, it followsthat I'(y) < 0,y € R,
that is, | isstrictly decreasingon R ..
On the other hand, since

b o0 a
/aX K(Luju Pedu = / K(1, u)u*p"‘Zolu_/X K(1,u)u"PP2du
X 0 0

—/E K (u,1)uPhets=2dy,
0
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and dueto the fact that | is strictly decreasing on R, we obtain the estimate
b
[, K(Lwudu < K(pAs) — g1(PA2.)
and similarly,
35’
/y K(1,uju > 2du < k(2 — s— gA1) — 92(2 — S~ GALY),
b

so theresult followsfrom Theorem 1.9. Note also that the interval s defining the parameters
A; and A, arise from the assumption on the convergence of integral (1.20). O

Remark 1.5 If thekernel K in the previous theorem is a symmetric function, then k(2 —
$—0A1) = K(GA1). Then, setting Ay = A, = - in Theorem 1.11, provided that max {5, ¢} <
s, we get Theorem 1.8 (see also [42)).

Remark 1.6 In order to justify the convergenceinterval (1—s,1) for the integra k(o)
defined by (1.20), observe that the homogeneity of the kernel K implies the following
sequence of identities:

k(o) :/ K (},1) u‘s‘“du:/ K (u, 1)ust*2du.
0 u Jo

On the other hand, assuming that K is strictly decreasing in each argument, K is strictly
positiveon R, x R. In particular, for o > 1, monotonicity of K in the second argument
and the fact that K(1,1) > Oyield

o 1 1
k(a):/ K(l,u)u*"‘duz/ K(1,u)u~*du > K(l,l)/ U~ %du = co.
0 0 0

Analogousresult holdsalso for « < 1—s, since

o 1
k(o) = / K(u, 1)us+°‘*2du2/ K(u, 1)us > 2du
Jo 0

Y

1
K(1,1) / LS 2gU — oo,
0

Therefore, the interval (1—s,1), considered in definition (1.20), covers al arguments o
for which k() may converge. The same conclusion on convergence of k(o) can be drawn
if we consider afunction K increasing in each argument and such that K(1,1) > O.

It is interesting to consider a particular case of the previous theorem, that is, when
the integrals are taken over the whole set R,.. Then, a= 0, b = =, and we obtain the
corresponding inequalities for an arbitrary non-negative homogeneous function of degree
—s.
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Corollary 1.1 Let & + s=Lp>1 and let K : R, x R, — R be a non-negative ho-
mogeneous function of degree —s, s> 0. If Ay and A, are real parameters such that
A€ (1% 5), A (2 then for all non-negative measurablefunctions f,g: R — R
the mequal |t|a~3

| [ ke foogydxy
0 Jo

1
S L |:/°° les"i'p(Al*AZ) f p(x)dx:| P |:/ ylﬁq(AZAl)gq(y)dy:| ! (123)
0 0

p’p)

and

oo 0o p
/ y(P=D(-1+p(A1—Ao) [ / K(x,y)f(X)dX} dy
0 0

<LP / X1+ P(ATA2) £P ) dx (1.24)
0

hold and are equivalent, where L = k? (pAz)kd (2 — s— gAy).
If 0 < p < 1, then the reverse inequalities in (1.23) and (1.24) are valid for every

A€ (%, %S) and A, € (%5,%), aswell astheinequality

N o q
/0 (A=) (s=1)+a(Az~Aq) { /0 K(x7y>g(y)dy] dx

<L /O T y-stalhe-AU gl dy, (1.25)

Inequalities (1.23) and (1.24), as well astheir reverse inequalities are equivalent. More-
over, equality in the aboverelations holdsif and only if f =0or g=0a.e. onR,..

Proof. The proof follows immediately from Theorem 1.11 by substituting a = 0 and
b = . Moreover, condition (1.15) gives the nontrivial case of equality in (1.23), while
condition (1.16) leadsto the divergentintegrals. Hence, the observed inequalitiesare strict,
unlessf =0org=0a e onR,. O

In the sequel we consider some generalizations of Theorem 1.11. For example, utiliz-
ing the substitution u = x+ u andv=y+ u, u > 0, we have:

Theorem 1.12 Let 1 +q =1 p>1andletK: (a+pu,b+pu)x(a+u,b+u)—-R
be a non-negative homogeneous function of degree —s, s> 0, strictly decreasing in both

variables. If A; and A, are real parameters such that A € (152, 3), Az € (452, 5), then
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for all non-negative measurable functions f,g: (a,b) — R theinequalities

b b
/a /a K(x+u,y+ ) f(x)g(y)dxdy

1

< [ [ (pme) — vapsox ) 5+ P

1

b q
x [/a (k(2—5—0A1) — W2(2—S— ALY, 1)) (y + )t StHalAe AL gq(y)dy]

(1.26)
and
b
(k25— 9A) = ya(2— 5 QAwY.0)) Py o) P HIS IR
a
b p
X U K(x+u,y+u)f(x)dx] dy
a
b
< / (k(PA2) — wa(PA, X, i) (X+ ) SFPAA2) £P(x)dlx (1.27)
Ja

hold and are equivalent, where

sto—1 .1
y(o,x,A) = (ii—i) / K(1,uju~*du+ (Eii) /o K (u,1)ust*2du,

at+ A\t o2 y+A 1 Y
wo(a,y,A) = <Y+—/1> / K(u,1)u du+<b )L) /0 K(1,u)u”*du.

If0< p<1 b=-oo, and K(x,y) is strictly decreasing in x and strictly increasing
in'y, then the reverse inequalities in (1.26) and (1.27) hold for all A; € (3, %5°) and

Ay e (L3 5 ,p) aswell astheinequality
[ (P2) — ya(phg ) (x4 o) @S2 A
a
oo q
| [ Koy mat] o

< _/:(k(z—s—qu) —Yo(2— s— ALY, 1)) (y+ )t SR Al gl(y)dy,
(1.28)

Moreover, inequalities (1.26) and (1.27), as well astheir reverses, are equivalent.

Remark 1.7 Considering Theorem 1.12 with a symmetric kernel and parameters A; =
Az =Z providedthat 0 < 1— 2 <50 < 12 <5 weobtain the corresponding result

from [42].
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Remark 1.8 Some other ways of generalizing Theorem 1.11 arise from various substi-
tutions. For example, in [53] the authors also use the substitution u = Ax* and v = By?,
where A;B, o, > 0. Such results are here omitted. It should be noticed here that the
resultsin this section are taken from the above mentioned paper [53]. In addition, for some
more specific Hilbert-type inequalities with a homogeneouskernel the reader is referred to
[164] and [181].

1.4 Examples. The best possible constants

This section is dedicated to Hilbert-type inequalities with some particular homogeneous
kernels and weight functions. Numerous interesting examples will be given here. More-
over, the best possible constant factors will be derived in some particular settings.

1.4.1 Integral case

We start with the classical integral case. We are concerned here with Corollary 1.1 from
the previous section. It is not hard to see that this corollary covers Theorems 1.2 and 1.6,
presented in the historical overview at the beginning of this chapter.

Namely, if K(x,y) = (x+Yy) 5, s> 0, then the integral (1.20) is expressed in terms of
the Beta function, that is, k(o) = B(1— o,s+ o — 1). Hence, in this setting the constant
factor L on the right-hand sides of inequalities (1.23) and (1.24) takes the form

L =B?(1— pAp,S+ pAr— 1)BA(1— GAL S+ gAL— 1).

Moreover, if A1 = Ay = Zp—‘qs, then the above constant coincides with the constant factor

on the right-hand side of inequality (1.6). Hence, Corollary 1.1 can be regarded as an
extension of both Theorems 1.2 and 1.6.

Further, if K(x,y) = max{x,y} 3, s> 0, then the above constant L, included in (1.23)
and (1.24), reads

S
(1— PA2) P (1 — QA1) d(S+ pAz— 1) 7 (S+ A — 1)d

L=

Similarly, for Ay = Ay = Zp;qs the above constant factor reducesto

pas
(p+s—-2)(q+s-2)
and the resulting Hilbert-type inequality coincideswith the one from [42].
On the other hand, Hilbert-type inequalities in Theorems 1.2 and 1.6, as well as the
above mentioned result from [42], include the best possible constant factor.

Our main task isto determine conditionsunder which the constant factor L = k (pAz)k%
(2—s—0gA;) isthebest possiblein inegqualities (1.23) and (1.24). Observethat inequalities
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(1.2) and (1.6) include the best possible constant factors without any exponent. Guided by
that fact we are going to simplify the constant factor L from Corollary 1.1. More precisely,
if we set the condition

PA2+0AL =2-S5, (1.29)

then the constant factor L in Corollary 1.1 reducesto L = k(pAy).

Inthe sequel, we are going to show that, under the above condition (1.29) and assuming
some weak conditions on the kernel, inequalitiesin Corollary 1.1 include the best possible
constant factors. In order to prove that result we need the following lemma.

Lemma 1.1 Let p and g be conjugate parameterswith p > 1. If K: R, xRy — Risa
non-negative measurable function such that K(1,t) is bounded on (0, 1), then

I 1/x A,
/ X / K(1,t)t P2 fdt ) dx = O(1), & — 0", (1.30)
1 0

where Ay < %.

Proof. Using the assumptions, we have K(1,t) < C for someC > O and every t € (0,1).
Let e > 0besuchthat & < pq(% —Ay). We have

00 1/x e oo 1/x e
/ x 1€ ( K(l,t)tpAzﬁdt) dx < C/ x 1€ (/ tpAZEdt) dx
1 0 1 0

_ C ~ PA+E_g—2 _ C
1-pA _3/1 e (1_PA2—%) (l_pAzJF%)’

wherefrom (1.30) follows. U

Theorem 1.13 Supposethat the assumptions of Corollary 1.1 are fulfilled. Additionally,
if thekernel K : Ry x Ry — Rissuch that K(1,t) is bounded on (0, 1), and if the param-
eters Aq and Ay fulfill condition (1.29), then the constants L = k(pAz) and LP = kP(pAz)
are the best possible in both inequalities (1.23) and (1.24).

Proof.  For this purpose, with 0 < & < pq(% — A), set f(x) = X 70y (%) and

ay)=y PA—§ X[1)(Y), Where ya is the characteristic function of aset A.
Now, suppose that there exists a smaller constant 0 < M < L such that inequality (1.23)
holds. Let | denote the right-hand side of (1.23). Then,

1 1
=M ( / x‘g‘ldx> ’ ( / y‘g‘ldy> M (1.31)
1 1 )
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Applying respectively the Fubini theorem, substitutiont = ¥, and Lemma 1.1, we have
L[ ey toogyanay

N / Tx ( / Ky pAZf*dy) dx
J1 J1
b b £ x~1 £
:/ x &1 (/ K(1,t)t‘pA2‘adt—/ K(1,t)t‘pA2‘adt> dx
1 0 0
1 £
== [k (pA2+ —> +o(1)} : (1.32)
€ q
From (1.23), (1.31), and (1.32) we get
k(pA2+§) +o(1) <M. (1.33)

Now, letting € — O, relation (1.33) yields a contradiction with the assumptionM < L =
k(pAz).

Finally, equivalence of inequalities (1.23) and (1.24) means that the constant LP =
kP(pAy) isaso the best possiblein (1.24). The proof is now completed. O

As we see, the previous theorem covers the problem of finding the best possible con-
stant factors for a quite weak condition on homogeneous kernel and parameters A;, A
satisfying (1.29). We have already considered the kernel K(x,y) = (x+Yy)~S, s> 0. This
kernel fulfills the above mentioned condition from Theorem 1.13, hence, the best possible
constant in that case takesthe form B(1— pAy, 1 —qgA;). Hilbert-typeinegualitieswith this
kernel and parameters A;, A; were extensively studied in recent papers [10], [11], [52],
[53], and [54].

Some other examples of the best possible constant factors arise from various choices
of kernels. For example, considering the kernel K(x,y) = (x+y-+ max{x,y})~S, s> 0, the
best possible constant factor k(pAy) from Theorem 1.13 becomes

275 2°S
—F(s,s+ pA2—1;54 pAy;—1/2
YV (s,s+ pA2 + PA2 /)+1_IDA2

F(s,1—pAz2—pAy—1/2),

where F (¢, B; ¥; z) denotes the Gaussian hypergeometric function, that is,

(y) /l -yt
0

F(o,B;72) = i=a)°

dt, y>pB>0,z< 1. (1.34)
The above kernel with degree of homogeneity equal to —1 was also discussed in [81].

We conclude this subsection with some particular Hilbert-type inequalities equipped
with homogeneous kernels of degree —1, involving the best possible constant factors.



1.4 EXAMPLES. THE BEST POSSIBLE CONSTANTS 17

Remark 1.9 Settings=1, Ay = Ao = 3 in Corollary 1.1, inequalities (1.23) and (1.24)
become respectively

_/: _/: K(xy)f(x)g(y)dxdy < k(1/q) [ /O ) fp(x)dx] : [ /0 } gq(y)dy] % (1.35)
/ [/ K(x,y)f dx] dy < kP( 1/q/ fP(x (1.36)

Thefollowing kernels K are homogenouswith bounded K(1,t) on (0,1). For each of these
functions we compute constants L = k(1/q) and L, = k(1/2), that is, when p=q = 2:

1
Kxy) = X+Yy+max{x,y}’

1 1 1 1 1 1 1 1
L—EQF<17a,1+a,—§)+§pF<176,1+5,—§>»
Ly = V2(n — 2arctan/2);

1
Y = Sy minfy)

L=gF (1 L 1+} —2)+pF (1,3;1+1;—2>,L2=2ﬁarctanﬁ;
a” q PP
1

N = By maxxy)
1 1 11 1 1 11 1

1 1
oY) = ey —minfy} ~ madxy}

1 2
K(X, 7L: =T
(xy) = X+y+1+1 2 \/;

y

1 T 1 1
P ST O R

L:pq,l_2:4,

X_|_y_m CoS7;  COS3;
xTy
1 4rr
K X7 == ,L = ,
(%) Xty T Ry % 33
1 8r
K(X7y)_ X_i_y_\/x—vaZ— 3\/§1
A—1_ -1
Kxy) = fLyl ,L=%< 1n+ .1n>,)t>1,
Xt +y sings SNy
A-1_\A-1
Xty T T ]
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_ 2

()

Sinceparameterss=1, A1 = A, = % fulfill condition pA; + gA; = 2 — s, al these constant
factors are the best possible in both inequalities (1.35) and (1.36).

1.4.2 Discrete case

Discrete case of the Hilbert inequality is more complicated than the integral one. Namely,
in order to obtain discrete forms of the corresponding integral inequalities, it is necessary
to do some further estimates, which requires some additional conditions.

In Section 1.1 we encountered the Hilbert double series theorems, those were inequal -
ities (1.1) and (1.4). Moreover, the corresponding equivalent form assigned to (1.1) is
inequality (1.3), while the equivalent form assigned to (1.4) was derived in [142].

Recently, M. Krni¢ and J. PeCari€ (see[52]), obtained the following discrete version of
the Hilbert inequality with conjugate parameters p, g > 1 and real parametersA B, o, 3,5>
0,

1
B P
0/(1-s)+op(A1—Az)+(p—1)(1-a) 5 p
m? an
mgln; AmO‘+Bnﬁ) [2‘1 ]

Qal-

y [i nﬁ(1—S)+I3Q(A2—A1)+(Q—1)(1—13)bg] (1.37)

where (am), .y (bn),c1y @€ non-negativereal sequences, A; € (max {17, —ql}

(max{T, %} 1) and

%) A e
M=o qB pAT-‘rAl Ap— 1B—+A2 A—1
><Bp(1—pA2,s—1+pA2) %(1—qA1,s—1+qA1).

The equivalent form that correspondsto (1.37) is also derivedin [52].
Similarly, considering parameters ¢, w, and A, suchthat 0 < ¢, <land ¢ + y =1,
B. Yang [162], obtained the following pair of equivalent inequalities

Ql-

ié log (7 _)?]Tbn < Lsn(—"’)] {anl 9)- an]_ Lilnq(l_l,,)_lbﬂ]
(1.38)

and

2p
Enp‘”lli'ofn(z_)?fbn] <[L)} > nPo0Tak (1.39)
n=1

ksn(’i—‘”
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which hold for al non negative conjugate exponents and non-negative sequences fulfilling
0< Y  nPE=9)-1gf < o and 0 < 357, nd(-¥)~1pd < oo Moreover, the constant factors
incl uded in the right-hand sides of mequal ities are the best possible.

On the other hand, B. Yang and T. M. Rassias [152] (see aso [149]), studied the kernel
expressed in terms of the logarithm function. They obtained the following pair of equiva-
lent inequalities,

L 1
o T oo P [ oo 3
n°af "ol 1.40
Wg Y o |ogmn snz/p Lzz anjl LEZ n] (1.40)
and
< } dm P o1.p
n;zn (lOan> = [Slnrc/p} rgzn an, (1.41)

which hold for non-negative conjugate exponents and non-negative sequences such that
0< Y ,nPtal <coand0< 357 ,n9hd < . Moreover, the constant factors z/ sin(z/ p)
and [/ sin(z/p)]P, on the right-hand sides of inequalities (1.40) and (1.41), are the best
possible. Observe that the above inequality (1.40) for p = q = 2 is aso known as the
Mulholland inequality.

Clearly, the kernel involved in the previous two inequalities, as well asin (1.37) is
non-homogeneous, while the kernel in (1.38) and (1.39) is homogeneous.

However, utilizing suitable substitutions, these non-homogeneous kernels can also be
interpreted as the homogeneous ones. Thus, in the sequel we provide discrete forms of
Hilbert-type inequalities with a general homogeneous kernel. The same conditions as in
theintegral case are assumed on the convergence of the integral k(c:), defined by (1.20).

Thefollowing result contains discrete Hilbert-type inequalitiesfor ahomogeneousker-
nel in both equivalent forms. Discrete weight functions involve here differentiable real
functions. In addition, for the reader’s convenience, we introduce here the following nota-
tion: H(r), r > 0, denotes the set of all non-negative differentiable functionsu: Ry — R
satisfying the following conditions:

(i) uisstrictly increasing on R and there exists xo € R+ such that u(xp) =1,

(i) Timy_e U(X) = oo, [u( )], isdecreasingon R ;.

Theorem 1.14 Let £+ % =1, p> 1, and let s> 0. Further, suppose that
A€ (max{15,0}, ¢), Ao € (max{%5%,0},5), u € H(gA) and v € H(pAy). If K :

Ry xRy — ]R is a non-negative homogeneous function of degree —s, strictly decreasing
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in each argument, then the inequalities

oo oo

Y > K(u(m), v(n))ambn

m=1n=1

1
p

[i |1 SRR AL [ ()]t pam]

[il st ““W(nﬂl—‘*bﬁ}é (1.42)
and
3, W) P Ay [ZK amr
P
< LP 3, u(m)] -+ (P (143)

m=1

hold for all non-negative sequences (am) .1y, (bn) ey, Where

L — kp (pAx)kd (2— s— gAy). (1.44)
Moreover, inequalities (1.42) and (1.43) are equivalent.

Proof. Rewrite inequality (1.12) for the counting measure on N, (¢ o u)(m) = [u(m)]

1 1

[W(m)] 79, (yov)(n) = [v(n)]*2[V(n)] 7, and the sequences (am),.ry and (Bn),ry-
Clearly, these substitutions are well-defined, since u and v areinjective functions. Thus, in
this setting we have

m=1n=1
< | 3 mi it P ou) >a&]
x [i [v(n)]| %2V (n)}“‘(Gov)(n)bﬂ] a : (1.45)
n=1
vnere 2 MV(n)
m),v(n))V(n
Fouim = 3 T
and
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Now, since the kernel K is strictly decreasing in each argument and u € H(gA;), v €
H(pAz), it followsthat F o uand Go v are strictly decreasing. Hence, we have

(Fou)(m) < /O ) W\/(y)dy, (1.46)

since the left-hand side of this inequality is obviously the lower Darboux sum for the
integral on the right-hand side of inequality. Further, utilizing substitution v(y) = tu(m)
and homogeneity of the kernel K, we have

= K(u(m),v(y)) B o, [ -,
/o W‘/(Wdy—[ll(m)}l "A/O K(1,t)t~Pedtt,

so by virtue of (1.20) and (1.46) we get
(Fou)(m) < [u(m)]*~* P*2k(pAy). (1.47)
By the similar argumentsas for the function F o u, we obtain

(Gov)(m) < /O ) 7K([E((i))i;/£?))ul

= P K P

(x)dx

= [
= [v(n)]}S"%k(2 - s—gAy). (1.48)

Finaly, relations (1.45), (1.47), and (1.48) imply inequality (1.42).

On the other hand, if we rewriteinequality (1.13) with the counting measure on N and
the same functions as in the proof of inequality (1.42), after using estimates (1.47) and
(1.48), we also obtain (1.43). O

Clearly, Theorem 1.14 coversdiscrete Hilbert and Hardy-Hilbert-typeinequalities with
homogeneouskernels, decreasing in both arguments.

Remark 1.10 Suppose (am),,.y and (bn), .y @€ non-negativereal sequences, not iden-
tically equal to trivial zero sequence. Then, according to estimates (1.47) and (1.48), it
follows that inequalities (1.42) and (1.43) are sharp. In other words, equalitiesin (1.42)
and (1.43) hold if and only if ay, = 0 or b, = 0.

Remark 1.11 If thehomogeneouskernel K : R, x R, — R isasymmetric function, that
is, K(x,y) = K(y,x), for dl x,y € R, then the constant L, defined by (1.44), smplifiesto

L= k? (PA2)Kd (AY).

Asemphasized above, inequalities (1.42) and (1.43) are sharpif the sequences (am) .y
and (bn),.y ae not identically equal to the zero sequence. Therefore, it is interesting to

—~

Qal-
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consider the problem of finding the best possible constant factors for inequalities (1.42)
and (1.43).

The main idea in obtaining the best possible constant factor is a reduction of constant
defined by (1.44) to the form without exponents, which was aready considered in the
integral case. Thus, the parameters A; and A, fulfill (1.29), that is, pAy+gA; = 2—5,
which implies that k(pAz) = k(2 —s—0gAs). In such a way, the constant factor L from
Theorem 1.14 becomes

L* = k(pAy). (1.49)

Moreover, under assumption (1.29), inequalities (1.42) and (1.43) respectively read

> K(U(m), v(n))amby < L° {i [u<m>1-1+qul[u'<m>11-pafn] ﬁ

m=1n=1 m=1

1
q

X li | \/(n)}l‘qbﬂ] (1.50)

n=1
and
o p
E[V( )}(p 1)(1-parz)\/ [2 K(u am]
n=1
< (L¥)P 2 ~LHpaAuf/ (m))t-Pap. (1.51)

The following theorem shows that the constants on the right-hand sides of inequalities
(1.50) and (1.51) are the best possible.

Theorem 1.15 Supposethat parameters p, g, s, Az, A, and the functionsu,v: Ry — R,
K:R; xR, — R are defined as in the statement of Theorem 1.14. If parameters A; and
A, fulfill condition pAy + gA; = 2 — s, then the constant factorsL* and (L*)P are the best
possiblein inequalities (1.50) and (1.51).

Proof. It is enough to show that L* is the best possible constant factor in inequality
(1.50), since (1.50) and (1.51) are equivalent. For this purpose, we consider sequences

am = [u(m)]" %7 hu/(m) and by = [v(n)] P2 av/(n), where & > 0 is sufficiently small
number. Since u € H(gA;) we may assume that u is strictly increasing in R, and there
exists Xp € R such that u(Xg) = 1. Therefore, considering integral sums, we have

:/].m[l,l()}lgd 2 lg/m)

= Z[U(m)]‘”"qu[ '(m)]*Paf,

1
€

< G+ [0l ) = S0+ 3

b
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where the function ¢ is defined by ¢ (x) = [u(x)]~1~¢U/(x). Hence, we have

S ] (P = (), a52)
and similarly,
3 i) e (]t B = o) (159

Now, supposethat there existsapositive constant M, smaller than L*, such that (1.50) holds
after replacing L* with M. Then, combining relations (1.52) and (1.53) with inequality
(1.50), we get

2 2 K(u N))ambn < 1(M +0(1)). (1.54)

m=1n=

On the other hand, we can also estimate the Ieft—harld side of inequality (1.50). Namely,
inserting the above defined sequences (am) .y and (bn), .y in theleft-hand side of (1.50),
we easily obtain

3 K(U(m), v(n))ambn

m=1n=1

-/ “[u(x)]*qu% [ K.y ()| o)

_ / Tt [ / X K(l,t)t_pAz_%dt] d(u(x)). (155)
! ey

Moreover, since the kernel K is strictly decreasing in both arguments, it follows that
K(1,0) > K(1,t), fort > 0, so we have

) ; - : ey )
/1 K(L,tt P2 adt > / K(l,t)t*pAZ*adt_K(ljo)/ 09 4 —pAr—E 1
1 A h

) K0 “1ipAg+E
- k(pA2+q> l_pAz_%[u(X)] 4,

and consequently

/ Tupo) e l / ) K(Lt)t“””‘%dt] d(u(x))
L e}
1

K(1,0)

€
> —k(pA2+a) — <1_ oAy %) (1_ pA2_|_%> .

In other words, relations (1.55) and (1.56) yield the lower bound for the left-hand side of
inequality (1.50):

(1.56)

Z 2 K(u n))ambn > l(L* +0(1)). (157)

m=1n=
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Finally, comparing relations (1.54) and (1.57), and letting € — 0, it followsthat L* < M,
which contradicts the assumption that the constant M is smaller than L*. This means that
L* isthe best possible constant in inequality (1.50). O

We conclude this discussion with a few remarks which connect Theorems 1.14 and
1.15 with particular results presented at the beginning of this subsection.

Remark 1.12 Observe that Theorem 1.14 is a generalization of inequality (1.37) (see
aso [52]). Moreover, Theorem 1.15 yields the form of inequality (1.37) with the best
possible constant factor. Namely, putting the kernel K(x,y) = (x+Yy)~S, s > 0, and power
functionsu(x) = Ax* and v(y) = By?, A, B, &, B > 0, in (1.50), we obtain the correspond-
ing form of inequality (1.37), with the best possible constant factor

o GBPA-LHIAB-1HPAR(1 _ pA, 1 gAy).

Remark 1.13 If s= 1, then parameters Ay = Ay = % fulfill condition (1.29). Thus,
putting these parametersin (1.50) and (1.51), together with kernel K (x,y) = (x+y)~* and
differentiable functions u(x) = v(x) = log(x+ 1), we obtain inequalities (1.40) and (1.41)
with the best possible constants (see aso [152]).

Remark 1.14 Since parametersA; = Ay = Zp;qs, where2—min{p,q} < s< 2, fulfill con-
dition (1.29), they can be substituted in inequalities (1.50) and (1.51). In addition, consid-
ering thekernel K(x,y) = (x+y) 5, s> 0, and differentiablefunctionsu(x) = v(x) = x+ v,
0<v <1, inequalities (1.50) and (1.51) reduceto

1 1
o o P [ e q
<S | Y (m+v)saf (n+v) g (1.58)
rrg g m+ n+ 2v)s L]X:'l ng‘l "
and
oo o am P oo
(p-1)(s-1) ___9m p 1-s,p
n < m 1.59
2 (n+v) [Z(mn”v)s <8 X (mv)oa (1.59)
where the constant factors S, = B(§ + 54, ¢ + %5 l) and S} are the best possible. If s=1,

then S; becomes /sin(x/p). Thua setting v = 3 1 and s=1in (1.58) and (1.59), we
obtain the sharper version of the Hilbert double series theorem, as well as its equivalent
form (see also [142)).

Remark 1.15 Some particular discrete Hilbert-type inequalities regarding homogeneous
kernels are also obtained in [54]. They can be derived as the consequences of Theorems
1.14 and 1.15. For example, setting K(x,y) = (x+Y) 3, s> 0, u(x) = xa*, v(y) = y&,
a> 1, inequdlities (1.50) and (1.51) respectively read

1
p

=

>y __Bobn . [2 (ma™) PP (g mmloga)lpa%]
=1 m=1

1
q

[2 ~HHP%2 (@1 4 naloga)t™ pbq]
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and

- - p
ny (pP—1)(1—-paA2) ron n _8m
ng{l(na ) (@"+na"loga) Lgl (mam+na”)sl

<(L)P Y (ma™) P @ maloga)” Paf,
m=1

where L* = B(1— pAg,1— gA;).
Similarly, if K(x,y) = (x+Y) 5, s> 0, u(x) = xarctanx, v(y) = yarctany, then inequal-
ities (1.50) and (1.51) become

1

wq(n>bﬂ] a

1
C ambn i 0 p
2 2 (marctanm+ narctann)® =L [Elwp(m)am] [

m=1n=1

>S5
b

and

= n
' (narctann) P~ HEPP (arctann + ———
= 1+n

oo

o0 p
X [Z om )s] < (L)P Y op(m)amP,

= (marctanm+- narctann =

where L* = B(1— pAz,1—gA;) and

1-r
r (X) = (xarctanx)~S(Ae=A) (arctanx+ ﬁ) ,re{p.a}.

Of course, the above inequalities include the best possible constants. For some other ex-
amples arising from various choices of weight functions, the reader is referred to [54].

1.4.3 Some further estimates

I'n this subsection we study afew particular Hilbert-typeinequalitiesinvolving the homoge-
neous kernel K(x,y) = (x+Yy) S, s> 0. In addition to the Hilbert inequality, the following
results will be derived with a help of some additional estimates that arise from this par-
ticular setting. More precisely, we shall use Theorems 1.9 and 1.10, as well as various
methods for estimating the integral of type

b
/aX K(1,u)u~%du.

Thefirst in the series of resultsis the following pair of inequalities.
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Corollary 1.2 Let %+% =1,p>1,andlets> 0. If (a,b) C R, then the inequalities
b /b
/ / FX)9Y) 4ug
aJa (X+y)®

<s(33){[ [t

)2 — é(g)g] y 24 lg“(y)oly} (1.60)

and

=B (; ;> /b [1_ 2 (;)2 - % (E) 1 X~ ZHPLEP(x)dx (1.61)

hold for all non-negative measurable functions f,g : (a,b) — R. In addition, inequalities
(1.60) and (1.61) are equivalent.

b 1a§1y§17psp1bf(x) P
/Jl‘é(y) ‘é(aw o]
1

Proof. Considering Theorem 1.9 with the kernel K(x,y) = (x+y) S and weight functions
2—s s
0() =X7, y(y) =y 7 , wehave

[ [t
- be_%_l(/f <f::>sd“) fp(x)dx] '
l/ y R 1</; (fim d“)g‘“(y)dyr.

Now, we are going to estimate integrals in the above inequality, dependent on variables x
andy. Taking into account an obviousrelation

5—1

oo o S 1
S S uz s uz
B(S 32 X _qu—20f [ L
(33) /1 Trusiu =2 /a CEoa

and inequality
o us-1 o ys-1
7du</ ———du,
/a (o +u)s a (1+u)s

where ¢ > 1, we have

~ y3-1 1 s's
/a Dot 3 B(Z 2) a>1 (162)
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Finally, considering the relation
1 S 1

b s o 115—1 oo
x Uz S S uz2 uz
/ (1+u)5du_B<§’§>_/g (1+u)sd“_/a T
and (1.62), we obtain the estimate
b -1 s s
b us- s s lrsays 1/x\2
/ Tr<B(33) [1 AGREL ]

which yieldsinequality (1.60). Equivalent form (1.61) followsin asimilar way. O

x

Remark 1.16 Combining the well-known arithmetic-geometric mean inequality

2620 = 6)"

with inequalities (1.60) and (1.61), we have
/b /b f(x)a(y)
a Ja (X+Yy)*

<8(33) [1 (g)i] Uabxszp+"lf<X>deF [ A bﬁ“*“g(y)‘*dy]“

and

b s b f(x) s's ayi\1P /° =
$-1 ax| dy<|B(2,2)(1- (2 / ~F+p-1f (%) Pdx.

[ L we X] v=8(53) (- ())] g
Putting p = q= 2 in these inequalities, we obtain a pair of inequalities derived in [152].
Moreover, if a= 0 and b = <, the above inequalities reduce to corresponding relations
obtained in [11].

We finish this section with another specific Hilbert-type inequality referring to kernel
K(x,y) = (x+Yy)"5,s>0.
Corollary 1.3 Let l + 1 =1 p>1s>0 andlet Ay and Ay be real parameters such

1 1
that Ay € (128 ,q)andAze(lT Al IfQ:kf’(pAz)kl‘;(qu),Il:1*_SPA2,|2:1*_2A1,and

(1+u)

a(bl— 1 —1
/ i Sdu,

bllll)

then the inequalities

e |

1
{ xL=st+p(A1— Az)fp( )dx] P |:/by1—S+Q(A2—A1)QQ(y)dy ‘ (1.63)
a
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and

b b p b
/a P D(s D p(ALA) Ua f) st:| dy < QP /a xL-SHR(ALA) £P(x)dx  (1.64)

(x+y)

hold for all non-negative measurable functions f,g: (a,b) — R and are equivalent.

Proof. We start asin the proof of Corollary 1.2, but for the estimate of the integral

b —a
x U
—du
/ (14w

we use the fact that the function f(x) = f:/; u-*(1+u)~Sdu, x € Ry, attainsits maximum

| |
valueat x = &-ba | — 1-a O
a b S

Remark 1.17 Setting Ay =A; = 55 Z S, providedthat s> 2—min{p,q}, inequalities (1.63)
and (1.64) reduce respectively to

//bf ddy<Q [/ 1Sfp(X)dX}%[/:ylsgq(y)dy}%

and b b f( ) p b
(s-1)(p-1) X < 0O.P / 1-s¢p
/aly [/a (x+y)$dx] dy<Q A x> fP(x)dx,
where Q B 1 <2 S)kq (2—5)
1=k (77 Koz (757)-
Similarly, if Ay = 22;qs and A = 2_}' inequalities (1.63) and (1.64) respectively read

/;Ib/:%
b (252) [ [ o]
[ [ o] o=k (557) [ ® o iore

Remark 1.18 General results from this section, covering the best possible constant fac-
tors for Hilbert-type inequalities with a homogeneous kernel in integral and discrete case
are established in papers [63] and [111]. Particular inequalities in subsection 1.4.3 are
taken from paper [53]. For the similar problem area, the reader is referred to the follow-
ing references: [13], [36], [38], [80], [85], [101], [122], [126], [132], [135], [146], [149],
[155], [162], [164], [176], [181], [182], and [183].
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